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Abstract

Person authentication is a primary element to consider wherever privacy is necessary.

Deep learning based authentication algorithms have a number of applications in the said

field. Adding multiple modalities makes the system more robust. In this research a joint

multi-modal audio-visual deep learning based method has been devised to authenticate

a person based on their voice as well as face. This two-step verification process works

by learning face-feature based embeddings as well as voice-feature based embeddings

to serve two purposes: 1) if the face presented matches with an identity in a reference

database and 2) if the voice matches any voice in the reference database. This strategy

can help prevent important systems from impostor attempts using modalities that are

commonly present and available in consumer devices.

xi



Chapter 1

Introduction

The research presented in this dissertation explores the field of face-and-voice-based

person recognition. The techniques explored as well as implementations done in this

research are to develop a multi-modal audio-visual person recognition system that will

allow recognition of the person in question, based on both the face features as well as

the voice features of that person, given that the embedding-representation of voice and

face features have a reference set

1.1 Background

The consumer devices present in today’s day and age such as the modern-day smart-

phone, laptops, and computers widely support audio and visual input to the system.

It is well known that the audio input to the system is commonly acquired from a mi-

crophone attached to the system and the most generic form of visual input is from a

monocular camera. Concurrently, the voice and face features of the person are the most

well-known and popular form of biometrics[23].

In today’s day and age, biometrics-based person authentication has gained immense

popularity and found its usage in various applications including but not limited to

access control systems for commercial purposes such as digital access, domestic, and

enterprise scenarios, as well as entrance verification systems. Moreover, recently there

has been profound interest in usage of audio-visual biometric markers of a person in

forensic scenarios. Naturally, voice features and face features are the two of the most

effortlessly available biometric characteristics that accurately represent the identity of a

1



Chapter 1: Introduction

person. Consequently, the speaker recognition (SR) and face recognition (FR) systems

are hot topics for researchers working on biometric representation of a person[15, 12].

The recent progress in the field of deep learning has allowed researchers to attain high

performance in accomplishing these tasks. Various algorithms and architectures of deep

neural networks along with a variety of loss functions have been under investigation to

achieve successful results in FR and SR systems. This development has led to high-

performance systems with high usability in commercial and forensic scenarios. The

combination of these two systems promises to provide a higher reliability to the access

control system as both representations when combined have a lower chance of being

spoofed and have a boosted robustness against imposter attacks [16]. Moreover, by

combining these two methodologies, there is a lower likelihood of false positives by

providing lower FMR as compared to the audio-only and visual-only person recognition

tasks [22].

1.1.1 Verification and Recognition Tasks

In the field of biometrics, verification refers to the tasks of verifying a person for their

claimed identity. The identity of the person is claimed and therefore only requires that

the person’s biometric markers to be matched by the claimed identity. An illustration of

a high-level person recognition system is shown in figure 1.1. For the person verification

system to give a positive decision, the probe identity should match with the claimed

identity.

Figure 1.1: Person Verification System.

Whereas, in the recognition task, the objective is to match the probe identity with a set

of identities already stored, often referred to as a “gallery set”. Modern algorithms often

use a 1xN dimensional vector which is used for scoring. The algorithms are developed

2



Chapter 1: Introduction

Figure 1.2: Person Recognition system

such that the said vector (“embedding”) is representative of the identity of a person.

This solves two problems: 1) Representation of a probe identity in a compact and

mathematically viable form i.e., a vector. 2) Representation that is similar, using some

metric, for the matching identity and dissimilar for the non-matching identities.

Figure 1.2 is a high-level illustration of modern recognition systems. The scoring sys-

tem usually uses similarity or distance metrics such as Cosine similarity or Euclidean

distance[15].

The scoring metric e.g., cosine similarity or Euclidean distance, is oftentimes used with

combination of a threshold value that is defined by testing done on test set1.

1.1.2 Face Recognition

Similar to the speaker recognition task described in section 1.1.2, the modern techniques

of face recognition also involve learning face-level embeddings for identities. Modern

techniques using deep convolutional neural networks (DCNNs) have allowed for high

performance in embeddings-generation for facial recognition ("FR") task that approaches

human-level performance.
1Test set refers to a sample of data that is disjoint from the data that is used for training. This set

is typically not of the same distribution as the training data and due to the disjoint nature of the test

set, results are comparable to the real world performance of the algorithm.

3



Chapter 1: Introduction

1.1.3 Speaker Recognition

Traditional probabilistic models, such as the Gaussian Mixture Model-Universal Back-

ground Model [4] and the i-vector [18], have given way to the more recent technique of

deep speaker embedding learning as the preeminent modelling approach for the speaker

identity. This shift occurred as a direct result of the rise in popularity of deep neural net-

works (DNN). When the amount of granularity of optimization is taken into account,

mainstream deep speaker embedding learning may be broken down into two distinct

categories: segment-level learning and frame-level learning.

Recent advancements in the field of deep neural networks (DNNs) have grabbed the lead

in terms of modelling the attributes of an identity in terms of the algorithms used by

biometric security systems. It has brought about a change away from the probabilistic

modelling of speaker identities and into a new paradigm.

The deep speaker embedding models are categorized as follows:

1. Frame-level Speaker Embedding.

2. Segment-Level Speaker Embedding.

segment-level speaker embeddings are used for the whole utterance. These techniques

were preliminarily text-dependent meaning that they usually rely on the speaker to utter

specific word(s). While the frame-level speaker emebddings are more focused towards

embedding the speech for a specific instance by using phonetics. These techniques, on

the other hand, are inherently not text-dependent.

The DNN is trained in such a way to discriminate among speakers for each frame

for frame-level speaker embeddings, and the embeddings are averaged for the whole

segment to generate the necessary segment-level embeddings. In contrast, deep neural

networks (DNNs) are utilised in the process of segment-level speaker embeddings in

order to differentiate between the various speakers’ individual voice segments. This

creates a more accurate match between the optimization requirements of the training

configuration and the deployment criteria.

4



Chapter 1: Introduction

Figure 1.3: Person Recognition system

1.1.4 Performance Evaluation of Recognition systems

The recognition systems are often trained with a distance metric that they have to

minimize. Thresholding on the scoring metric results in a certain False Matching error

Rate (FMR) and False Non-Matching error Rate (FNMR). Sweeping threshold over the

test set provides different values of FMR and FNMR. Equal Error Rate (EER) is the

value where both FMR and FNMR cross. Performance of matching system is negatively

proportional to EER.

As depicted in figure 1.3, the performance evaluation of a recognition system based on

matching features is dependent on reduction of EER. Most modern day recognition sys-

tem research work propose reduction in EER as a hallmark sign of gain in performance.

This is actually true for the recognition systems where the decision is being made due
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Chapter 1: Introduction

to a decision rule such as thresholding of scores. The scores are usually distance of

similarity metrics aimed to determine the similarity of two feature embeddings based on

the distance between them.

1.2 Motivation

The modern day consumer device, for example, a cell phone or a laptop computer comes

with an integrated microphone and a camera. More than 67% of the world’s population

are smartphone users[25]. Recent days have witnessed as steady increase in abundance

of multimedia data. While there has been a prevailing interest in analysis of multi-

media data for many years, recently, due to abundance of video calling and multimedia

communication services, the importance of this analysis as seen a increase. This has pro-

voked advancements in multimedia processing such as speaker diarization and speaker

identification. Recent advances in audio-visual person recognition datasets[11, 14] has

allowed for accurately developing an algorithm for person recogntion in unconstrained

evnironment. The evaluation of audio-visual person recognition challenge by NIST in

2019 stated that audio-visual fusion models provide over 85% improvement as compared

to when only one modality of voice and face were used. Moreover, with the increase in

commonality of smart devices such as a smartphone, tablets or laptops there is abun-

dance of biometric markers, i.e. voice and face features, that are easily detectable by

the camera and the micrphone built-in to the devices. Ease of biometric feature detec-

tion (face detection and voice detection) directly correlates to ease in data-processing

of the said biometric features. Capturing data (keeping in view the ethical norms of

data collection) are now easier than ever. Hence, the author argues that due to ease

in data capturing of the voice and face features, and obtainment of better performance

of the recognition algorithms due to using both of these modalities, there is a need for

developing a solution that is accurately able to recognize a person using the audio-visual

modalities.

1.3 Scope

This research is aimed for development of a multi-modal-input model which can trans-

form both visual and audio features into a common embedding space E where contrastive

6



Chapter 1: Introduction

learning techniques are used for learning a metric, based on which recognition task can

be performed. Essentially the purpose of the algorithm would be to learn to represent

the voice and face features of a single utterance, synchronized audio-video of a

person in the form of a 1 × N dimensional vector (embedding). The embedding e would

be so that distance between the embeddings of the voice-face features of the same person

would be minimized and the distance between the embeddings of the voice-face features

of the different persons would be maximized, using metric learning techniques.

So formally defining the scope of the research project, the algorithm has to minimize the

distance function D(e, e′) for all instances where e & e′ are embeddings belonging to

the same identity j (a set of which is denoted as Ej) as denoted in equation (1.3.1), and

maximize D(e, e′) where e & e′ belong to different identities, as denoted in equation

(1.3.2).

min∀e,e′∈Ej
D(e, e′) (1.3.1)

max∀e/∈Ej & ∀e′∈Ej
D(e, e′) (1.3.2)
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Chapter 2

Literature Review

Early audio-visual person recognition methods usually comprised of Hidden-Markov

model. The techniques involved detection of face and processing on voice to combine

the face and voice feature-vectors to develop a decision system [1, 2, 3]. Wu et al.

provided early works in the fusion of audio and visual modalities for the purpose of

person identification by presenting their work in usage of dynamic bayesian network

for audio visual correlation[5]. The audio-visual fusion systems proved to be effective

in the cases where sensitivity of the input system of one of the two modalities was

detrimental for the performance of the algorithm. [6] provided a detailed analysis of

fusion of modalities and usage of the audio-visual person recognition (AVPR) system for

unconstrained test cases, and thus laying the path for research in the field of audio visual

person recognition. Text-independent and text-dependent use cases were discussed. The

use-cases of using Artificial Neural Networks apart from methods like GMM and HMM

were discussed. Lip-movement was also studied for the purpose of its effect in the

performance of audio visual person recognition systems.

Moreover, the work on i-vectors was gaining popularity due to their work in represen-

tation of audio speech data into low dimensional representation. These i-vectors were a

great success of their time for determining the identity of a speaker, among other tasks

[7].

Although there has been many advances in the field of person recognition and speaker

recognition from images and speech data respectively, it is still a significant challenge

under noisy and unconstrained situations. The CNN based face recognition methods

paved way for methods that involved mapping the voice or face features to a vector

8



Chapter 2: Literature Review

embedding (e) into an euclidean space where the distance between the embeddings is

directly correspondent of the similarity of the speaker [8, 15, 10].

Similarly, DNN based embeddings gained popularity in mapping the speaker embed-

dings (x-vectors) to a feature space where the scoring between the embeddings in the

lower dimensional feature space represented the similarity among speech. X-vectors were

popular because large scale training data was leveraged better by the x-vector embed-

dings method as compared to the i-vectors method [17]. Moreover, work on DNN and

CNN based speaker recognition continued to show improvements as compared to the

acoustic i-vector method. Snyder et al. reiterated importance of triplet loss, which has

proved itself for metric learning[9], for their work on usage of deep neural networks for

text independent speaker verification using a modified version of the said loss function,

although using tha PLDA backend which is the same back-end used for acoustic i-vector

generation. This proved to improve the EER% in as compared to previous methods. As

advancements in the DNN and CNN technologies grew, these advancements got incor-

porated in the field of speaker recogntion. Zeinali et al. introduced r-vectors by using

ResNet architecture [19]. Later, use of Time Delay Neural Networks was emphasized for

providing better results for speaker verification by Desplanques et al. The performance

of the proposed ECAPA-TDNN architecture on the test sets of VoxCeleb datasets and

in the VoxCeleb SR challenge held in 2019, proved to be much better than that of the

most advanced TDNN-based systems proposed previously. [20].

As advances in the use of deep neural networks grew, the feild of audio-visual person

recognition gained importance. Nagrani et al. made tremendous contributions in the

field by introducing a large dataset for audio-visual person recognition [11]. Building

upon their work, Shon et al. provided techniques for mid-fusion of voice and face

vector embeddings and emphasized upon attention based techniques for state of the

art reduction of EER% in the audio-visual person recognition system[16]. The audio-

visual speaker recognition challenge by NIST boosted investigation in the novel field of

multi-modal speaker recognition[21]. Chung et al. introduced even a larger datsaset

of audio-visual speaker recognition and a baseline (VGGVox) for speech-based person

recognition. This dataset was first of it’s type to be comparable to the state of the

art face recognition datasets [14]. In their investigation of audio-visual methods for

speaker verification, Sari et al. began with conventional fusion methods for the purpose

of learning joint audio-visual embeddings. Next, they proposed an innovative method

9



Chapter 2: Literature Review

for managing cross-modal verification while the test was being conducted. They focused

specifically on unimodal and concatenation-based AV fusion in their research. In light

of the fact that these methods are incapable of performing cross-modal verification, the

researchers developed a multi-view model that mapped audio and visual features into

the same space by the use of shared classification technique [24].

2.1 Previous Research

Sari. et al [24] proposed a technique using a shared classification method to achieve

better similarity between cross-modal featuers. Audio Embeddings and Visual Embed-

dings are passed on to a shared classifier. The outputs of the classifier are gathered

from unimodal representation of speech embeddings and face emebddings as shown in

equation 2.1.1 and equation 2.1.2. Weighted unimodal audio and visual losses are added

and trained with arc-margin loss, as shown in equation 2.1.3. the depiction of the system

developed by Sari et al. is given in figure 2.1. They achieved 2.0% EER by using their

mid-fusion technique.

yA = CAV (EA) (2.1.1)

yV = CAV (EV ) (2.1.2)

LAV = λALA + λV LV (2.1.3)

10



Chapter 2: Literature Review

Figure 2.1: Person Recognition system
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Chapter 3

Design and Methodology

3.1 Datasets

Following datasets have been used in the development of this research:

• VoxCeleb 2

• VGGFace 2 Dataset

• AGEDB 30

• Labeled Faces in the Wild

Table 3.1 depicts the characteristics of the VoxCeleb2 dataset. This dataset is first of

it’s kind to provide utterances and number of identities comparable to the modern day

facial recognition datasets.

dev test

# of speakers 5,994 118

# of videos 145,569 4,911

# of utterances 1, 092, 009 36,237

Table 3.1: VoxCeleb2 Dataset Characteristics

12



Chapter 3: Design and Methodology

Figure 3.1: Audio Framework Overview

3.2 Audio Framework

Audio framework is the same as used in [20], This audio framework uses a novel ar-

chitecture based on time delay neural networks. The time delay neural networks are

coupled with Emphasized Channel Attention, Propagation and Aggregation techniques

to provide superior representation of speech into a 1 × 194 dimensional vector.

Firstly, the video is passed on to the audio framework module, the audio framework

then extracts the audio from the video and samples it at the desired sampling rate i.e.

16000KHz. The network being used (ECAPA-TDNN) is trained on sampling frequency

of 16000KHz, so the audio input at any other sampling frequency is detrimental to

performance of the system. This phenomena is also noted by MLOps experts commonly

that misrepresentation of data which is called data-drift decreases the performance of

the system to a great extent.

The audio is then passed through either filter banks or MFCC which allows it to be

better represented for deep learning applications. This is a common technique also used

in early works in the said field of audio processing introduced mainly by Das et al in

2008. Figure 3.1 depicts the overview of the audio framework.

Figure 3.2 provides detailed description of the speaker encoder. The speaker encoder

used is a pretrained network of ECAPA-TDNN for speaker verification.

ECAPA-TDNN takes input of 80 dimensional input features, previously generated through

filter banks or MFCC. The first layer in the network is a Conv1D layer with a kernel

size of 5 and dilation factor of 1. The output of the first layer are then passed on to

the activation layer which is ReLU activation and then the output is batch normalized.

The input of this layer is in the dimension of C where C is the number of channels for

the Conv1D layer.

13
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Figure 3.2: ECAPA-TDNN Based Speaker Encoder

The next module in the network is SE−Res2Block. The description of SE−Res2Block

is as follows. The SE−Res2Block has a first layer of Conv1D with ReLU activation and

batch normalization. Then the output if this layer is passed to a Res2DilatedConv1D

block, also with ReLU activation and batch normalization. Then again a Conv1D block

similar to the previous, followed by a SqueezeandExcitation block. The input of the

SE − Res2Block is added to the output of the block. This block has a kernel size of 3

and dilation factor of 2.

The network then has two more SE − Res2Block blocks with dilation sizes of 3 and 4,

respectively. This is so that the receptive field of the network increases as the depth of

the network increases. Dilation increases the receptive field while keeping the number

of parameters the same.

The output of the three SE − Res2Block is concatenated, before being passed on to

another Conv1D layer. It then passes on to an AttentiveStatisticalPooling layer before

it is passed through a fully connected neural network layer with batch normalization.

14
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Figure 3.3: Overview of the Video Framework

3.3 Video Framework

A technique of temporal clustering and centroidal point selection was used in the video

framework. This technique allows the author to obtain an embedding that is the most

optimal embedding for that video. Figure 3.3 depicts the overview of the video frame-

work.

When the video is provided to the video framework module, it is sampled at 1FPS and

the frames are stacked. The stack of frames are presented to a face detection module

which provides bounding box for the the temporally stacked frames. In the case where

face is not detected, a zero frame is then added to the temporal stack. The stack of

face crops is resized to 112 × 112. This stack of face crops is then provided to the face

recognition module. The face recognition module consists of MobileFaceNet[13]. The

recognition module then outputs 512 − D vectors for each time frame. This gives a

T × 512 matrix where each row is an embedding for each time step. These embeddings

are then analysed in their latent space. A centroidalpointselectionmodule is used to

find the embedding closest to the centroid of the temporal cluster of face emeddings. So

temporal clustering and centroidal point selection among that cluster is achieved.
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Figure 3.4: Fusion Network

3.4 Fusion Network

The fusion network consists of 4 layers. The first layer is a Conv1D layer with kernel

size of 5 and stride of 2. The next layer is another Conv1D layer with kernel size of 3

and stride of 1. Both of these layers are following by ReLU and batch normalization.

The depiction of the fusion network is shown in figure 3.4.
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Figure 3.5: Training Routine

3.5 Training

During when the network is being trained, the system takes input a batch of videos along

with their labels. The label is actually the label of the identity. The videos are passed to

the AudioFramework and V ideoFramework as described in the previous subsections.

The output of the videos are concatenated and that forms a 704−D vector. that vector

is then fed to the fusion model and the fusion model is trained with arc-margin loss.

The arc margin loss is described in equation 3.5.1. The depiction of training routing is

provided in figure 3.5.

L = − 1
N

N∑
i=1

log es(cos(θyi +m))

es(cos(θyi +m)) + ∑n
j=1,j ̸=yi

es cos θj

(3.5.1)

s = Scale

m = Margin

3.6 Enrollment

During when the enrollment is required, the videos of the same identity are provided

to the system. The embeddings for the whole batch of the videos is computed and the

cluster of embeddings of that batch is provided to centroidal point selection mechanism

described in previous sections. The centroidal point is the most optimal point to rep-

resent the person in those videos. The centroidal point along with the identity label is

17



Chapter 3: Design and Methodology

Figure 3.6: Enrollment Routine

Figure 3.7: Recognition Routine

passed on to the database for storage. Figure 3.6 depicts the routine of the enrollment

system.

3.7 Recognition

The input query video is passed on to the audio framework and the video framework.

The audio framework compute the audio embeddings and the video framework com-

putes the video embeddings. Both of the embeddings are combined and concatenated.

The concatenated embedding is passed to the fusion framework which provides a fused

embedding. This embedding is then stored with all the embeddings in the database.

Decision rule is applied to the scores between the query embedding and the gallery em-

beddings. On the bases of the decision rule, which is actually a thresholding technique,

the matched identity is the output of the system, in case there is an identity that fulfills

the decision rule. Figure 3.7 represent the recognition routine.
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3.8 Test Data Collection

Test data was collected for the purpose of evaluation of effect of vocabulary on the

recognition system. The vocabulary of the collected data is as follows:

• Common Greetings

1. Assalam o Alaikum

2. Walaikum Assalam

3. Good Morning

• Nation’s name

1. Pakistan

• NATO phonetic alphabet

1. Bravo

2. Charlie

3. Foxtrot

4. Uniform

• Name of months

1. November

2. January

3. August

3.8.1 Data Collection App Overview

An app was developed to collect data from real world users. The home screen prompted

users to enter their name (identity label) which proceeded them to phrase-list as shown

in figure 3.8. The phrase list contained 11 phrases as described previously. There were

some inherent checks within the app to support the scope of the project. The app

checked if the face is too close or too far as shown in figure 3.9. More checks included

face being aligned to the screen and presence of single face in the view as shown in figure

3.10. The app also enforced centering of the face. Only when all checks are passed, the

user is allowed to proceed to recording as shown in figure 3.10.
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Figure 3.8: Home screen for user enrollment (left). Sentence list (right)

Figure 3.9: Face too close (left). Face too far (right).
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Figure 3.10: Looking away (left). Multiple faces (right).

Figure 3.11: Face not centered(left). All checks passed (right).
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3.8.2 Collected Data

The number of videos collected amounted to 275, for 25 users each. Each speaker spoke

11 words each for the data collection.
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Experiments and Results

4.1 Test Dataset

Test split of the VoxCeleb2 dataset was used for evaluation of the proposed algorithm.

Characteristics of the test set of VoxCeleb2 dataset are briefed in table 4.1.

4.2 Model Selection

The model shown in section 3.3 was selected with the following in mind. It is infamous

that the model’s learning ability leans more towards one modality during the learning

process. This is not the intent of the author. Which is why the author decided to

concatenate the input layer into the 2nd last layer of the fusion model, so that even

if the previous layers learn modality independent features, the output layer will still

contain information that is directly coming from both the modalities.

The second reason was related to the learning ability of the model. Conv1D layers are

known to learn spatial information in one dimensional direction. Since the input of the

model is in the form of the vector, so striding kernels over the vector would have superior

test set

# of speakers 118

# of videos 4,911

# of utterances 36,237

Table 4.1: VoxCeleb2 Test Set Characteristics
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Figure 4.1: Model selection and comparison.

ability over the FCNN to learn the relationship between the voice and face embeddings.

This is also depicted when the models are being trained, as shown in figure 4.1, the

Conv1D based model shows faster convergence over the FCNN-only based model.

4.3 Results

The positive and negative pairs were made from the dataset. The positive pairs consisted

of a pair of embeddings belonging to the same identity, whereas, the negative pairs

consisted of embeddings belonging to different identities. The distribution between the

scores of imposter pairs (negative pairs) and genuine pairs (matching pairs) is shown in

figure 4.2. In this figure, the overlap would depict that the scores of the matching and

non-matching pairs are overlapping.

The FMR and FNMR curves are important factors of selecting a threshold value of

the developed solution. Moreover, the curves visually depict the performance of the

algorithm on the developed solution. Figure 4.3 illustrates the change in FMR and
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Figure 4.2: Score Distribution in the Test Dataset.

EER 0.020074089753085

Zero FMR Threshold 0.642737733764255

EER Threshold 0.202290341879147

Table 4.2: Performance Metrics of the Developed Solution.

FNMR for sweeping the value of the decision threshold.

Figure 4.4 illustrates the ROC curve of the developed solution. It can be seen that the

Area Under The curve. The ROC curves illustrates the performance of the model at all

thresholds. The developed system achieved Area Under the Curve value of 0.993.

Figure 4.5 and figure 4.6 illustrate the Detection Error Trade-off. The trends shown in

these curves are a depiction of near to ideal classification between positive and negative

pairs.

Table 4.2 provides numerical values for the system. The goal of the recognition systems

are to mimize the EER%. The state of the art developed by [24] reported the same

EER% on their mid-fusion model.
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Figure 4.3: FNMR and FMR Curves of the Developed Solution on the Test Set.

Figure 4.4: ROC Curve of the Developed Solution on the Test Set.
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Figure 4.5: DET curve of the Developed Solution on the Test Set.

Figure 4.6: DET Curve in Log Scale of the Developed Solution on the Test Set.
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Figure 4.7: t-SNE Analysis of Sample from Test Set.

4.4 t-SNE Analysis of Sample from Test Set

A method for dimensionality reduction and visualization of high dimensional data points

into a lower dimensional space is t-SNE1. figure 4.7 shows the grouping of the identities

when analysed using t-SNE analysis.

4.5 Optimal Vocabulary Analysis

Optimal Vocabulary Analysis of the 11 words collected from 25 unique identities. Figure

4.8 Shows that the word "Walaikum Assalam" and "Pakistan" show the most optimal

results. These words were the most optimal for 5 out of 25 users each.

1t-SNE analysis was done using projector.tensorflow.org. Accessed: 22-06-27
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Figure 4.8: Optimal Vocabulary Analysis of the 11 words collected from 25 unique identities.
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Conclusion

Metric learning technique was used for the task of training a mid-fusion model. The

metric learning loss that was used was Arc-Margin Loss. This loss was already used

for training of the uni-modal voice and uni-modal face networks. The performance

of the system comparable to the state of the art was achieved while exploration of

FCNN and 1D ConvNet based models was performed. The 1D ConvNet showed better

learning ability and quicker convergence as compared to the FCNN-only based network.

Dimensionality reduction using t-SNE showed that when embeddings are plotted in

lower dimensionality, seperations between the identities is visualized.

Vocabulary analysis was performed by collecting real world data from multiple users.

The data collection was performed in an assisted way by providing a smartphone ap-

plication user interface. Vocabulary analysis showed that long and complex words are

more likely to be optimal for recognition.
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Future Work

VoxCeleb 1 and VoxCeleb 2, although first of their kind, do not still have the multi-

lingual information of the data-points. These datasets contain English language utter-

ances only. To study the effect of multilingual queries to the system, an analysis of using

multilingual dataset needs to be performed.

Moreover, There is a need for determining effect of vocabulary on the recognition system.

Although, due to inclusion of large vocabulary in the training data, one might presume

the effect of vocabulary change might not be significant but findings in this research

showed significance of such an analysis.

Collection of more real-world data to analyze the effects of difference of region and

vocabulary of identities has large potential to scrutinize of such bio-metric systems.
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