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Abstract
Social media has seen a boom in recent years, with its users growing worldwide.The

ubiquitous nature of social media has made it a useful tool to extract useful in-

formation regarding disasters. As in case of any disaster, people upload data

related to the disaster on social media which can be very useful in the timely de-

tection of disasters and preventing loss of human lives and infrastructures. This

research aims to identify disaster-related tweets from bulk data, classify them to

the type of event they belong to i.e. to perform multi-classification, and identify

type of humanitarian aid-related information posted in a tweet during disasters,

with improved performance in terms of accuracy, F1, etc. To perform this multi-

class classification i.e. to detect disastrous events and further detect the type of

humanitarian information present in the tweets a DistilBert+CNN+LSTM-based

framework has been proposed in this paper. The framework is based on Distil-

Bert pre-trained embeddings and for multi-class classification, CNN+LSTM with

a self-attention layer has been used. After applying the proposed framework the

F1 score of 98 % was achieved in disastrous events classification and an F1 score

of 88% was achieved in information classification of tweets. These results obtained

from the proposed framework have shown improvement over other deep learning

models that were used as part of a comparative study.
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Chapter 1

Introduction and Problem

Statement

Twitter, one of the most popular microblogging website1, is being used by people

to update posts in case of an emergency or a disaster. These quick uploads help

the general public or Twitter users to get real-time updates regarding disasters[2]

unlike other sources. For instance, newspapers take time to get printed, and blogs

also take time to get published. Thus, timely detection of events on Twitter plays

a critical role in helping organizations speed up their relief operations to minimize

the effects of those disasters. Also, these posts can help to get an insight into

the severity of any disaster that has happened. Hence, many disaster relief orga-

nizations are utilizing Twitter data to assess the situation during a disaster and

immediately take necessary actions to combat the aftermaths of disasters.

Moreover, in the last few decades, Pakistan has faced natural hazards such as

flooding, earthquakes, and landslides that have escalated into humanitarian dis-

asters, with the loss of lives, homes, and livelihood. Natural disasters in Pakistan

are likely to increase as a result of climate change and environmental degradation.

More extreme weather events, coupled with poor preparedness in communities,

can only increase the risks of humanitarian disasters. So, an early dissection of

such disasters in Pakistan is required to prevent the losses on a larger scale. Thus

here our proposed research can play a pivotal role in aiding non-governmental

humanitarian organizations, government agencies, and public administration au-

thorities to speed up the relief operations or to start them earlier before the losses

increase exponentially.

With a rapidly changing environment and growing use of technology, this paper

1https://seosandwitch.com/microblogging-sites-list-top-10/
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Chapter 1. Introduction and Problem Statement 2

aims to contribute to effectively classifying tweets into different disaster events and

humanitarian information tasks. Due to the informal nature of Twitter data, it is

relatively difficult to perform classification on it. But with recent development in

deep learning algorithms, a new dimension has been added to the field of NLP. In

our study as well we have employed various deep learning algorithms to compare

results with our proposed hybrid framework for multi-class classification.

1.0.1 Problem Statement
Recent studies have highlighted the importance of analyzing social media data

during disaster events as it helps decision-makers to plan relief operations. Also, in

the early hours of a disaster most of the actionable information related to a disaster

is not available on traditional data sources rather are signaled on Social Media by

everyday citizens COVID-19 pandemic being its most recent example. Thus, a

timely identification of disasters helps humanitarian organizations, government

agencies, and public administration authorities to make timely decisions and to

launch relief efforts during emergency situations. So, the proposed research aims

to identify such disasters related tweets to mitigate the effect of disaster in terms

of human lives and infrastructure as much as possible.

1.0.2 Objectives
The main objectives of this thesis are listed below:

• To explore the effectiveness of Deep learning and Natural language processing

methods for multi-classification of disaster related tweets.

• To propose a hybrid deep learning framework that can increase the perfor-

mance of multi-classification of disaster and humanitarian information tasks

in terms of accuracy and F1-Score

• To correct the data annotation and labels of datasets two source, in order

to enhance the model learning

1.0.3 Thesis Contribution
In summary, the contributions made by this research are as follows:

• As part of this study, two datasets have been consolidated to get a new

dataset for multiclass classification of disaster events and humanitarian in-

formation. Moreover, labels are mapped to get common classes in the re-

sultant datasets. Also, annotation of disaster events has been done on the

resultant consolidated dataset. Thus, a new consolidated dataset is formed

as a part of this research.

• A novel hybrid framework has been proposed based on deep learning models

using the self-attention-based mechanism in order to focus on contextual
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information.

• This hybrid framework presents increased performance, on the task of multi-

class classification of disaster events and humanitarian information, in terms

of accuracy and F1 score.

1.0.4 Thesis Organization
1. Chapter 2 gives an overview of the problem which is targeted in this thesis

work. It also describes a review of the literature and a brief description of

work related to this topic in the past.

2. Chapter 3 materials and methods that have been employed over the course

of research.

3. Chapter 4 explains the proposed hybrid framework used for multi-class clas-

sification

4. Chapter 5 discusses the process of formulation of problem. It also discusses

the results.

5. Chapter 6 gives the conclusion of thesis work.

6. Chapter 97 lists the references used.



Chapter 2

Literature Survey and Related

Work

In recent times the emergence of the latest Information and Communication Tech-

nologies(ICT) and access to high-speed internet connections have made social net-

working sites more accessible to people. Due to all these advancements, social

networking sites such as Twitter and Facebook have been extensively used by

people all across the world. People use these sites for various purposes like up-

dating others in their circle about happenings in their day-to-day life or in case of

emergencies or disasters to report about the incidents. Because of ease of usage,

social media sites have proved to be a useful tool to detect disasters and emer-

gencies happening around the globe. Moreover, other useful information including

the requirement of relief operations, the number of injuries and casualties, requests

for urgent supplies, etc can also be deduced from the updates uploaded by social

media users.

In the past, mainstream media was the only medium to get the news or updates

about various happenings in the world. However, with the increasing use of social

networking sites, even disaster events are reported on these sites before the main-

stream media. For instance, COVID-19 pandemic1 that jolted the whole world was

first discussed on social media platforms i.e WeChat in China days before its news

came out in mainstream media. Also, Chinese people started posting on Weibo2

about COVID-19 to seek help from their fellow citizens. Such events underline

the importance of social media usage during disastrous events and in the hour of

need by ordinary citizens.

1https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7378494/
2https://thediplomat.com/2020/02/how-the-coronavirus-outbreak-played-out-on-chinas-

social-media/
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With the increasing climate changes, the world is facing more natural disasters3

like floods, hurricanes, wildfires, earthquakes, etc. than before. People use social

media platforms to disseminate information about such natural disasters[3] which

results in a huge bulk of data over social media that may also contain redun-

dant information as well. Event detection from such a large volume of data is a

gruesome task that is humanly impossible. As quickly detecting disasters events

and relevant information related to them plays a vital role in helping government

and non-government organizations to lay out their plan and start immediate relief

operations where needed[4]. Thus, to detect events from this data uploaded on

social media sites more advanced solutions like the application of machine and

deep learning algorithms are required.

2.0.1 Twitter and its role in disaster events
Our research utilizes a disaster events Twitter dataset. With growing users of

Twitter, it has become an important source to collect data during emergency oc-

casions. Twitter messages are tweets, initially limited to 140 characters (presently

increased to 280). As a matter of course, using proper search mechanisms all pub-

lic posts can be found by everybody. On Twitter, people can follow each other

and increase their network. Also, Twitter users can utilize the functionality of

hashtags to add more information related to an ongoing trend that as a result

reaches more people [5]. Moreover, these users can retweet any tweet and follow

each other to see posts. Consequently, sharing data has no peripheral expense

for the client: Posting a tweet requires just a cell phone, a Twitter application or

sign-in through the web interface, and a relatively small transfer speed (more in

the case of multimedia sharing). As per Twitter use statistics, around 500 million

tweets are posted each day4.

With the increase in Twitter usage, it has emerged as one of the primary resources

to break news in real-time. In this paper[6], authors have pointed out that Twitter

serves as a news source too as their research concludes that over 85% of trending

topics are news headlines. Also in some cases, Twitter also became a source of

information for mainstream media. During emergencies, Twitter produces a huge

volume of data that is more casual, unstructured, and noisy with information over-

load presenting a real challenge in analyzing the Twitter data[7]. Resultantly, due

to the enormous amount of data uploaded during emergencies that are humanly

impossible to comprehend[8], multiple challenges are being faced by researchers

3https://www.usgs.gov/faqs/how-can-climate-change-affect-natural-disasters
4http://www.internetlivestats.com/twitter-statistics/
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during tweet analysis to get useful information regarding a disaster. These chal-

lenges range from extracting required information from brief and informal messages

in the tweets, handling information overload as during an emergency more posts

related to it are uploaded, to prioritizing different types of information that can

play a vital role in reducing the damage caused by an emergency [9].

2.0.2 Extracting event and humanitarian tasks from Twit-

ter
An event is described as a happening that occurs at a certain time and a certain

place in which one or more participants are involved[10]. Event detection has

received great interest from the research community where a lot of researchers

have published their findings[11]. Detection of disasters from tweets has become

a hot area of research in which disaster-related messages are analyzed for better

disaster management and to increase situational awareness[12]. With the world

increasingly facing the effects of climate change, people are faced with more nat-

ural disasters. The past years have witnessed a record-high number of disasters

causing billion-dollar losses to the world economy[13]. Thus with the increasing

number of disasters and use of Twitter, a great emphasis has been given to uncov-

ering disasters and information related to them by several researchers as evident

in recent works[14][15][16].

As per their job and roles, the data needs of formal disaster management author-

ities and other philanthropic non-governmental organizations (NGOs) differ[17].

For example, relief organizations such as police forces require information about

people trapped in disaster-hit areas that need to be rescued or injured people

that need urgent medical assistance, etc. to quickly execute their relief opera-

tions. In contrast to this low-level information requirement, many Humanitarian

and governmental disaster management organizations need high-level information

regarding a disaster such as the scale of damage caused by the disaster event, the

number of citizens affected by the disaster, urgent needs of the affected people such

as food, water, and shelter, etc. Thus, these different levels of data requirements

can be termed as trying to understand ”the big picture” versus finding ”actionable

insights”[18][19].

However, the posts that are uploaded during disasters not only contain informa-

tion related to missing people, infrastructure damage, and injured or dead citizens

rather they also contain condolences offered to people and appreciation messages

for different disaster management organizations. Because of the gigantic volume

of such posts, it is quite challenging for humanitarian authorities to go through

all tweets manually. Hence a quick need arises to create a framework that can



Chapter 2. Literature Survey and Related Work 7

group tweets into various classes of humanitarian information[20]. However, this

particular research has not been given due importance to date[21].

2.0.3 Classification Algorithms
In past research studies, Machine learning algorithms were the main choice for

disaster-related classification. However, with the emergence of more powerful deep

learning algorithms researchers started employing them to classify disaster-related

tweets. Authors have also published research based on the comparative anal-

ysis between Machine (Support Vector Machines, Logistic Regression, Random

Forests) and deep learning algorithms(Recurrent Neural Networks, and Convolu-

tional Neural Networks (CNN) [22][23]. As per their experiments, CNN proved

to give high performance in classifying disaster-related tweets. Moreover, quite

recently various types of embedding representations, for a variety of NLP tasks,

have been proposed in the research publications such as Embeddings from Lan-

guage Models (ELMo) [24], Bidirectional Encoder Representation from Transform-

ers (BERT) [25].

Authors have mentioned in [9] their survey paper in which they mention that

extracting events related information involves multiple challenges ranging from

parsing brief and informal messages in the tweets, handling information overload,

to prioritizing different types of information. These challenges can be mapped to

information processing operations such as filtering, classifying, ranking, aggregat-

ing, extracting, and summarizing information. They also mention that Convo-

lutional Neural Networks provide considerable performance in binary as well as

multi-classification of tweets over machine learning algorithms. But these deep

neural network techniques require a large amount of data to train the model.

Researchers[26] have proposed a domain specific sentiment analysis approach specif-

ically for tweets posted during hurricanes (DSSA-H) which is the most recur-

ring and deadly disasters resulting in loss of both infrastructure and human lives.

DSSA-H can retrieve hurricane-relevant tweets with a trained supervised-learning

classifier, Random Forest (RF), and classify the sentiment of hurricane-relevant

tweets based on a domain-adversarial neural network (DANN). Authors also com-

pare the proposed domain-specific sentiment-classification approach with two gen-

eral sentiment analysis methods i.e. SentiStrength and VADER in analyzing

hurricane-relevant tweets. The proposed DANN-based sentiment-analysis approach

outperforms both general methods.

In their study authors[27] have proposed an automatic data processing services

have been developed that take textual messages (e.g., tweets, Facebook posts,

SMS) as input to determine the disaster type the message belongs to, its rel-

evancy, and the type of humanitarian information it conveys. They compared
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three machine learning algorithms namely Näıve Bayes, Random Forest, Support

Vector Machines and a deep learning algorithm i.e. Convolutional Neural Network.

The proposed CNN outperforms the machine learning algorithms based on data

gathered from AIDR , CrisisLex , CrisisMMD , CrisisNLP , Disaster Response

Data , Disasters on Social Media , SWDM .

The study [28] show that recent advances in Deep Learning and Natural Language

Processing outperform prior approaches for the task of classifying informativeness

and encourage the field to adopt them for their research or even deployment. They

have compared Multinomial Näıve Bayes (MNB), LR, BERT, RoBERTa to classify

and cluster tweets in a way that either they represent need or supply and further

tweets classification into requirement of Food, shelter, health, and WASH (Water,

Sanitation and Hygiene).

Researchers have presented a hybrid machine learning pipeline in their study to

automatically map the evolution of disaster events across different locations using

social media posts. The proposed hybrid pipeline integrates named entity recogni-

tion, location positioning and fusion, fine-tuned BERT-based classifier, and graph-

based clustering. This fine-tuned BERT-based classifier performs the best amongst

other baseline deep learning models such as BiGRU, BiLSTM, CNN GRU, CNN

LSTM, DPCNN, KMax CNN, and R-CNN[29].

2.0.4 Word Embeddings
Authors in their research have proposed a word-embedding, generated by famous

Word2vec tool, based Ad Hoc Information Retrieval system that outperforms con-

ventional term matching based IR model[30]. Conventional IR perform well only

when queries and documents use the same vocabulary, and both are sufficiently

detailed. However, in case of twitter, limited characters restriction means that

many of the necessary words will not be present in a tweet. Thus, the authors

show that the proposed semantic matching techniques i.e. using word embedding

based method on the disaster-specific SMERP 2017 dataset, is more effective for

this task than word embedding trained on the large social media collection pro-

vided for the TREC 2011 Microblog track dataset.

Usage of social media to identify disasters has become a hot research area over

the years. Researchers in the study [31] have recommended an automatically-

generated and human-curated list of 380 terms, that were frequently found in

tweets related to disasters, for Twitter querying to extract disaster related tweets.

The list was formed by studying terms frequency distribution in the CrisisLexT6

collection; looking for terms that were discriminative and frequent in disaster

related tweets, and common across various disasters; and performing a crowd-

sourced curation step to curate the list. This list can also help in multi-classification
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of disaster event tweets rather than just classifying them into a tweet that is rele-

vant or irrelevant.

Researchers have proposed CrisisBERT, an end-to-end transformer-based model

for two crisis classification tasks, namely crisis detection and crisis recognition,

which shows promising results across accuracy and f1 scores. They have also pro-

posed Crisis2Vec, an attention-based, document-level contextual embedding archi-

tecture for crisis embedding, which achieves better performance than conventional

crisis embedding methods such as Word2Vec and GloVe[12].



Chapter 3

Materials and Methods

As part of this research,we took two different datasets of tweets gathered during

disasters that have happened in the world.After performing some preprocessing

steps on these datasets a new consolidated dataset was formed for disaster events

and humanitarian information classification.The newly formed dataset has been

employed in the process of training the models be it benchmark algorithm chosen

to do a comparative study or our proposed hybrid framework.During process of

model training dataset has been divided in 80 to 20 ratio for training and evalua-

tion part each.

After initial phase of data cleaning to convert our datasets into deep learning

models readable format this data has to be converted into word embeddings.For

this purpose,different contextual word embeddings were explored as part of this

study.These word embeddings include BERT embeddings,DistilBert embeddings

and Glove embeddings.These word embeddings convert the input data into a ma-

trix form where each word is given a meaningful value.Thus,they play a vital role

in classification of different labels.

As embeddings are given as input to some classification algorithms,here comes

the role of deep learning algorithms.Quite recently,deep learning algorithms have

jolted the tectonic plates of NLP research with their impressive performance.So

keeping in view the encouraging results shown by these deep learning models

as part of this research we have employed various deep learning models from

different categories including Recurrent Neural Networks, Artificial Neural Net-

works,Transformers etc.The details of all of these are explained in the subsequent

subsections.

10
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3.0.1 Dataset Preparation
Firstly,most important step before training a model is to prepare data for the mod-

els to get higher accuracies.Because data can have a lot of discrepancies which can

reduce the performance of training models.For this reason as part of our classifica-

tion task we perform a number of preprocessing steps that are explained in detail

in the following sections.

3.0.1.1 Dataset Collection

Figure 3.1: HumAID Dataset Structure

Figure 3.2: CrisiBench Dataset Structure

The datasets that have been used in this research have been taken from two dif-

ferent sources. One is HumAID dataset, this dataset contains human annotated

tweets collected during different disasters that happened between 2016-2019. The

dataset has been annotated into 10 different classes of humanitarian information

tasks. Thus, this dataset was a strong candidate to perform multi-class classifica-

tion on it. The other dataset taken for this study is CrisisBench data, this dataset

has a collection of tweets from eight different published datasets. This dataset is

annotated into humanitarian information classes and informativeness.the structure

of both the datasets are provided in Figure 3.1 and Figure 3.2 respectively.
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Disaster Event labels
S.
No.

Labels

1 Earthquake
2 Cyclone
3 Hurricane
4 Wildfires
5 Floods

Humanitarian Task labels
S.
No.

Labels

1 caution and advice
2 sympathy and support
3 requests or urgent needs
4 displaced people and evacuations
5 injured or dead people
6 missing or found people
7 infrastructure and utility damage
8 rescue volunteering or donation effort

Table 3.1: Classes used in multi-class classification

3.0.1.2 Dataset Annotation

The resultant dataset formed from the combination of datasets was further an-

notated to prepare it for multi-class classification of disaster events. Tweets in

the two source datasets were not labeled according to disaster event classifica-

tion. In HumAID dataset tweets were in separate files according to a specific

event they were collected from i.e Hurricane Maria 2017, Maryland floods 2018,

etc. Thus, in the first step tweets from all these separate files were gathered

and annotated manually into disaster event labels. In addition to this, in Cri-

sisBench data tweets were labeled according to the occurrence of events like

2013 pakistan earthquake,2012 philipinnes floods, etc. which were labeled into

disaster events labels as well. As a result, the new dataset formed from the com-

bination of these datasets and manual annotation contains five different disaster

events as shown in Table 3.1.

For multi-class classification of humanitarian information classes relevant to disas-

ters were taken from both datasets. In both of the source datasets, the number of

humanitarian task classes was different. Also, both datasets had different names

for classes thus they were labeled manually to get the same class name in the

resulting dataset. Thus in order to form a uniform dataset common classes are

taken from both datasets which are mentioned in Table 3.1. Moreover, name
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mapping was performed on class names to get uniform names in the new dataset.

For example, in CrisisBench affected people was a class name that has a similar

context to the class of injured or dead people from HumAID dataset so they were

combined under a single class name. After performing these steps eight common

humanitarian task classes are extracted to perform multi-class classification.

Figure 3.3: Dataset preprocessing steps

3.0.1.3 Dataset preprocessing

In order to perform classification on the newly formed dataset, it has to be cleaned

and processed before training the framework. This involves a number of steps that

are shown in Figure 3.3 and explained here:

1. Hyperlink Removal As a first step of preprocessing, hyperlinks are re-

moved from tweets as they can make the learning process imprecise because

they can add noise to the data and their unstructured nature carries no

significant information.

2. Hashtag Removal Hashtag symbol ’#’ has also been removed from the

dataset but the words succeeding to hashtag are kept in order not to miss

any useful information.

3. Character Normalization As Twitter is an informal source of data, there

are a lot of unusual writings in tweets. In this step, extra characters that are

repeated more than two times are removed e.g todaaaaaay will be changed

to today.

4. Non-ascii Character Removal Special characters give no useful informa-

tion rather they add noise to data thus they are also removed.
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5. Numbers Removal Numbers do not represent a sentiment thus they are

also removed with the exception of ’0’ because it can show a negative senti-

ment.

6. Lower casing words In order to achieve uniformity, all the tweets in the

dataset have been lower-cased.

7. Stop words removal In the last step of data preprocessing stopwords are

removed to reduce the feature vector space [32] and noise as well.

3.0.2 Extracting Features from Dataset
For this research feature matrices of tweets have been used to classify data into

desired classes of disaster events and humanitarian information.Word embeddings

have been utilized to perfrom the task of feature extraction that include Bert,DistilBert

and Glove embeddings.With excepption of Glove both embeddings take into ac-

count the contxet in which the word has been used.The details of these word

embeddings have been given below:

• Glove Embeddings - Global Vector for Word Representation Glove

embeddings have been developed by Standford University developers.It is an

unsupervised learning model that is employed to form meaningful cetor for

words given as input.In this research,as a part of our comparative study we

have used Glove that are trained on huge corpus of data.During its devel-

opment around 2 Billion tweets with 27 Billion tokens and 200-dimension

vectors were taken.Thus,with huge data corpus Glove helps in creating ma-

trices with extracted features from the tweets. These matrices with feature

representation enhances the overall performance of deep learning models.

• BERT Embeddings - Bidirectional Encoder Representation from

Transformers One drawback that is being faced while using Glove embed-

dings is that they do not produce contextual feature representations rather

they give context-free matrices to be used in classification algorithms.However,

these problems diminish if BERT is used to as a word embedding.Because

BERT embeddings generate embedding matrix taken into consideration the

context of the sentences.Unlike other embeddings that create embeddings of

fixed length for each word,BERT embeddings create matrices of the words by

considering other words around it.For instance,by looking at two sentences

i.e ’A man went fishing to the bank’ and ’Bank was robbed by a man’ in

both these sentences bank has been used in entirely different context.BERT

embeddings will create different matrix for bank in both sentences unlike

other context-free embeddings.
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• DistilBERT Embeddings - Bidirectional Encoder Representation

from Transformers DistilBert is the distilled version of BERT that im-

proves performance with minimal computational cost as well[33].So, keeping

in mind the effectiveness of DistilBERT over BERT we have used DIstil-

BERT embeddings for our research. Same as BERT, DistilBert also captures

the context information in the text as well which gives it an extra edge as

well. Because, as in our study, we have utilized disaster tweets in which

consideration of context plays a vital role i.e sentences like ’He put the stage

on ablaze’ and ’Jungle is fully ablaze’ use the word ablaze in two different

contexts. Thus, to cater to such problems and effectively classify tweets

DistilBert embeddings make a huge difference.

3.0.3 Classification Task
Th word embeddings are given as input to machine learning and deep learning

models like CNN,LSTM,BERT,DistilBert etc.These models require input to be

given as numerical features which are generated as output of employing word

embeddings.Various classification models have been used during the course of this

research which are summarized in the subsections below:

• BERT Model Ever since its entry, BERT has caused a stir in the Machine

Learning community.BERT has been developed by developers at Google

which was first published as paper[34].The most distinguish feature of BERT

is its ability to train from both left and right side of input matrix.Previous

models used to process text sequence from left to right or combined left

to right and right to left for training the models.However,the published re-

search in which BERT was proposed of show that a language model which is

bidirectionally trained can have a deeper sense of language context and flow

than single-direction language models. In the paper[34], the researchers have

explained that Masked Language Model (MLM) technique has been used in

BERT models.This technique covers 15% of the input sequences are taken

as predicted and replaced with symbols.

• DistilBert Model DistilBert is another variation of BERT having same

bidirectional transformer architecture.However,DistilBert is a distilled ver-

sion of BERT which works on less resources than BERT model.This dis-

tilled version of BERT has forty percent less parameters than BERT it-

self.Also,coming to the speed it is 60% faster than BERT as well.However,DistilBert

still manages to keep 97% language understanding capabilities of BERT

while utilizing less resources which makes it a competitive candidate in the

machine learning research community.This distillation process is done over
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BERT layers,after distillation the number of layers in DistilBert have reduced

than in BERT.

• RoBerta Model RoBERTa stands for Robustly Optimized BERT Pre-

training Approach which was presented by researchers at Facebook and

Washington University[35].RoBERTa is built on BERT’s language masking

strategy, in which the model learns to expect deliberately hidden sections

of textual content inside any unannotated language examples. RoBERTa,

which was implemented in PyTorch, modifies key hyperparameters in BERT,

consisting of getting rid of BERT’s next-sentence pretraining goal, and train-

ing with tons large mini-batches and learning rates. This lets in RoBERTa

to enhance at the masked language modeling goal in comparison with BERT

and ends in higher downstream task performance.

• XLM-Roberta Model This model is based on Roberta model was pre-

sented by authors in their research[36].XLM-Roberta was developed to work

on multilingual languages.It has shown improved performance in terms of

accuracy and various other matrices over multi lingual BERT as shown by

researchers in their publication.XLM-R is a multilingual model trained on

100 different languages. Unlike some XLM multilingual models, it does not

require language tensors to understand which language is used, and should

be able to determine the correct language from the input ids.

• LSTM-Long Short Term Memory LSTMs are a type of Recurrent Neu-

ral Networks but a better and improved one.They have more memory than

other RNNs due to which it is possible for them to store more information

and provide more accurate results.Going into details of LSTM,it has basic

three components on which it is based that are Forget Gate,Input Gate and

Output Gate.The Forget gate is reponsible for deciding which information

is kept for calculating the cell state and which is not relevant and can be

discarded.Next is Input Gate that updates the cell state and decides which in-

formation is important to be kept. As forget gate helps to drop unimportant

information, the input gate helps to find out important information and store

certain data in the memory.In the last gate that is Output Gate,classification

is performed by applying different functions on it like sigmoid.

• CNN - Convolutional Neural Networks A convolutional neural net-

work (CNN) is one of the most used neural networks which is formed from

multiple layers of fully connected neurons. In CNN each neuron is con-

nected to all neurons in the layer prior to it. CNN is also capable of learning

hidden features in word embeddings of the input text to efficiently capture
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the semantics in a sentence [37]. The CNN consists of three main layers,

a convolution layer, a max pooling layer, and a softmax layer. The main

functionality of these layers is to extract features from the input matrix,

reduce convolutional matrix size to reduce computational costs, and clas-

sify the resulting output. As per previous studies, CNNs give more precise

results than other machine learning algorithms because they learn features

automatically[38]



Chapter 4

Proposed Methodology:A

framework for Disaster and

Humanitarian Information

Classification

4.1 Proposed Methodology
In this study,firstly two different datasets were combined HumAID [39] and CrisisBench[40]

datasets.The resultant dataset is used to perform two types of classification i.e

multi-class classification on events and multi-class classification on humanitarian

tasks. These classifications are performed by the proposed framework of Distil-

BERT embeddings, CNN,LSTM, and self-attention layers. All of these steps will

be elaborated on in this section.

4.1.1 Feature Extraction
In our proposed multi-class classification framework contextualized DistilBert em-

beddings have been used. Word embeddings have been utilized in Natural Lan-

guage Processing tasks because of their effectiveness in representing sentences in

low dimension space and effectively capturing their semantic meanings as well.

Among a lot of word embeddings, BERT embeddings have gained success be-

cause of their nature to form embeddings based on the context of the word[41].

However, BERT utilizes more resources thus DistilBert has been studied in this

research which gave promising results, architecture of both are portrayed in Fig-

ure4.1.DistilBert is the distilled version of BERT that improves performance with

minimal computational cost as well[33].

18
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Figure 4.1: BERT vs DistilBert architecture [1]

So, keeping in mind the effectiveness of DistilBERT over BERT we have used DIs-

tilBERT embeddings for our research. Same as BERT, DistilBert also captures

the context information in the text as well which gives it an extra edge as well.

Because, as in our study, we have utilized disaster tweets in which consideration of

context plays a vital role i.e sentences like ’He put the stage on ablaze’ and ’Jungle

is fully ablaze’ use the word ablaze in two different contexts. Thus, to cater to

such problems and effectively classify tweets DistilBert embeddings make a huge

difference.

As DistilBERT has the same functioning as that of BERT so similar to BERT,

Masked Language Modeling(MLM) mechanism has been employed in DistilBERT

as well which randomly 15% of the words in the sentence are taken as predicted and

replaced with symbols. These replaced words are obtained through self-learning

by the DistilBERT model. In the process of training, instead of sequentially pro-

cessing the texts, DistilBERT adopts the Transformer mechanism. A transformer

is an encoder-decoder architecture model which uses attention mechanisms[42] to

forward a more complete picture of the whole sequence to the decoder at once

rather than sequentially. This attention mechanism used by Transformer calcu-

lates the relationship between each word in a sentence and portrays the relevance

and importance of various words in a sentence. Resultantly the representation

that we get captures the context of words in a sentence making it more useful

than a simple word vector.

4.1.2 Deep Learning Models
In our proposed framework DistilBERT embeddings are given as input to our

proposed hybrid framework that consists of ANNs and self-attention layers to
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perform multi-class classification of disaster events and humanitarian tasks that

are elaborated below.

4.1.2.1 Convolutional Neural Network (CNN)

A convolutional neural network (CNN) is one of the most used neural networks

which is formed from multiple layers of fully connected neurons. In CNN each

neuron is connected to all neurons in the layer prior to it. CNN is also capable

of learning hidden features in word embeddings of the input text to efficiently

capture the semantics in a sentence [37]. The CNN consists of three main layers,

a convolution layer, a max pooling layer, and a softmax layer that are illustrated

in Figure 4.3. The main functionality of these layers is to extract features from

the input matrix, reduce convolutional matrix size to reduce computational costs,

and classify the resulting output. As per previous studies, CNNs give more pre-

cise results than other machine learning algorithms because they learn features

automatically[38]. Thus, the output embedding from DistilBert is given as in-

put to a 1D Convolutional Neural network (CNN). Moreover, CNN is capable

of extracting semantic information from a sequence of sentences and it can learn

effective and suitable feature representations. Thus, CNN along with DistilBert

plays a vital role in the multi-class classification of tweets.

Figure 4.2: 1D-CNN architecture

4.1.2.2 Long-Short Term Memory-LSTM

LSTMs are a type of Recurrent Neural Networks but a better and improved

one.They have more memory than other RNNs due to which it is possible for



Chapter 4. Proposed Methodology:A framework for Disaster and Humanitarian
Information Classification 21

them to store more information and provide more accurate results.Going into de-

tails of LSTM,it has basic three components on which it is based that are Forget

Gate,Input Gate and Output Gate.The Forget gate is reponsible for deciding which

information is kept for calculating the cell state and which is not relevant and can

be discarded.Next is Input Gate that updates the cell state and decides which

information is important to be kept. As forget gate helps to drop unimportant in-

formation, the input gate helps to find out important information and store certain

data in the memory.In the last gate that is Output Gate,classification is performed

by applying different functions on it like sigmoid as illustrated in Figure4.3.So, the

output from CNN is passed through LSTM which also retains the context of the

input due to its higher memory cells.

Figure 4.3: LSTM architecture

4.1.2.3 Self-Attention Layer

Lastly, in order to pay more attention to contextual information, we use CNN

with a self-attention layer. CNN outputs the input variables fed to it with a focus

on all of the input variables, so an attention layer is deployed to focus more on

relevant words’ contexts. A self-attention layer is chosen instead of an attention

layer because the attention mechanism only lets output to focus attention on a

particular input, whereas, self-attention lets inputs interact with each other hence

calculating the attention of all other inputs with respect to one input. The self-

attention phenomenon is capable of drawing global dependencies between inputs

and outputs. So, a self-attention mechanism has been deployed to focus more on

relevant features from input.
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Experiment and Results

5.1 Experiment and results
In this section, we discuss the experiments performed and their results in order to

propose a highly effective and efficient approach for multi-class classification.

Figure 5.1: Proposed Framework Architecture

22
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5.1.1 Proposed Framework Environment Setting
Our Final Proposed hybrid deep learning model is based on a self-attention mech-

anism. In our proposed model DistilBERT word embedding has been used for

feature extraction along with a hybrid model consisting of a Convolutional Neural

Network (CNN), and a Self-attention Layer. The proposed model gave the best

performance in terms of accuracy and F1 score. Figure 5.1 illustrates the archi-

tectural model of the proposed methodology.

A newly formed dataset obtained from a combination of two datasets, as men-

tioned earlier, is split into training, development, and test data respectively. This

data is converted into embeddings using the DistilBERT base uncased model. In

order to achieve higher performance from this proposed framework, DistilBERT

embeddings with an embedding size of 128 are given as an input matrix to the

CNN layer.

CNN is capable of extracting semantic information from a sequence of sentences

and it can learn effective and suitable feature representations. In this experimen-

tation, 1D-CNN has been used with a filter size of 2064 and kernel size of 24. Also

in the 1D-CNN layer, ReLU activation has been used that decides the relevancy

of neurons in the process of classification. Next to the 1D-CNN layer is another

dropout layer with a learning rate of 0.5 as well. The max pooling layer with

a filter size of 24 comes next to the dropout layer. This layer selects the most

prominent features from the matrix.

After CNN layer,another deep learning algorithm namely LSTM has been used

to improve performance of the proposed hybrid framework.The output of CNN

is given to LSTM layer which is having 1024 memory cells.LSTM layer has been

added keeping in mind its greater memory ability to retain smenatic information

of the input given to it.Thus,after passing through this layer output is generated

on which classification function has been applied.

The output of this layer is given to the self-attention layer which is deployed to

focus more on relevant features from the input matrix. The self-attention layer

with the softmax function is applied to learn the contribution weights of various

words in a tweet. This weight vector is multiplied with different relevant words

to learn the contribution of these words in prediction and pay the attention to

them according to their weights. Softmax function in the self-attention layer also

increases the rate of learning semantic features. In the end, two Fully-Connected-

Layers (FCL) are applied with different Activation Functions (AF). First FCL is

constituted by Dense Layer with Relu Activation Function and 128 learning units.

After that last FCL with Softmax Activation Function has been used to classify
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tweets into disaster events and humanitarian tasks respectively.

For optimization during the training process, Adam optimizer has been used in

our experimentation over the proposed hybrid framework. Adam optimizer has

been used with a learning rate of 3e-05, epsilon of 1e-08, decay of 0.0,1 and clip-

norm of 1.0 as settings. Also, sparse categorical cross entropy has been as the loss

function.

5.1.2 Metrics

Dimensions Explanation
True Positive(TP) Disaster events and humanitar-

ian information instances that are
classified correctly.

True Negative(TN) Tweets with label 1 are predicted
as class 2,3 etc.

False Positive(FP) Tweets with class 2,3 etc are pre-
dicted as class 1

False Negative(FN) Tweets with label 2,3 are pre-
dicted as 2,3 etc.

Table 5.1: Elaboration of TP, TN, FP, FN

The evaluation metrics that have been used in this study to gauge the performance

of our benchmark classifiers and proposed hybrid framework are Accuracy and F1-

score. All the four significant dimensions i.e. True Positives (TP), True Negatives

(TN), False Positives (FP), and False Negatives (FN) are catered in the chosen

metrics (refer to Table5.1). These valuation metrics are summarized below:

Accuracy: It is the measure of all the cases that have been correctly identified,

which means it takes into account the number of correctly classified cases.

Accuracy =
TP + TN

TP + TN + FP + FN
(5.1)

F1-Score: F1 score takes Precision and Recall into account and it is a result of the

harmonic mean of precision and recall. F1 score is an improved measure than the

accuracy metric because F1-score measures the cases that have been incorrectly

classified as well.

F1 =
2 ∗ Precision ∗Recall

Precision+Recall
(5.2)

Precision =
TP

TP + FP
(5.3)

Recall =
TP

TP + FN
(5.4)
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5.1.3 Benchmark Algorithms
As part of our research, we have studied and implemented various deep learning

models,and word embeddings that have been proposed in recent works, to serve

as benchmarks for evaluating our proposed hybrid framework.

• BERT BERT-based uncased model with L=12, H=768, A=12 where L rep-

resents the number of transformer blocks, H represents hidden layers size,

and A represents the number of attention heads respectively.

• DistilBert It is a distilled version of BERT which has been used with a

batch size of 64 and a learning rate of 2e-5.

• RoBERTa Another variant of BERT, RoBERTa which is a robustly opti-

mized method has been used as another benchmark algorithm.

• XLM-RoBERTa XLM-RoBERTa has also been taken into consideration

as one of the baseline algorithms.

• BERT+LSTM+CNN In this hybrid model, BERT has been used as word

embeddings and LSTM along with CNN for multi-class classification respec-

tively.

• BERT and CNN BERT word embeddings are given as input to 1D-CNN

in this hybrid model.

• Glove with CNN Glove word embeddings are given as input to 1D-CNN

in this model.

• Glove with Bi-LSTM Glove word embeddings are given as input to Bi-

LSTM in this model.

Both the word embeddings results have been summarized in tabular form in

Table 5.2

Models Disaster Event Humanitarian Information
F1 Accuracy F1 Accuracy

Proposed Hybrid
Framework

0.981 0.981 0.88 0.88

Glove +CNN 0.91 0.91 0.81 0.81
Glove +BiLSTM 0.93 0.93 0.84 0.84

Table 5.2: Glove and DistilBERT word Embeddings

5.1.4 Results
Overall, the experiment results of benchmark algorithms, hybrid models, and pro-

posed hybrid framework shows that our proposed framework has given promising
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results in the multi-class classification of five disaster events and eight humanitar-

ian information classes.

5.1.4.1 Disaster Event Classification

In our newly consolidated dataset, there are five disaster events that need to

be classified. Overall, for this task almost all the algorithms, that we have ex-

perimented with, have shown consistent performance. But our proposed hybrid

framework has surpassed all these algorithms and gave the highest performance of

98.10 % as shown in Table 5.3.

5.1.4.2 Humanitarian Information Classification

Eight humanitarian information classes have been classified as present in newly

consolidated data. All the benchmark algorithms have shown different accuracy

and F1 scores over this multi-class classification. Nonetheless, our proposed hybrid

gives the highest performance of 88% over the new dataset as shown in Table 5.3.

Also, the most important point to take into consideration is the fall in performance

over the different number of classes.

Models Disaster Event Humanitarian Information
F1 Accuracy F1 Accuracy

Proposed Hybrid
Framework

0.981 0.981 0.88 0.88

DistilBert 0.97 0.97 0.83 0.83
RoBERTa 0.97 0.97 0.78 0.78
XLM-RoBERTa 0.97 0.97 0.77 0.77
BERT+LSTM+CNN 0.97 0.97 0.862 0.862
BERT & CNN 0.976 0.976 0.72 0.72

Table 5.3: Experiment Results

Results of the proposed hybrid framework have been given in graphical form in

Figures 5.2,5.3,5.4,5.5
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Figure 5.2: Training and Validation Accuracy of Disaster events

Figure 5.3: Training and Validation Loss of Disaster events

Figure 5.4: Training and Validation Accuracy of Humanitarian classes
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Figure 5.5: Training and Validation Loss of Humanitarian classes



Chapter 6

Conclusion

Social media, mainly Twitter has become a source of public-generated data from

which important information can be extracted using deep learning algorithms. In

case of disaster happening as well, people post a lot of data related to it on Twitter.

However, classification of this data in order to gain insights into disaster events is

a gruesome task due to the large number of posts and the ambiguous nature of

natural language as well. Thus for our research, we have employed deep learning

models to classify tweets into relative disaster events and humanitarian informa-

tion classes. We have proposed a new hybrid framework to perform multi-class

classification on tweets which gave promising results when trained over dataset

formed from consolidation, mapping, and label correction of HumAid and Crisis-

Bench datasets. Thus a new consolidated dataset has also been produced as part

of this research. Finally, our research work also shows that DistilBert used in our

hybrid framework shows improved performance over simple BERT embeddings.
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