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Abstract 

To record anatomical details of the eye and anomalies, fundus imaging has proved very 

efficient. The most effective way to see and diagnose a wide range of eye diseases is through 

fundus imaging. Conditions that affect the blood vessels and areas surrounding it include diabetes-

related retinopathy, glaucoma, AMD, myopia, cataract and hypertension. It's possible for the 

patient to have more than one ophthalmological problems that can be seen in one or both of 

his eyes. The dataset provided by ODIR is used in this study. The data has eight different categories 

for the diseases to be detected. By using transfer learning, two simultaneous models are described 

for solving the multi label problem for both the eyes (left and right). For the convolutional network, 

two synchronous efficient net models are implemented which are used with ADAM optimizers for 

better detection and results outcome. On the ODIR data set, B7 Efficient net along with focal loss 

outperformed the other approaches with an accuracy rate of 0.96%. 

Key Words: Fundus imaging; Ocular Disease detection; Convolutional Neural Networks; 

Ocular disease detection 
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CHAPTER 1: INTRODUCTION 

1.1 Background, Scope and Motivation 

A cheap and effective method of preventing blindness brought on by diabetes, glaucoma, 

cataracts, macular degeneration, and other disorders is fundus screening. 

Early diagnosis of many eye conditions is difficult since few symptoms of diseases may be seen 

in their early stages. For persons who have had diabetes for a long period are more prone to diabetic 

retinopathy and macular edema. [1] 

To develop methods for automatically categorizing eye diseases is the aim of this challenge. 

Categorizing the patients into following 8 categories is our agenda in ocular disease classification.  

[2] 

 Normal  

 Diabetes  

 Glaucoma  

 Cataract 

 AMD  

 Hypertension 

  Myopia  

 Other  

 

Figure 1.1: Uneven Distribution of Data 
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1.2 FUNDUS SCREENING 

  

Retinal imaging and screening programs have been significantly impacted by the development of 

fundus photography. Fundus cameras are essential in the fight against blindness that can be 

prevented. A retinal camera also termed as a fundus camera is used to capture the details of the 

retina and other structures surrounding it. [2] 

 

Figure 1.2: Fundus Screening   

 

1.3 RETINA 

 

The area which receives light and is responsible for converting it into chemical energy is known 

as retina.  The nerves are activated by that chemical energy and as a result they conduct messages 

into the higher regions of the brain. Retina is an extension of the forebrain and is a complex nervous 

structure. The light which enters the eye focuses on the retina which is also light sensitive, and it 

ultimately results in vision. [2] 

1.3.1 RETINA AND ITS PARTS 

The retina has three different layers which are functional, 

 The outer layer is the photoreceptor layer which constitutes of rods and cones. The vision 

is generated when the converted light energy in the form of electric signals gets processed 

and is then transmitted to the brain. 

 The central & detailed vision is produced in the macula which is also coined as the central 

part of retina. [3] 
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Figure 1.3: Retina And Its Parts 

1.3.2 ORDERLY ARRANGEMENT OF RETINAL CELLS 

The outer core layer, which is made up of the rod and cone nuclei, is created by the retinal 

cells arranged in a systematic way. Two layers: the inner nuclear layer and ganglion layer. The 

connections that neurons make. As a result, the bipolar cells' dendritic processes are connected to 

the rod and conical projections in the outer plexiform layer via these rod balls and cone stems, 

which also serve as a conduit for the alterations brought about by light in the rods and cones. 

Axons are the projections that the cell uses to transmit impulses. They enable communication 

between the bipolar cells and the ganglion cells, where it is passed via the ganglion cells' axons as 

communication from the optic nerve, located in the inner plexiform layer. 

1.3.3 PHOTORECEPTOR CELLS 

Rods and cones are the names for the two categories of photoreceptor cells found in the retina of 

humans and the majority of animals. Cones tend to be thicker than rods, but they are all constructed 

on the same plane. The outer portion, which is present in the pigment epithelium, contains the 

photosensitive pigment. The bipolar and horizontal cells get the effects of light through the other 

end, known as the synaptosome. The restricting film that wrapped the outside of the rod and cone 

appeared to have been folded, as seen under an electron microscope, to form a stack of discs on 
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the outside. Because of this, the visual pigments on the surface of these discs are dispersed over a 

relatively large area, which enhances the visual unit's ability to absorb light more effectively. [3] 

 

Light must pass through the light-insensitive layer in order to reach the photosensitive rod and 

cone due to the structure of the retina. The development of the fovea, a portion of the retina that is 

close to the optical axis of the eye but lacks the inner layer of the retina, substantially mitigates the 

optical flaws of this arrangement. As a result, the photoreceptor cell develops a depression, or 

centre well, through which light can enter relatively freely. Basically, the eye is guided toward the 

object of interest such that its image fits within the defined area using this region of the retina to 

produce an accurate vision. [4] 

 

 

Figure 1.4: Photoreceptor Cells 
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CHAPTER 2: LITERATURE REVIEW 

2.1 Functioning Of Retina 

 

The lens together with cornea serve as two prime bodies that focus light onto the retina. Some 

people need glasses to function at some point in their lives as their vision deteriorates. To allow 

light to reach the retina, the vitreous body and the center of the eye must be clear. Cataracts are 

one medical disorder that prevents this process and causes the opacification of the eye. The retina 

must be in good condition for individuals to see under typical circumstances.’’ 

 

 

2.1.1 Retinal Diseases 

The retina receives light to create images that are then converted into electric signals, much like a 

digital card in a camera. Similar to how retina requires nutrients to work properly, everything else 

does as well. Additionally, human retinal blood vessels carry out this function. The diabetic 

retinopathy that affects these blood vessels. A person will become blind if the normal blood flow 

to the retina is interrupted, either by vein or artery obstruction. 

 

Another retinal illness, known as age-related macular degeneration (AMD), causes edema and 

bleeding from choroid blood vessels. Diseases of the choroid can also result in blindness. Vision 

loss results from retinal detachment. 

If the macula, the retina's core region, is uneven, vision becomes blurred and not clear. 

The macula become moist due to AMD, diabetes, and excessive blood pressure. Vision blur could 

result from this. 

 

2.2 Diabetic retinopathy classification using deeply supervised ResNet 

 

In this paper, a well-trained ResNet approach was proposed for categorizing the severity of DR. 

Here the convolutional neural networks design is extended to three sets of side output layers. Multi-
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scale learning can be implemented by incorporating predictions from the intermediate supervised 

layer, improving the overall performance. [5] 

  

2.3 Machine learning applied to retinal image processing for glaucoma 

detection 

 

A variety of technological tools can detect glaucoma. [6]. Many internal eye structures can be 

easily detected using the technique of Fundus imaging. [7] A wavelet feature extraction method in 

2016 was given by Singh et al. [10]. In addition, in the segmented OD, the methodology of 

extracting wavelet feature was used. 

 

2.4 Machine learning applied to retinal image processing using disc 

segmentation algorithm 

 

An algorithm coined as ‘cup and disc segmentation’ was suggested in 2019 by Mohamed et al 

[11]. The super pixel method was used to group the given pixels of available data. During 

preprocessing the PSNR and CNR were used for evaluation purposes, quantitatively. After 

segmentation, the mean, variance, kurtosis, and skewness features were extracted using SPL. For 

classification step of the SVM used both the RBF and the linear function kernel. The RIM-ONE 

database was used for the approach testing. [12]. 

 

2.5 Machine learning applied to retinal image processing using Inception-

V3 

 

In 2018, Li et al. [13] developed a technique for evaluating a deep learning system's efficacy for 

GON screening. To achieve this, a 32-size mini-batch gradient descent was employed throughout 

the training process together with the Inception-v3 [14] in the network design. Then, Adam 

Optimizer was used to complete the convergence procedure [15]. The learning rate of 0.002 was 

termed as the best.  
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2.6 Machine learning applied to retinal image processing using U-net 

Convolutional Network 

A picture fractionalization and classification technique was suggested by Dos Santos. [16]. It 

started off with the training of a U-net CNN before the completion of segmentation of the OD. 

Currently, training uses 80 percent of the data, while testing uses 20 percent. 

 

2.7 Classification of retinal images based on convolutional neural network 

A crucial step in obtaining high-accuracy results for ophthalmologists to detect and treat the 

disease early is the automatic diagnosis of maculopathy disease. Ophthalmologists must put in a 

lot of effort and time manually identifying diabetic maculopathy. In retinal pictures, exudates can 

be seen and used to diagnose maculopathy. The fundamental architecture for retinal image 

classification that is suggested in this study starts with fuzzy preprocessing to enhance the original 

image and the contrast between the foreground and background. After segmenting the image using 

binarization to separate the optic disc and blood vessels, the original image is then cleaned up. 

After that, a gradient method is applied to the retinal image to help distinguish between normal 

and pathological conditions. [17] 
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CHAPTER 3: “OVERVIEW OF DATASET” 

3.1 ODIR DATASET 

The data set was acquired from the ODIR 2019 Grand challenge which was hosted by Peking 

University and organized by   Institute of Artificial Intelligence at Peking University and Shang 

gong Medical Technology Co. Ltd. The dataset has an ophthalmic data of 5000 patients from both 

the eyes, left and right, correspondingly. The images have varied resolutions since they’re captured 

by using Kiowa, Canon and Zeiss. The data set is divided into eight categories. 

 

Normal 

(N) 

Diabetes 

(D) 

Glaucoma 

(G) 

Cataract 

(C) 

AMD 

(A) 

Hypertension 

(H) 

Myopia 

(M) 

Other 

(O) 

Table 3.1: Eight Categories of Ophthalmological Diseases  

 

Figure 3.1: Image Sample Corresponding to Eight labels 

 

 

Since the data set is multi-label, so there are eye-data sets which obviously has more than one 

disease. 
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Figure 3.2: Multi-label Ophthalmological Images 

 

Figure 3.3:  Structured ophthalmic record in ODIR Database 

 

The 5000 patient’s data set is divided into testing data set and training data set both on-site and 

off-site. Roughly, 4000 of these ophthalmological eye data set is in the trainig data and the rest in 

in the testing data. 
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Figure 3.4: Distribution of Dataset: Training And testing 
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CHAPTER 4: METHODOLOGY 

4.1  DATA PRE-PROCESSING  

Firstly, the Colab notebook is connected to the drive. The command used for this is google.colab 

import drive. Next the gpu info is extracted using gpu_info = !nvidia-smi. 

 

Next the libraries are installed to unpack 7z files and to perform other functions. Importing pandas 

as pd and numpy as np and import cv2. Then a folder named as data is created.  

Path where the data is saved.  

Path= ‘/content/drive/My drive/thesis/’ 

Next the 7zfile is extracted in the data folder we created before. This will not only extract the data 

but move it from drive to colab for efficient processing. 

 

Next the annotations file is read and first 5 rows of annotation file are read and printed. 

 

The most popular data analysis library is  Pandas. It is also the most widely used manipulation 

library. It’s versatile and powerful functions makes it so popular.  

Testing data and Training data (given) is also read into the code and is displayed. 

train_df = pd.read_excel('../multilabel/ODIR/ODIR-

5K_Training_Annotations(Updated)_V2.xlsx') 

train_df.head() 
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4.2 IMAGE AUGMENTATION 

Image augmentation is used to expand the available date set. This technique alters the existing data 

to create some more data for training. Abominations is a library in Python for fast image 

augmentations. It’s a part of the Pytorch Ecosystem. It’s also greatly compatible with Pytorch and 

TensorFlow.  

from albumentations import * 

 

from albumentations.pytorch import ToTensorV2 

 

aug= Compose([ 

            Resize(256, 256), 

            CenterCrop(224,224), 

            HorizontalFlip(p=0.5), 

            VerticalFlip(p=0.5), 

            ShiftScaleRotate(0.05,0.05,5),  

            RandomBrightnessContrast(p=0.5), 

            CLAHE(), 

            Cutout(p=0.5), 

            Normalize(mean=(0,0,0), std=(1, 1, 1)), 

            ToTensorV2(p=1.0), 

        ], p=1.0,additional_targets={'image0': 'image'}) 

Image Augmentation starts by resizing all the images to a size of 256,256. After 

that, the boundary of the images is cropped to a size of 224,224. This is done 

because the boundary information is less as compared to the information residing 

in the middle. Given that, no information is lost. Other augmentations given 

are Horizontal flip, vertical flip and random brightness contrast by a value of 

0.5. ShiftscaleRotate by a dimension of 0.05,0.05,5. 

 

CLAHE [Contrast Limited Adaptive Histogram Equalization] 

 

At times, when global equalization generates a lot of noise in the images, this technique may not 

be the ideal one to use. In such a scenario Adaptive Histogram Equalization is used along with 

contrast limiting to reduce the chances of noise being generated. CLAHE is a variant of AHE and 

it handles the over-amplification of contrast very well. This technique works by operating on small 

regions of the image. 
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RandomBrightnessContrast(p=0.5), 

            CLAHE() 

 

CUTOUT 

 

Cutting off arbitrary portions of input images during training is a straightforward regularization6 

 technique for convolutional neural networks. This method simulates occluded cases and encourages the 

model to base its conclusions on a larger number of minor features as opposed to a small number of big 

attributes. 

 

 

 

Data reader is used to send the data batch by batch. When one batch completes we get one epoch. 

def __getitem: [index, 0] Randomly picks one row but column first. 

Python pillow library: We used CV2 bgr to rgb color 

If self-transform: Both augmentation on both left and right options sees both eyes the same way. 

 

Figure 4.1:  Data Pre-processing 
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Giving data frame and augmentation in the next block.  

Data loader: Pre-defined function. Images are not yet loaded so we iterate.  

 

 

4.3 PLOTTING: 
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Figure 4.2: Processed Retinal Images 

 

4.4 SPLIT DATA [TRAIN TEST] 

 

We used scheduler,cosine Annealing starts. If learning rate is 1*10-3, we want it to change 

since we want to achieve global minimum. 

Learning Rate monitor: 

 

Precision 16 is used. 
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4.5 MODEL ARCHITECTURE 

4.5.1 CONVOLUTIONAL NEURAL NETWORK 

In this approach two Efficient-net models are used simultaneously for left and right eye. It’s a 

convolutional neural network architecture that uniformly and efficiently scales up all the 

dimensions and models by incorporating a coefficient that’s compound. 

 

 

 

Figure 4.3: Efficient Net Model Mapping 

 

Two models with two input layers is created as we have two images simultaneously [Left eye and 

right eye]. Both models are combined at latter stage the features are combined to make one model. 

The output of model has 8 neuron, one for each class. Here Efficient-Net is used as our architecture. 

The inputs from the left and right eye are fed to two Efficient-net models. The outputs are then 

concatenated. The classification layers are: 

 Global Average Pooling 

 Dense Layer 

 Dense layer 

 Dense layer 
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The output layer constitutes of 8 neurons. Each one for the classification of eight different eye 

diseases. 

Output Layer 1 2 3 4 5 6 7 8 

N D G C A H M O 

Table 4.1: Output Layer Eight Neurons Labels 

 

 

Figure 4.4: Implementation of The CNN Model 
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Figure 4.5: Output Layers with 8 neurons 

 

4.5.2 Loss function: 

Loss Functions in classification problems are the computed values which tells us the values at the 

stake wrong predictions in our model. It’s a standard to evaluate how well the implemented model 

in working on our data given the predictions. The values; low or high, determines what type of 

predictions we’ve got.  A lower value signifies better predictions while a comparatively higher 

value signifies that the predictions on th given model are off. 

We tried two different loss functions 

Binary Loss (0-1): This approach is used in binary classification problems. This approach is used 

where binary classification is required. Like the options of yes or no, 1 & 0 etc 

Focal Loss (give more weightage to low occurring): This focuses on addressing the class 

imbalance problem. It helps in downsizing the loss by emphasizing more on the less-classified 

examples. 
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4.5.3 OPTIMIZER: 

In order to reduce the loss predicted and for the improvement of our accuracy, optimizer is used. 

It does so by modifying and improving the weights used and improving the overall learning rate. 

4.5.4 ADAM OPTIMIZER 

A stochastic gradient used for optimization which uses the approach of adaptive estimation, with 

momentum. It updates the weights of the given network based on the given training data t hand. 

FEATURES OF ADAM OPTIMIZATION 

 Doesn’t requires memory 

 Computing is effective 

 Suitable for sparse data and that which has noise 

 Easy to customize 

 Incorporating the properties of best algorithms i.e. AdaGrad and RMSProp 

 Suitable for problems relating to size of parameter 

 

 

Figure 4.6: Adam Optimizer Curve 
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4.5.5 IMPLEMENTATION OF EFFICIENT-NET 

 

 

The above model depicts and describes the implementation of two efficient net models which are 

later concatenated to get results for the left and right eye classification. 
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4.5.6 Score improvement 

For improving the score, first the model was pre-trained on Diabetic Retinopathy Detection from 

kaggle. We are provided with high-resolution images, for both the left and right eye, given the 

labels. 

 

Figure 4.7: Gaussian Blur on DR Dataset 
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CHAPTER 5: OTHER APPROACHES TO ODIR DATA 

ResNet50: Image shape (224, 224) was used and batch size was given 50. 

 

Figure 5.1:  Resnet50 Model Behavior 

 

 

 

InceptionResNetV2: 

20 epoch and a batch size of 15 was given. 

 

Figure 5.2: Inception ResNet Model Loss 
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VGG16 

Activation sigmoid and a batch size of 50 was given. 

 

 

     Figure 5.3: VGG16 Model Behavior 
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CHAPTER 6: RESULTS 

6.1 Evaluation Metrics 

Evaluation metrics are metrics defined to determine the success of a trained model. The metrics 

we used in this study are Accuracy, the Area under Curve (AUC) and F1-score. Accuracy (ACC) 

is characterized as the ratio of correctly predicted values and total values predicted by the model. 

True positives (TP) are the positives predicted correctly whereas positives predicted as negatives 

are termed as false negatives (FN). True negatives (TN) are the negatives predicted correctly and 

the negatives predicted as positives are called false positives (FP). Accuracy (ACC) is given by 

the equation (1): 

ACC= TP +TN / TP + TN+ FP +FN………… …………………………………………………(1) 

F1-score is defined as the harmonic mean of precision and recall and is defined below:  

F1-score = 2 x (precision x recall / precision + recall)…………………………………………..(2) 

Where precision is given in equation (3): 

Precision = TP/ TP+FP…………………………………………………………………………(3) 

And recall is given in equation (4): 

Recall = TP/ TP +TN……………………………………………………………………………(4) 

Finally, AUC is a metrics that defines how well the model can distinguish between different classes. 

The classification metrics are summarized in Table 6.1. 

 

Metrics Definition Formula 

Accuracy (ACC) the ratio of correctly predicted 

values and total values 

predicted by the 

model 

 

𝑇𝑃 + 𝑇𝑁 

 

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 

AUC It determines the model’s ability 

to differentiate among classes 

       1 

∫ 𝑇𝑃𝑅(𝐹𝑃𝑅−1(𝑥))𝑑𝑥 

        𝑥=0 

F1- Score The harmonic mean of 

precision and recall 

2𝑇𝑃 

 

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 
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Precision (Specificity) Ratio of correctly identified TN 𝑇𝑃 

 

𝑇𝑃 + 𝐹𝑃 

Recall Ratio of correctly identified TP 𝑇𝑃 

 

𝑇𝑃 + 𝑇𝑁 

Table 6.1: Classification Metrics 

 

 

Following table demonstrates the results obtained by implementing various CNN models on our 

data set. The parameters as AUC and F1 were computed and a final score was calculated as their 

mean.  

 

MODEL AUC F1 FINAL SCORE  

Vgg 16 0.64 0.81 0.725 

Inception V3 0.65 0.85 0.75 

ResNet 50 0.63 0.81 0.72 

DenseNet 0.63 0.83 0.73 

B7 Binary Loss 0.90 0.88 0.89 

B7 Focal Loss 0.95 0.97 0.96 

B5 Focal Loss 0.88 0.84 0.86 

B5 Binary Loss 0.83 0.81 0.82 

Table 6.2: Comparative Evaluation of Implementation Of Different CNN Models 
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Figure 6.1: Comparison of CNN Models Accuracy 

 

 

 

Our approach to the data set was using Efficient Net B5 and B7 in conjunction with binary loss 

and focal loss respectively. From the results below, it is evident that B7 out performed on the 

dataset given any loss approach. Further, the results and accuracy ratio was better while focal loss 

was incorporated, as compared to Binary Loss entropy.  
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Figure 6.2:  B7 Approach using Binary Loss and Focal Loss 

 

 

 

Figure 6.3:  B5 Approach Using Binary Loss and Focal Loss 
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CHAPTER 7: CONCLUSION AND LIMITATIONS 

 

Two parallel Efficient-net model architectures were used along with Focal loss and Adam 

optimizer to achieve the required accuracy. Further, the data set provided by ODIR is greatly 

unbalanced. The category having the labels as ‘Other (O)’, contains a stack of diseases which are 

unknown. Also, the dataset for some of the eye diseases is very less as compared to the other given 

categories. All of this combined, makes it challenging to acquire the required accuracy and 

precision.  

Another limitation to this approach comes from the nature of deep learning. The black box to this 

approach is that we never know that which specific features are being learned by our architecture.  
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CHAPTER 8: FUTURE ASPECTS 

 

For future work, more diverse data from various hospitals, taken with different resolution cameras, 

is a requirement. This will help in gaining a dataset that is diverse in its attributes and features. 

This will not only help in generalization, but also in improving the overall accuracy of the results.  

 

Further, apart from the image data and features in itself, other provided data such as the patient’s 

age, gender, sex etc. can also be considered for detecting the probability of the retinal diseases.  

The deep learning model’s acceptance is the state of the art requirement and it need to be improved, 

along with understanding its various aspects and diversity.  
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