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Abstract

This thesis examines how to use robotic manipulator to pick specific object. In order

to attain above objective planning of manipulator as well as grasping point calculations

are studied. The process of calculating grasping pose with respect to target object,the

grasping point essential for successful grasping of object is called grip synthesis.Both an-

alytical and empirical approaches are used to calculate grasping points. While empirical

uses human like strategies, analytical approaches are mainly dependent on geometric,

kinematic, and/or dynamic formulations. The main goal of the thesis is to minimize

joint accelerations. Constrained optimization techniques like genetic algorithm and path

search algorithm are used to find grasping point and minimize joint accelerations to en-

sure successful grasping of object.A novel hybrid approach is also proposed which used

both genetic algorithm and path search algorithm to find its fitness value. The first

contribution is finding optimal grasping points of regular shaped object by calculating

centroid of object and are near to centroid along minor axis. The second contribution

is to minimize joint accelerations by using optimization techniques of genetic algorithm

and path search algorithm in which global minima’s are found and optimized trajectory

is generated which helps in successful grasps with minimum joints accelerations. Third

is the introduction of novel hybrid approach which uses both genetic algorithm and

pattern search algorithm to find its global minima which is more robust for changing

search space.

Keywords: Robot Grasping, Robot Grasp Synthesis, Robot Grasp Planning, Genetic

Algorithm,Path Search Algorithm.
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Chapter 1

Introduction

Karel Capek a czech writer published the play in 1920 which was named as Rossum’s

Universal Robots (R.U.R) thats deals with the ethical aspects of using cheap labor as

artificially created. This work is regarded as the origin of the term robot that is derived

from czech word robota thats means "hard work". Nowadays robots have become an

indispensable centerpiece of automated manufacturing processes. In industrial setups

where most important aspect is cost-effectiveness, they reliably carry out collection of

tasks such as machining, welding,material transport, painting, assembly and packag-

ing.machining, material transport, assembly and packaging. In this context, an often

cited acronym characterizes the job the robot must execute as Dull,Dirty and Dangerous.

In recent years robots have become available as consumer products in other domains

such as service and entertainment.

In many applications of robot one of the important aspects in all domains is how robot

interact with environment. The interface which acts as medium between robotic ma-

nipulator and environment is provided in terms of end-effector. Today, the majority of

end-effectors, such as suction cups and parallel-jaw grippers, is simple and tailored to

carry out specific tasks on specific objects. To avoid the need to change end-effectors

on task to task basis. versatile and dextrous end-effectors are required. A solution is

offered in form of articulated multi-fingered hands [10] . These are grasping devices

which possess the ability to reconfigure themselves for performing different grasps. Such

mechanisms were built first in the early 1980’s. Among them are the Stanford/JPL hand

[11] and the Utah/MIT hand [1] which is shown in Fig. 1.1(a). One line of research

has focused on devising anthropomorphic (human-like) devices which attempt to mimic
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Chapter 1: Introduction

the human hand with its unsurpassed dexterous grasping and manipulation capabili-

ties. The hand/arm system in [2], which is engineered by the German Aerospace Center

(DLR) and depicted in Fig. 1.1(b) is one of the example. Devices in this mould are

advantageous for applications such as teleoperation prosthetics and for service robots in

a human environment.

‘
(a) (b)

(c) (d) (e)

Figure 1.1: Articulated Grasping Devices (a)The Utah/MIT hand, one of the first mul-

tifingered hands [1].(b)One of the most sophisticated anthropomorphic platforms avail-

able today is the DLR hand/arm system [2].(c)The 3-fingered Barrett hand features

break-away transmissions in the distal joints which allows for robust grasping [3].(d)The

lightweight high speed hand by Namiki et al allows for real-time visual feedback control

[4].(e)The underactuated SDM hand is a low-cost compliant grasping device using a

single actuator only [5].

However, anthropomorphism is neither necessary nor sufficient to achieve capability.

There are many impressive grasping and manipulation devices with different mechanical

structures. Examples include the Barrett hand(see Fig. 1.1(c)), which has become

2



Chapter 1: Introduction

a popular research tool, and the high-speed hand in [4], which can perform highly

dynamic tasks such as catching objects and is depicted in Fig. 1.1(d). Underactuated

grippers comprising less actuators than Degrees of Freedom (DoF), such as the SDM

hand [5] shown in Fig. 1.1(e), provide interesting and cost-effective alternatives. Here,

the mechanisms are designed such that certain desired grasping/manipulation features

are preserved.

In most robotic applications today, behaviors and motions are pre-programmed. In order

for robots to leave the structured environments of industrial or laboratory settings and to

succeed in uncontrolled scenarios, it has become clear that they need to be endowed with

a sufficient level of autonomy. To purposefully interact with its environment, and as a

prerequisite for any subsequent manipulation, a robot needs to be able to autonomously

grasp objects in a robust manner which is the focus of this dissertation.

1.1 The Challenges of Autonomous Robot Grasping

The US Defense Advanced Research Projects Agency sponsors the famous DARPA

Robotics Challenge (DRC), which aims to push the limits of supervised autonomy for

mobile, mostly humanoid robots in emergency response situations.In this context, su-

pervised autonomy means that there is a human teleoperator in the loop which can issue

commands, albeit under the constraint of a limited bandwidth. The DRC trials held in

2013, the year before writing this thesis, included manipulation tasks such as opening a

door or closing a valve. Even the most successful robots used up at least half of their

30 minutes time limit per challenge and a significant number of attempts failed. The

purpose of the above example is to highlight the substantial difficulty of achieving even

only partial autonomy in robot grasping and manipulation and the big gap between the

capabilities of fictional robots and currently existing systems. With respect to humans,

According to neuroscientific research, the control of the hand accounts for the biggest

portion (30–40)percent of the motor cortex, the area of the brain responsible for plan-

ning and carrying out movements. To grab an object correctly, a robot must figure

out how to see the object, synthesise the grip, and arrange the action of the hand and

manipulator.

Object perception estimates the pose of the target object and, if not known a priori, its

3



Chapter 1: Introduction

geometry from potentially incomplete and noisy sensor data. Solving this problem is

aggravated by factors like occlusions of the target object by the environment or the robot

itself, and varying light conditions across different scenarios which necessitate different

calibrations/setups of the employed range sensing devices. Once a representation of

the object is built by means of the available sensor inputs, it is necessary to address

the grasp synthesis problem. Here, the goal is to determine a hand palm pose with

respect to the object, as well as a joint configuration and/or grasp contact points such

that a successful grasp can be achieved by an appropriate hand closing motion. This

process is not trivial, especially considering uncertainties in the target object’s pose

and the achievable positioning accuracy of the robot platform. The purpose of hand

motion planning is to generate a coordinated grasp movement which is particularly

relevant when complex hands with many DoF are considered. Finally, manipulator

motion planning is concerned with finding a collision-free path leading the grasping

device from the initial pose to the grasping pose.

Problem Statement At this point, the general problem of interest in this dissertation

can be stated.

Problem:Given the pose and geometry of an object to be grasped with an articulated

robotic grasping device, determine an appropriate set of contact points, palm pose and

gripper joint configuration such that a coordinated grasp closing motion results in a stable

grasp.

Loosely speaking, the addressed question is where to grasp and how to grasp a given ob-

ject. To this end, aspects of grasp synthesis and hand motion planning are investigated.

The experiments presented in this work were conducted by using existing solutions for

object perception and manipulator motion planning. A central tenet in this thesis is

to circumvent the curse of dimensionality, which is inherent in high-dimensional plan-

ning problems, by incorporating empirical data in analytical approaches. Most of the

proposed algorithms encapsulate a notion of optimality in the context of the tackled sub-

problem. Therefore, the use of tools from numerical optimization is a second central

aspect in this dissertation.

4



Chapter 1: Introduction

1.2 Outline

This thesis’ remaining sections are structured as follows. In Chapter 2, the dynamics,

kinematics, DH table, and Lagrangian with derivations of manipulators are covered in

depth. Chapter 3 provides an overview of optimization techniques to optimize trajec-

tory and minimize joint acceleration. In-depth discussion is provided on the genetic

algorithm and pattern search method. Chapter 4 is about simulation results of unop-

timized trajectory with joint velocities and accelerations , optimized trajectory using

genetic algorithm with joint velocities and accelerations,optimized trajectory using pat-

tern search algorithm with joint velocities and accelerations and optimized trajectory

using hybrid algorithm with joint velocities and accelerations

1.3 Contributions

As mentioned in the preceding section, the main contributions of this thesis can be

summed up as follows: Grasp synthesis algorithms which extract a family of similar

contact-level grasps from a provided prototype and allow to prioritize specified fin-

gers. An open-source C++ library implementing the aforementioned algorithms. Prac-

tical applications of contact-level grasp families ranging from grasp qualification to vi-

sually guided teleoperation, interactive grasp transfer and finger gait planning. An

optimization-based grasp synthesis framework which incorporates heuristics based on

human grasp strategies. A grasp execution routine using the active surfaces of a grip-

ping device for inhand manipulation to increase the stability of an initial grasp. A

reactive motion generation framework whose output resembles human demonstrations.

A control scheme which allows for real-time obstacle avoidance.

5



Chapter 2

Manipulator Structures dynamic

modeling

There is a brief introduction about parameters that define robot as well as homogeneous

transformations that transforms the one frames from starting point to end point, to find

DH parameter of our robot and find transformation matrices using these DH parame-

ters. The suitable introduction will thereafter be given which describes kinematics and

dynamics [12].

2.1 Rigid Body Configuration

Robot in a 3-dimensional space is described by specific configuration. The configuration

includes the specific joints of a particular robot. In robotics there are flexible and rigid

bodies [13]. Robot is perceived as rigid entirely so our case is odf rigid body. Serial link

are connected to each other by joints. Commonly used joints are revolute and prismatic

joints , see Fig 2.1.

Typically, robotic manipulators have two or more serial connections, also called links.

Figure 2.1: Fig A and Fig B shows revolute and prismatic joints [6]

6



Chapter 2: Manipulator Structures dynamic modeling

Figure 2.2: Robotic arm with links and reference frames [7].

Figure 2.3: A) Cartesian, B) Cylindrical and C) Spherical coordinate systems [8].

There is a mass center, an inertial moment, etc. in each link. As shown in Figure 2.2,

it is easier to define a link for a given coordinate system. The coordinate system’s x, y,

and z axes are represented by the colors green, blue, and red. The modification of letter

an illustrates the change along the joint variable. The definition of the joint variables

will be discussed in section 2.3. Any connection between two frames may be explained

using transformations.

To describe a point in three dimesnsional space there exists many representations. Com-

mon representations includes Cartesian, cylindrical and/or spherical coordinate systems,

as shown in Figure 2.3. We will be using cartesian coordinate system throught out our

thesis.

2.2 Transformations

The associative characteristic of matrix multiplication makes rotation and translation

matrices often utilized. The information on how the representation vector p1 of a certain

point changes from one frame to the next is provided by the homogeneous transformation

matrix, which is generally a 4x4 matrix. A general homogeneous transformation matrix

is described as follows:

7



Chapter 2: Manipulator Structures dynamic modeling

Hw
l =

 R T

0 1

 =



ax bx cx px

ay by cy py

az bz cz pz

0 0 0 1


pw = Hw

l p
l

(2.2.1)

The rotation matrix R is represented by the first (3 x 3) elements, while the translation T

is represented by the first (3 x 3) elements in the last column. The following homogeneous

transformations provide the rotations with angles (ϕ), (θ), and (ψ) around the axis (x,

y, and z).

HRx(ϕ) =



1 0 0 0

0 cosϕ − sinϕ 0

0 sinϕ cosϕ 0

0 0 0 1



HRy (γ) =



cos γ 0 sin γ 0

0 1 0 0

− sin γ 0 cos γ 0

0 0 0 1



HRz (θ) =



cos θ − sin θ 0 0

sin θ cos θ 0 0

0 0 1 0

0 0 0 1



(2.2.2)

To calculate position of end-effector we multiply the transformations matrix. The final

transformation matrix can be obtained by multiplying each joint transformation matrix

with each other.

H0
e = H0

1H
1
2 . . . H

i−2
i−1H

i−1
e

He
0 =

(
H0

e

)−1 (2.2.3)
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2.3 DH Parameter(Modified)

In [14], four DH parameters that demonstrate the custom of connecting a reference

frame to a connection are mentioned. The four transformations that make up the

aforementioned conventions are a rotation about z, a translation in z, a rotation about

x, and a translation in x. Equations provide the results of these procedures’ ultimate

transformation (2.3.1).

n−1Tn = Rotxn−1 (αn−1) · Transxn−1 (an−1) · Rotzn (θn) · Transzn (dn)

n−1Tn =



cos θn − sin θn 0 an−1

sin θn cosαn−1 cos θn cosαn−1 − sinαn−1 −dn sinαn−1

sin θn sinαn−1 cos θn sinαn−1 cosαn−1 dn cosαn−1

0 0 0 1


(2.3.1)

• θi: Link twist angles from xi-1 to xi measured along zi.

• di : The distance from xi-1 to xi measured along zi.

• αi : Link twist angles from zi to zi+1 measured along xi .

• ai : The distance from zi to zi+1 measured along xi .

Di or thetai can be either a constant or a variable. Di is a variable and thetai: is

a constant for prismatic joints. On the other hand, di is constant whereas thetai is

changeable for the revolute joint. Joint angle theta is also known as q. Both thetai and

di would end up being constants for the fixed connection.This standard uses a set of

guidelines for selecting the frame’s coordinates.

1. When constructing joints, use right-hand frames.

2. Align the Joint i’s zi-axis with the rotation or translation axis.

3. Choose the origin Oi at the place where the common normal and axis zi+1 cross.

4. Choose the xi -axes from zi+1 and zi in the same direction as the common normal.

2.4 The robotic manipulator’s kinematics

Finding the correlation between a manipulator’s joint angles (q) and end-position is

the aim of effector’s forward kinematics in a robotic manipulator [14]. Using forward

kinematics and the kinematic equations, the end-position of the effector in reference to

9
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the base of the manipulator is computed. The base is the link that is fixed in the room

if the manipulator is installed on a table or workstation; if it is placed on a moving

platform, the base is the position of the moving platform.

In other words, when all joint angles (q) are known, it gives the effector’s end-position

(pe) in the area.These kinematic equations are obtained by computing the transforma-

tion matrices (2.3.1) using the DH parameters for each joint frame in the kinematic

chain. The location of the end-effector in reference to the base frame is then determined

by computing the end-effector to base transformation H0 e using (2.2.3) as indicated in

(2.2.1).

pe =



xe

ye

ze

1


= H0

e p0 =

 Re(q) Te

0 1




0

0

0

1


(2.4.1)

The pe is a homogeneous vector of the end-effectors position.

2.4.1 Differential Kinematics of Robotic Manipulator

The goal of differential kinematics is to ascertain how the end-effectors’ angular and

linear velocities relate to the joint velocities. An equation using [14] and [12] (2.4.2).

ṗe = JPe(q)q̇

ωe = JOe(q)q̇
(2.4.2)

Three-by-n matrices called Jp and Jo represent the joint velocity contribution to end-

effector linear velocity (p), the angular velocity, and the number of joints (n). You could

switch this to

ve =

 ṗe

ωe

 =

 JPe(q)

JOe(q)

 q̇ = Je(q)q̇ (2.4.3)

where J(q) uses the "geometric Jacobian" (6 x n) matrix to represent the system differ-

ential kinematics equation. The components of the Jacobian matrix are computed as

follows:

10



Chapter 2: Manipulator Structures dynamic modeling

 JPi

JOi

 =



 zi−1

0

 for a prismatic joint

 zi−1 × (pe − pi−1)

zi−1

 for a revolute joint

(2.4.4)

where pe is specified in (2.4.1) and zi-1 is taken from the third column of the rotation

matrix, R0
i−1.

zi−1 = R0
1 . . . R

i−2
i−1z0 where z0 is

[
0 0 1

]T

(2.4.5)

Lastly the pi-1 is given by the following equation (2.4.6).

pi−1 = H0
1 . . . H

i−2
i−1p0 where p0 is

[
0 0 0 1

]T

(2.4.6)

2.5 Dynamics of Robotic Manipulator

Typically, a rigid-body system is used to model a robot’s mechanism. Consequently,

rigid-body dynamics can be applied to robot dynamics. Next come the forward- and

inverse-dynamics challenges, which are the two fundamental issues.The joint’s accelera-

tions are determined by the forward dynamics utilizing the joint angle q, joint velocity q,

and torque applied to the actuators τ . Inverse dynamics calculates the required torque

(τ) for the actuators using the joint angle q, joint velocity q., and joint accelerations q..

from the opposing side.

The following are the advantages of developing a dynamical model of a manipulator:

having the capacity to simulate motions, analyse manipulator architectures, and build

control algorithms Without using a real system, manipulator motion simulation enables

testing of control techniques and motion planning. This is helpful if the real system is

unavailable or if any risks are present for the test subjects of the system, the user, or

the developer.

2.5.1 Langrange equation

The Lagrange Formulation, a variation approach based on the kinetic and potential

energy of the link system, is one way for determining the dynamical model of the system.

11



Chapter 2: Manipulator Structures dynamic modeling

Citations for [14] and [12] The source of the Lagrangian is: One method for figuring

out the dynamical model of the system is to use the Lagrange Formulation, a variation

technique based on the kinetic and potential energy of the link system. Citations for

[14] and [12] The Lagrangian’s origin is:

L(q, q̇) = T (q, q̇) − U(q) (2.5.1)

where T is the entire kinetic energy of the system and U is the total potential energy.

You may use the formulas to determine the kinetic energy:

Ti =
n∑

i=1

1
2 ṗ

T
i miṗi + 1

2ω
T
i RiI

i
ℓiR

T
i ωi (2.5.2)

where p. and omega, respectively, represent the linear and angular velocities. In the

base frame, Ri signifies the rotation matrix from link I frame to the base frame, and

Ii
l i specifies the inertia tensor of link I with respect to its center of mass. It might be

written like follows:where p. and omega, respectively, stand for the linear and angular

velocities. In the base frame, Ii
l i denotes the inertia tensor of link I with respect to its

center of mass, and Ri denotes the rotation matrix from link I frame to the base frame.

It might be formatted as follows:

T (q, q̇) = 1
2

n∑
i=1

n∑
j=1

bij(q)q̇iq̇j = 1
2 q̇

TB(q)q̇ (2.5.3)

where

B(q) =
n∑

i=1

(
mliJ

(li)T
p J (li)

p + J (li)T
o RiI

i
liR

T
i J

(li)
o +mmiJ

(mi)T
p J (mi)

p + J (mi)T
o RmiI

i
mi
RT

mi
J (mi)

o

)
=

n∑
i=1

(
miJ

(i)T
p J (i)

p + J (i)T
o RiI

i
iR

T
i J

(i)
o

)
(2.5.4)

where B(q) is the (n x n)-element symmetric, positive-definite, and often configuration-

dependent mass-matrix [14]. Sections 2.4 Jp and Jo of the geometric Jacobian matrix

are its respective linear and angular components, and A link’s mass and inertia are

indicated by the indexing (l), while the motor’s mass is indicated by the indexing (m)

similar to inertia The combined form, which considers a motor and a connection as a

12



Chapter 2: Manipulator Structures dynamic modeling

single physiological part, will be employed in this thesis. To calculate the potential

energy, you can use:

U(q) =
n∑

i=1
mig

T
0 pmi (2.5.5)

the link’s (icenter) of mass is located at pmi in the world frame and at g0 in the base

frame, for example, if z is the vertical axis. Therefore, the Lagrange equation is written

as (2.5.6) or a vector by (2.5.7).

d
dt
∂L
∂qi

− ∂L
∂qi

= ξi i = 1, 2, . . . , n (2.5.6)

d
dt

(
∂L
∂q̇

)T

−
(
∂L
∂q

)T

= ξ (2.5.7)

where qi is the generalised coordinate and xii is the generalised force. This is proven

by the contributions of the viscous friction torques and the actuation torque taui at the

joint I. An equation might be used to calculate this (2.5.8).

ξi =
Nf∑
i=1

(
F⃗i · ∂v⃗i

∂q̇i

)
+

Nτ∑
i=1

(
τ⃗i · ∂ω⃗i

∂q̇i

)
(2.5.8)

where Nf and Ntau stand for the relative amounts of active non-conservative forces and

torques. The derivatives of the lagrangian in Equation (2.5.7) lead to:

B(q)q̈ + n(q, q̇) = ξ (2.5.9)

ξ and B(q) as mentioned above, and n(q; q.) is:

n(q, q̇) = Ḃ(q)q̇ − 1
2

(
∂

∂q

(
q̇TB(q)q̇

))T

+
(
∂U(q)
∂q

)T

= C(q, q̇)q̇ +G(q)
(2.5.10)

The coriolis-matrix with (n x n) elements is known as C(q; q.). Equations (2.5.11)

and (2.5.12) may also be used to calculate this using the mass-matrix (2.5.4). The

components of the coriolis matrix are cij , whereas the components of the mass matrix

are bxx.

13



Chapter 2: Manipulator Structures dynamic modeling

cij =
n∑

k=1
cijkq̇k (2.5.11)

cijk = 1
2

(
∂bij

∂qk
+ ∂bik

∂qj
− ∂bjk

∂qi

)
(2.5.12)

Assuming that gravity is the only source of potential energy, the term vector for gravity

is G(q). The spring terms, which add to the potential energy if there are springs at the

joints, will be added to G(q). Equation may be used to get this (2.5.13).

G(q) = ∂U(q)
∂q

(2.5.13)

The final equation of motion, which explains the relationship between the required

torque and acceleration, is given by the equation (2.5.14). Equations (2.5.7) and are

combined to produce this (2.5.8).

B(q)q̈ + C(q, q̇)q̇ + Fv q̇ + Fs sgn(q̇) +G(q) = τ − JT (q)he (2.5.14)

where τ stands for the actuation torques. Fvq
. represents the torques of viscous friction.

The Coulomb friction torques are represented by sgn(q) and the diagonal matrix Fs is

(n x n). The (n x n) diagonal matrix of viscous friction coefficients is abbreviated as Fv.

The single joint velocities’ sign functions make up the elements of the (n x 1) vector.

The end-vector effectors of force and moment acting on the environment are denoted by

the symbol he.

The brushes slide on the commutator when the motor shaft spins in its bearings, creating

friction torques that may also be affected by external loads. The friction torques are

provided by:

τfric = Fv q̇ + Fs sgn(q̇) = KtI0 (2.5.15)

You can calculate Fv and Fs by running the motor at two different voltages while there

is no load.All forces and torques stated above are taken to be equal to zero in this

thesis, with the exception of the actuation torques, which represent the intended input

to the manipulator. Because we don’t know how much of these forces there are, this

assumption is made. Therefore, the suggested simplifications were ignored. This led to

the motion equation that is depicted below:

14



Chapter 2: Manipulator Structures dynamic modeling

B(q)q̈ + C(q, q̇)q̇ +G(q) = τ (2.5.16)

The joint acceleration (q..) from equation (2.5.16), commonly known as the inverse-

dynamic equation, is solved to get the forward dynamical equation, which results in:

B(q)−1(τ − C(q, q̇)q̇ −G(q)) = q̈ (2.5.17)

This results in a linear relationship between the actuator torques tau. This function

may be controlled via the full-rank matrix B(q), which can be further inverted for any

manipulator configuration. Regardless of the reference coordinate frame, the dynam-

ical equation may be purposefully and independently determined using the Lagrange-

Formulation approach. Another technique for figuring out the dynamical model of the

system is the Newton-Euler Formulation, which applies F = ma to each individual

connection of the robot. It defines how the connection will move in the presence of

a balanced combination of stresses and forces. As a result, a set of equations with a

recursive structure is produced.

15



Chapter 3

Optimization Techniques For

Joint Acceleration Minimization

The Genetic Algorithm (GA) is introduced in this chapter in terms of both theory

and implementation. The basic issues with design optimization are addressed first. In

general, meta-heuristic techniques are discussed as effective problem-solving tools.

Then, GA is explained along with its foundation, uses, and future research directions.

3.1 Design Optimization and Meta-Heuristic

3.1.1 Design Optimization

Determining the group of design characteristics that will best achieve a specific target

is known as design optimization. The topic of design optimization is relevant to many

design issues, particularly complex ones. One must, for instance, know the percentage

composition of each ingredient when creating a composite material in order to attain the

best mechanical properties. To make a transportation system reliable and economical,

it is important to consider the linkages between various transportation nodes when

constructing the system. To ensure that the manufacturing resources work together in

a dependable and effective way, one must select when to deploy which manufacturing

resources [15]

Different classifications might be used to group design optimization issues. One method

is to categorise them into the two classes of functional and combinatorial optimization.
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A continuous or piecewise continuous function of the design parameters can typically

be used to formulate the objective function in functional optimization. For instance,

a composite material’s mechanical property can be a continuous function of the per-

centage composition of each component. Contrarily, each parameter’s potential value in

combinatorial optimization is discrete. Different combinations of these discrete factors

create a finite number of "states" of the issue, each of which will have a particular impact

on the optimization objective. An example of a combinatorial optimization problem is

the design of a transportation system.

Rigid mathematical techniques can be used to solve straightforward functional opti-

mization issues. Formal approaches, however, are inadequate when the functions are

complex. In certain situations, it is possible to discretize the functional optimization

problem so that it becomes a combinatorial optimization problem, which can then be

solved using techniques for combinatorial problems. This thesis mostly addresses issues

with combinatorial optimization.

Combinatorial issues have two main challenges: 1) the solution space is too big for

exhaustive search. 2) the relationship between the design parameters and the optimiza-

tion aim is not fully understood, making analytical methods ineffective for solving the

problem.

3.1.2 Meta-Heuristic

The use of meta-heuristic algorithms to address combinatorial optimization problems

is effective and powerful. Formally speaking, meta-heuristic algorithms are iterative

generation processes that direct a subordinate heuristic by intelligently fusing many

concepts for exploring and utilising the search space. Information is organised using

learning processes in order to quickly identify close to ideal answers.

As opposed to deterministic algorithms, meta-heuristics are approximation algorithms.

Deterministic algorithms promise to solve every instance of a problem of limited size

in bounded time, but they frequently provide computation durations that are too long

for real-world use. Meta-heuristics, which are approximate algorithms, give up the

assurance of discovering optimal answers in exchange for obtaining good solutions in

a noticeably shorter amount of time. Many meta-heuristic search methods rely on

probabilistic choices made along the way. The primary distinction between metaheuristic
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algorithms and pure random search, however, is the way in which randomness is handled

in them. In addition to Simulated Annealing (SA), Tabu Search (TS), Neural Networks

(NN), and Genetic Algorithms (GA), some popular meta-heuristic techniques include

3.2 Genetic Algorithm (GA)

3.2.1 Rationale

John Holland first suggested the Genetic Algorithm (GA) in 1975, and it is a class of

meta-heuristic search and optimization algorithms motivated by Darwin’s concept of

organic selection The fittest survive is the fundamental tenet of natural selection. By

way of organisms adapt as a result of the natural selection process to increase their

chances of surviving in a environmental context. The genetic makeup of an organism

can change at random, which is then transmitted to its offspring. If a mutation proves

beneficial, these kids are more likely to reproduce and survive. The risk of injury to

these kids is lower thus, the undesirable feature will perish with them.

Strings of code are used in GA to parametrically express solutions (e.g. binary)[16].

To evaluate solutions, fitness value is defined. A GA’s standard operating procedures

consist of: Create a population of randomly chosen people; assess each person’s fitness;

choose people to become parents; produce children; assess children; and then repeat

steps 3 through 5 until a solution with satisfied fitness is found or a certain number of

generations is reached.

3.2.2 Applications

Since its conception, GA has found use in a wide range of fields. Engineering design

practitioners Yao (1992), Joines (1996), and Gold (1998) all employed GA to estimate

parameters for nonlinear systems [14], manufacturing cell design, and the kinematic de-

sign of turbine blade fixtures. Timothy (1993) used GA to optimise sequencing problems

in the planning and scheduling domain, while Davern (1994) used GA to design the job

shop scheduling architecture. Rho (1995) utilised GA in the field of computer science

when designing distributed databases. Tadikonda (1993) used GA to achieve automatic

image segmentation and interpretation; Huang (1998) created face recognition detection

algorithms with GA.
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Since GA is not problem-specific, it can be used to solve a wide variety of combinato-

rial optimization problems across many fields and is not constrained by the underlying

physical principles of the problems.

3.2.3 General Research Topics

The need to comprehend and improve GA performance led to a great deal of theoretical

study on GA. The ability to create effective and reliable GAs is the ultimate objective.

To do this, though, it is essential to thoroughly comprehend two key issues: 1. How do

GAs function? 2) What kinds of issues are appropriate for GAs to resolve? Generally

speaking, these two fundamental concerns form the basis of practically all theoretical

work in GA.

The evolution process is modelled mathematically in order to explain how solutions

improve over successive generations, which is the first of the two problems. The John

Holland should be given credit for the first moderately rigorous model. He progressed

Schema Theorem to explain how specific portions of code grow or shrink based on their

level of fitness compared to the norm. Although Schema is subject to some criticism

Theorem, on which many theoretical investigations of GA are still based.The revision of

the theorem is a part of some study on the schema theorem. The GA process is also being

modelled as a Markov process. The Markov models try to explain how GAs behave when

they converge. Although it is more accurate, this model is typically highly complex and

provides nothing in the way of useful advice for creating competent GAs. Building Block

Hypothesis was presented by Goldberg on the basis of research into GA’s mechanics.

The design of GA was then broken down, and he offered various recommendations for

creating competent GAs. From there, a number of GA with increased efficiency and/or

robustness were designed.

The evolution process is modelled mathematically in order to explain how solutions

improve over successive generations, which is the first of the two problems. The John

Holland should be given credit for the first moderately rigorous model. He progressed

Schema Theorem to explain how specific portions of code grow or shrink based on their

level of fitness compared to the norm. Although Schema is subject to some criticism

Theorem, on which many theoretical investigations of GA are still based. The revision of

the theorem is a part of some study on the schema theorem. The GA process is also being
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modelled as a Markov process. The Markov models try to explain how GAs behave when

they converge. Although it is more accurate, this model is typically highly complex and

provides nothing in the way of useful advice for creating competent GAs. Building Block

Hypothesis was presented by Goldberg on the basis of research into GA’s mechanics.

The design of GA was then broken down, and he offered various recommendations for

creating competent GAs. From there, a number of GA with increased efficiency and/or

robustness were designed.

The evolution process is modelled mathematically in order to explain how solutions

improve over successive generations, which is the first of the two problems. The John

Holland should be given credit for the first moderately rigorous model. He progressed

Schema Theorem to explain how specific portions of code grow or shrink based on their

level of fitness compared to the norm. Although Schema is subject to some criticism

Theorem, on which many theoretical investigations of GA are still based. The revision of

the theorem is a part of some study on the schema theorem. The GA process is also being

modelled as a Markov process. The Markov models try to explain how GAs behave when

they converge. Although it is more accurate, this model is typically highly complex and

provides nothing in the way of useful advice for creating competent GAs. Building Block

Hypothesis was presented by Goldberg on the basis of research into GA’s mechanics.

The design of GA was then broken down, and he offered various recommendations for

creating competent GAs. From there, a number of GA with increased efficiency and/or

robustness were designed.

The evolution process is modelled mathematically in order to explain how solutions

improve over successive generations, which is the first of the two problems. The John

Holland should be given credit for the first moderately rigorous model. He progressed

Schema Theorem to explain how specific portions of code grow or shrink based on their

level of fitness compared to the norm. Although Schema is subject to some criticism

Theorem, on which many theoretical investigations of GA are still based. The revision of

the theorem is a part of some study on the schema theorem. The GA process is also being

modelled as a Markov process. The Markov models try to explain how GAs behave when

they converge. Although it is more accurate, this model is typically highly complex and

provides nothing in the way of useful advice for creating competent GAs. Building Block

Hypothesis was presented by Goldberg on the basis of research into GA’s mechanics.

The design of GA was then broken down, and he offered various recommendations for
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creating competent GAs. From there, a number of GA with increased efficiency and/or

robustness were designed.

GA doesn’t always solve issues well. Understanding the types of problems that GA can

solve, or alternatively, what makes it challenging for GA, is crucial. GA[17]. The concept

of epistasis is the main concept to answer this query. In a nutshell, epistasis refers to

the interdependency of a solution’s parameters, which results in Nonlinearity makes the

issue challenging for GA. Davidor suggested a strategy to epistasis measurement. Vose

and Liepins demonstrated that, in theory, any problem’s epistasis may be minimised

using a variety of encoding techniques. However, given creating such a coding scheme

might be difficult and make things more complex.

3.3 Pattern Search Algorithm

The constraint criteria in the first and an equidistant particle mesh generated between

them in the second make up the two main parts of the pattern search approach. The

evaluation of the particles in the function gives the guidelines for determining which

direction the particles must specify by offering already chosen leaps to start their search

for the whole work area

One advantage of the development of an optimization algorithm like PSM is that its fun-

damental feature is global convergence, which suggests that it does not produce.Since it

does a comprehensive search during the search, there is less local stagnation range [18].

PSM also has the advantage of being simple to adopt, which arithmetic computations,

which make implementation really easy. As an example, it can be made aware of the

applications of PSM in mathematics and optimization theory.The family of optimization

methods includes the PSM pattern search methodology. a metaheuristic algorithm[19].

This method makes use of a restricted search and an array performed.The aforemen-

tioned matrix is coupled to a number of survey criteria and is referred to as a mesh. The

survey-generated conditions give instructions for reducing the current mesh, ensuring

algorithm convergence. It is designed to be entirely compatible with NMPC techniques

like those covered in this study and to provide a pleasant operation for applications with

several local minimums [31]. The following enhancements were discovered as a result of

using the method:
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• The PSM improves the search for local minima to make the tuning more accurate

values;

• The acquired results while tuning the models produced from the SIB T-S with CBMD

and PSM increase in comparison to other authors;

By fine-tuning the control methods used to non-linear systems, the results from NMPC

indicate outcomes with lower steady-state error than those from the majority of other

writers.

One advantage of the development of an optimization algorithm like PSM is that its fun-

damental feature is global convergence, which suggests that it does not produce.Since it

does a comprehensive search during the search, there is less local stagnation range. PSM

also has the advantage of being simple to adopt, which arithmetic computations, which

make implementation really easy. As an example, it can be made aware of the applica-

tions of PSM in mathematics and optimization theory[20]. The family of optimization

methods includes the PSM pattern search methodology a metaheuristic algorithm.This

method makes use of a restricted search and an array performed. The aforementioned

matrix is coupled to a number of survey criteria and is referred to as a mesh. The

survey-generated conditions give instructions for reducing the current mesh, ensuring

algorithm convergence. It is designed to be entirely compatible with NMPC techniques

like those covered in this study and to provide a pleasant operation for applications

with several local minimums. The following enhancements were discovered as a result

of using the method:

3.4 Hybrid Algorithm

A novel approach is introduced which used fitness values of both genetic algorithm and

pattern search algorithm to find its own fitness value which is more robust for changing

search spaces as comapared to genetic and pattern search algorithms. In real life it is

generally observed that pattern search algorithm is very efficient for small search space

whereas genetic algorithm is efficient in large search space.In hybrid algorithm fitness

value is calculated by taking average of fitness value of genetic algorithm and pattern

search algorithm. The block diagram of algorithm is shown in Fig 3.1.
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Figure 3.1: Block Diagram of Hybrid Algorithm
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Chapter 4

Simualtion Results

Peter Corke toolbox of matlab is used to simulate the customized robot. Joint ac-

celeration are minimized using genetic algorithm and pattern search algorithm.Firstly

unoptimized trajectory is generated using jtraj command. Joint space trajectory is

generated under constrained environment as shown in figure 4.1, 4.2 and 4.3.

Secondly genetic algorithm is applied to do optimization under constrained environment

defined for a robotic manipulator. Trajectory is optimized in term of distance and global

minimas are found. Then optimized trajectory is generated as shown in figure 4.4,4.5

and 4.6.

Lastly pattern search algorithm is applied and local minimas are found and optimized

trajectory is generated along with joint accelerations as shown in figures 4.7,4.8 and 4.9.

Lastly hybrid algorithm which is fusion of genetic algorithm and pattern search algo-

Figure 4.1: GUI of Customized Robot in Peter Corke [9] For Unoptimized Trajectory

Note:As peter corke toolbox is used it may look similar to previous published work but

parameters are different
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‘
(a) (b)

(c)

Figure 4.2: Unoptimized Trajectory. (a) Variation in joint angles.(b) Variation in joint

velocities.(c) Variation in joint accelerations.

Figure 4.3: Unoptimized Trajectory plotted in matlab

rithm is applied to do optimization under constrained environment defined for a robotic

manipulator. Trajectory is optimized in term of distance and global minimas are found.

Then optimized trajectory is generated as shown in figure 4.10,4.11 and 4.12.

4.1 Comparison Of Hybrid Algorithm With Genetic and

Pattern Search Algorithm

Following are the steps followed to do comparisons in matlab

• Initial and final point are given to the algorithm

• Intermediate points under constrained environment are calculated using genetic and

pattern search algorithm.

• Trajectory is generated.

• Joint angles ,velocities and accelerations are calculated using and plotted in matlab.
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Figure 4.4: GUI of Customized Robot in Peter Corke [9] For optimized Trajectory using

Genetic Algorithm Note:As peter corke toolbox is used it may look similar to previous

published work but parameters are different

‘
(a) (b)

(c)

Figure 4.5: Optimized trajectory using genetic algorithm. (a) Variation in joint an-

gles.(b) Variation in joint velocities.(c) Variation in joint accelerations.

• Comparison is made between hybrid algorithm ,genetic algorithm and pattern search

algorithm.

Meta-Heuristic Technique Time(sec) Joint Ang Var Joint Vel(deg/s) Joint Accel(deg/s2)

Without Optimization 7.31 10 4 20

Genetic Algorithm 7.53 8 3 18

Pattern Search Algorithm 7.85 7 2 15

Hybrid Algorithm 7.27 5 2 12
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Figure 4.6: Optimized Trajectory using Genetic Algorithm plotted in matlab

Figure 4.7: GUI of Customized Robot in Peter Corke [9] For optimized Trajectory using

Pattern Search Note:As peter corke toolbox is used it may look similar to previous

published work but parameters are different

‘
(a) (b)

(c)

Figure 4.8: Optimized Trajectory using pattern search algorithm. (a) Variation in joint

angles.(b) Variation in joint velocities.(c) Variation in joint accelerations.
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Figure 4.9: Optimized Trajectory using Pattern Search plotted in matlab

Figure 4.10: GUI of Customized Robot in Peter Corke [9] For Optimized Trajectory

using Hybrid Algorithm Note:As peter corke toolbox is used it may look similar to

previous published work but parameters are different
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‘
(a) (b)

(c)

Figure 4.11: Optimized Trajectory using hybrid algorithm. (a) Variation in joint an-

gles.(b) Variation in joint velocities.(c) Variation in joint accelerations.

Figure 4.12: Optimized Trajectory Using Hybrid Algorithm plotted in matlab
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Chapter 5

Conclusion

After comparing joint velocities and acceleration in matlab under defined constrained

environment following conclusions are formed

• Overall 2 percent increase in time is achieved by optimizing trajectory with hybrid

algorithm as compared to genetic algorithm and pattern search algorithm.

• Joint angles, velocities and acceleration variations are minimized by 2-3 percent as

compared to genetic algorithm and pattern search algorithm.

• Joint accelerations are minimized by 2-3 percent more as compared to genetic algo-

rithm and pattern search algorithm.
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