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Abstract 

Chest radiography is the most common radiological examination used for the 

diagnosis of thoracic diseases. Currently, automated classification of radiological images 

is abundantly used in clinical diagnosis. However, each pathology has its own response 

characteristic receptive field regions, which is a key problem during the classification of 

chest diseases. In addition to extreme class imbalance, cases labelled as uncertain in the 

dataset further complicate this task.  To solve this problem, we propose a semi-supervised 

learning approach known as U-SelfTrained. In this scheme, uncertain labels are left 

unlabeled in the dataset; first, the model is trained on labelled instances and then on 

unlabeled instances relabeling them with labels having a higher probability. 

Comprehensive experimentation was carried out on the CheXpert dataset, which consists 

of 223,816 frontal and lateral view CXR images of 64,740 patients with 14 diseases. The 

testing accuracy is 0.877 on the CheXpert dataset, which is currently the highest score 

achieved to date. This validates the effectiveness of this method for chest radiography 

classification. The practical significance of this study is the implementation of AI 

algorithms to assist radiologists in improving their diagnostic accuracy.   

Key Words: Chest Xray, Multi-label classification, semi-supervised learning, thorax 

disease, deep learning
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CHAPTER 1: INTRODUCTION 

Chronic lung diseases are the fourth leading cause of non-communicable 

diseases (NCD) and pose a particular challenge in low- and middle-income countries 

(Majkowska et al., 2020). Chronic lung diseases include several deadly illnesses with 

high prevalence rate, such as millions of people being affected by pneumonia 

worldwide annually and approximately fifty thousand people expire from pneumonia 

annually in the United States only. Diagnosing thoracic diseases at an early stage can 

help clinicians provide effective treatment (Li et al., 2018).  

Chest radiography (CXR) is widely used for the detection of pulmonary 

diseases affecting the lungs. Technology helps physicians in the clinical diagnosis of 

several diseases such as pneumonia, cardiomegaly, edema, lesions, and lung opacity 

(Li et al., 2018). Moreover, the chances of survival of patients drastically increase due 

to the screening of diseases, such as lung cancer, using CXR. Since CXR is available 

in all clinics and is a cheap method for diagnosis, it is a highly valuable diagnostic 

method in comparison to other methods. Nevertheless, analyzing the results of CXR, 

the variety of sections complicates CXR analysis. Lack of consistency and specialized 

clinicians for the analysis of CXR and fatigue could lead to errors. As the 

interpretation of CXR reports differs from one specialist to another, it causes a major 

error in diagnosis due to inconsistency in interpretation (Zhao et al., 2021).  

Computer-aided diagnosis (CAD) can be implemented to reduce the burden on 

radiologists while detecting uncertainty in CXR. Furthermore, several CAD systems 

have proven effective in diagnosing an extensive array of diseases (Wang et al., 2017). 

Several CAD techniques have been developed for the diagnosis and characterization 

of injuries in medical imaging, such as traditional projection radiography, computed 

tomography (CT), ultrasound, magnetic resonance imaging (MRI), and X-rays. 

Currently, organs such as breast, lungs, colon, brain, liver, kidneys, and other vascular 

and skeletal systems are being studied for CAD.  CAD was implemented to provide a 

“second opinion” to aid radiologists in the image analysis (Kuo et al., 2021). Thus, it 

is necessary to develop a computer algorithm and determine how to use CAD 

technique output to assist radiologists in the diagnostic process. However, using a 

reliable methodology, such as receiver operating curve (ROC), to analyze the 

performance of a large-scale observer on radiologists is equally important as the 
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development of computer algorithms in the field of CAD. CAD techniques have been 

developed through team efforts by researchers with different backgrounds, such as 

physicists, radiologists, computer scientists, engineers, psychologists, and 

statisticians. CAD has a significant impact on medical imaging and the quantitative 

analysis of radiological images (Madjarov et al., 2012). 

Convolutional neural networks (CNN) have shown prolific results in the 

medical field regarding disease classification. A CNN was built to imitate the 

alternating layers of cells present in the visual cortex of the human brain. The CNN 

consists of three layers: a convolutional layer, a pooling layer, and a fully connected 

layer. CNN implements a one-way model technique in which information is 

transmitted from the input layer to the output layer only; this is known as the feed-

forward approach (Bressem et al., 2020). This feed-forward approach was 

implemented in both supervised and unsupervised deep learning models. CNN are 

widely used in deep learning approaches for biomedical image analysis. These models 

were designed to handle multiple array data, signal data, and 2D and 3D images. Some 

commonly used CNN include AlexNet, LeNet, R-CNN, Zfnet, GoogleNet, and 

ResNet (Rawat et al., 2017).  

Currently, most research is conducted on single-label classification for CXR. 

However, we are interested in the multi-label classification of CXR while detecting 

uncertainties. In multilabel classification, one or more diseases may be present in an 

image (Hwang et al., 2019). Multilabel classification is an approach used to map data 

from single to multiple labels (Seyyed et al., 2020). These multilabels represent parts 

of the same label set comprising inconsistent labels. The aim of multilabel 

classification is to develop a classification model for previously unidentified samples 

(Madjarov et al., 2012). This complicates the problem because the algorithm must be 

able to detect multiple diseases in an image even if they overlap (Phillips et al., 2020). 

One of the main challenges in the multi-label classification of chest diseases from 

radiological images is that each disease has its own unique response characteristic 

receptive field region. In addition, the class imbalance of dataset labels further 

increases the complexity of the problem (Guan et al., 2021).  

In this paper, we aimed to predict the probability of 14 different observations 

from multiview chest X-rays while classifying uncertain labels. We focused on 
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uncertainty labels in the dataset and determined the efficiency of the semi-supervised 

learning approach for the classification of uncertain labels during the training process.
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CHAPTER 2: RELATED WORK 

Limited techniques and research have targeted all fourteen pathology labels of 

chest diseases. Wang et al (2017) presented the first publicly available dataset of chest 

radiographs known as Chest Xray14 that provided a new dimension to the researchers. 

They used deep CNN approach and achieved promising results also stated that this 

dataset could be further extended by adding more disease labels into this dataset. A 

multi-scale channel attention module which integrates local channel to global channel 

statistics to solve problems when fusing different scale feature was proposed by Dai 

et al (2021).   

Additionally, Chen et al (2020) proposed a new technique based on Graph 

Convolution Network (GCN) termed as CheXGCN. In this technique interdependence 

and cooccurrence of labels were integrated for multi-label classification of CXR image 

classification improving the recognition accuracy. Ho & Gwak (2019) proposed a 

unique framework to distinguish 14 pathologies by incorporating multiple features 

from both shallow and deep features and extracted the discriminant features from 

publicly available ChestX-ray14 dataset. Liu and his colleagues in (2020) introduced 

a semi-supervised technique for multilabel classification based on relation-driven 

which uses unlabeled data by predicting consistency of the given input under 

disturbance and generates high quality labels for unlabeled data using self-assembly 

model with an accuracy of 0.79.  

Yao et al (2017) presented a two-stage end to end neural network model to 

exploit label dependencies. The model combines a densely connected image encoder 

with recurrent neural network decoder (RNN). Kumar et al (2017) proposed research 

in which loss function is more suitable for training CNN from scratch and presented 

an efficient CNN for global image classification. Rajpurkar et al (2017) proposed a 

well-known state of the art architecture known as CheXNet. The model fine tunes 

DenseNet-121 on global chest radiographs, which modifies last fully connected layer.  

Guan et al (2018) proposed a supervised two branch CNN for the classification 

of thorax disease. The proposed model is trained by evaluating global and local cues 

learned in the local and global branches, thus the model achieved highest accuracy 

over the state-of-the-art models and techniques on CXR datasets. Contrarily to above 



18 
 

work Rubin et al (2018) proposed a new model DualNet architecture to classify 

Multiview i.e., frontal, and lateral CXRs images. It imitates usual clinical practice by 

considering multi-view images simultaneously. Allaouz & Ahmed (2019) proposed 

an approach which combines feature extraction and power of supervised multi-label 

classifier for the detection of CXR. They used pre-trained DenseNet121 model as 

feature extractor and various transformation methods like BR, LP, and CC with an 

AUC of 0.812.   

Despite of excessive research and great success in development of medical 

image application techniques, still there is no good solution to the problem since the 

multilabel classification model before and after image transformation are inconsistent 

for multiple diseases. To resolve this problem, this paper undertakes Medical AI as 

the background and applies cutting-edge deep learning technology of semi-supervised 

learning for multi-label classification of medical images while tackling uncertainties 

in the dataset. This will drastically improve the efficacy and accuracy of clinical 

diagnosis. 



 

 

 

 

 

 

 

 

 

 



 
 
 
 
 
 
 

 
CHAPTER THREE 

  



21 
 

 

CHAPTER 3: MATERIAL AND METHODS 

3.1. Data set 

In this research a novel deep learning thorax disease detection model is 

proposed based on CNN and DL techniques using a publicly available dataset 

introduced by Stanford Machine Learning (SML) Group. CheXpert is a large publicly 

available dataset for CXR interpretation, consisting of 223,816 CXR of 64,740 

patients for the presence of 14 diseases labeled as positive (1), negative (0), and 

uncertain (-1). The data set contains multi-view chest radiographs to predict the 

probability of 14 different pathologies, figure 1 shows the example of multi-view chest 

radiographs from the dataset. The dataset contains 2D grayscale images in jpeg format 

along with Generic Gray Gamma 2.2 color profile. The dimension of the images varies 

according to the view. Dimensions of frontal view image ranges from 327 x 320 to 

389 x 320 pixels whereas the lateral view images have a standard dimension of 320 x 

320 pixels. The dataset contains 29000 PA view images, 162,000 AP view images, 

and 32000 LL view images (Garbin et al., 2021).  

 

The training set contains 223,415 studies from 64,540. The studies were 

annotated by the consensus of five radiologists. Their annotations were multi-classed 

such that all present cases are treated as positive, absent as negative and unknown 

cases as uncertain in train set. The prevalence of the labels for different observation in 

Figure 1 Example of CheXpert dataset: Frontal and Lateral view of chest radiographs 
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Table 1.  The validation set contains 200 studies from 200 patients randomly sampled 

from the entire dataset with overlapping the patients with evaluation report. Each study 

was individually annotated by three-board certified radiologists, classifying each 

observation into one of present, uncertain likely, uncertain unlikely, and absent. The 

annotations were binarized such as all present and uncertain likely cases as positive 

and all absent and uncertain unlikely cases as negative. These binarized annotations 

are used to define as strong ground truth (Garbin et al., 2021).  

Table 1Number of studies which contain these 14 observations in training dataset 
 

Pathology  Positive (%) Negative (%) Uncertain (%) 

No Finding  16627 (8.86)  171014 (91.14)  0 (0.0)  
Enlarged Cardiom.  9020 (4.81) 168473 (89.78) 10148 (5.41) 
Cardiomegaly  23002 (12.26) 158042 (84.23) 6597 (3.52) 
Lung Lesion 6856 (3.65) 179714 (95.78) 1071 (0.57) 
Lung Opacity  92669 (49.39) 90631 (48.3) 4341 (2.31) 
Edema  48905 (26.06) 127165 (67.77) 11571 (6.17) 
Consolidation  12730 (6.78) 150935 (80.44) 23976 (12.78) 
Pneumonia  4576 (2.44) 167407 (89.22) 15658 (8.34) 
Atelectasis  29333 (15.63) 128931 (68.71) 29377 (15.66) 
Pneumothorax  17313 (9.23) 167665 (89.35) 2663 (1.42) 
Pleural Effusion  75696 (40.34) 102526 (54.64) 9419 (5.02) 
Pleural Other  2441 (1.3) 183429 (97.76) 1771 (0.94) 
Fracture 7270 (3.87) 179887 (95.87) 484 (0.26) 
Support Devices  105831 (56.4)  80912 (43.12) 898 (0.48) 

 

Several CXR studies in the dataset contains multiple pathology labels. Several 

CXR studies in the dataset contained multiple pathology labels. The correlation 

between labels, is illustrated in figure 2b and the distribution of classes in single label 

is illustrated in figure 2a. 

Figure 2(A) Distribution of classes in a single label in CheXpert dataset  
(B) Correlation between labels in the dataset. 
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3.2. Proposed Model 

In this research a self-trained deep learning model is proposed for the 

classification of 14 different lung pathologies-based CNN and DL techniques. The 

proposed model implements different experimental setups. During the 

experimentation, training data is augmented to increase the robustness of the models. 

The data augmentation is utilized during the training of the proposed model. The 

generalized pipeline of the multi-label classification of chest-radiograph model is 

illustrated in Fig 3.  

 

 

Figure 3 (A) Illustrates the training framework that illustrates that first the dataset is divided into labeled and unlabeled 
data. Labeled data is fed to supervised model to classify the instances in 14 pathology labels. Further unlabeled data is 
Fed to Teacher Model to predict pseudo labels. Final step the best model is retained on new dataset that consists of 
original and pseudo labels to classify the instances. (B) Generalized pipeline of multilabel classification framework. 
Illustrates complete training and validation process.  
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3.2.1. Data pre-processing  

3.2.1.1. Size of the image 

Comparing to the common ImageNet classification problems, considerably 

minor spatial extent of several diseases inside X-ray image with a typical dimension 

of 3000 x 2000 pixels inflict challenges in both the capacity of computing hardware 

and the development of deep learning algorithm. In CheXpert the images were 

extracted from DICOM files. Since the Dataset was present in two formats such that 

high resolution and down sampled format. We down sampled the dataset by resizing 

all the images as 224 x 224 pixels without losing any significant details compared to 

the original size which varied from 327 x 320 to 389 x 320 pixels in frontal view and 

320 x 320 pixels in lateral view.  

3.2.2. Data augmentation  

CNN models usually overfits when a small number of samples are provided to 

the model. Thus, a large number of images are required for intensive training and 

enhancing the overall performance of the model.  There was extreme class imbalance 

in the dataset to balance the classes we implemented data augmentation that includes 

random horizontal flipping as shown in Table 2. The augmentation technique utilized 

on the training data set improves the generalization and robustness of the proposed 

multi-label classification model.  

Table 2 Data augmentation parameters 

 

 

3.2.3. Multi-label classification framework 

Multi-label classification has gained a lot of interest in field of computer vision 

and has been implemented to solve the problems of image and video annotation. Multi-

label is different from single-label classification, in multi-label classification the 

classifier assigns more than one label to an image or no label at all. Whereas different 

approaches are implemented to tackle multi-label classification (Rubin et al., 2018).  

The aim of this research is to fit the uncertain labels in the data to an algorithm by 

transforming the multi-label classification problem into one or more labels 

Augmentation Parameters  
Flip [0.5] 
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(binary/multi-class) and then combine their results to form the multi-label predictions 

(Allaouz and Ahmed, 2019). 

Irvin et al (2019) proposed a simple approach to handle the uncertain u labels 

by ignoring these labels, which is a baseline technique in comparison to other 

techniques which are explicitly incorporated the uncertainty labels. This approach is 

known as (U-Ignore). In this technique the sum of masked binary cross-entropy is 

optimized over the observations, masking the loss for the observations which are 

labeled as uncertain in the dataset. The loss for an instance X is given in following 

equation (1), 

𝐿	(𝑋, 𝑦) = −*𝕝	
!

{𝑦! ≠ 𝑢}	[𝑦! log 𝑝(𝑌! = 1|𝑋) + (1 − 𝑦!) log 𝑝 (𝑌! = 0|𝑋)] 

In eq (1) X denotes the input image, whereas y denotes the vector of labels of 

length 14 in this this study, and the sum is taken of all the 14 pathologies. Using U-

Ignore independently can produce biased model if the cases are note deleted randomly. 

As, in the dataset, in some pathologies uncertain labels are twice the positive labels 

such that for Consolidation, the value uncertain label is (12.78%) twice the positive 

labels (6.78%) along with pneumonia has uncertain labels (8.34%) four times the 

positive labels (2.34%) in the dataset. Therefore, if this approach is implemented 

independently a large amount of data is deleted which generate the biased and less 

credible results. After being motivated by the results Irvin et al (2019) in this research 

to tackle uncertain labels we have implemented “Self-training approach”.  

3.2.3.1. Self-training approach 

Self-training technique is a semi-supervised approach for tackling multi-label 

classification problems giving training data that have partial annotations of their 

labels, also known as (U-SelfTrained). In this technique firstly, we train model 

implementing U-Ignore technique which means that first model ignores all the u labels 

during training (Rajan et al., 2021). In next step model make predictions and re-label 

each uncertain label with the prediction generated by the model. We do not replace 

any instance of 0 and 1s which eliminates all the biases from the results. In this 

approach we set up the loss as the mean of the binary cross-entropy losses over the 

observations. This study follows the approach introduced by (Yarowsky 1995), who 

trained the model on labeled instances and then predicted unlabeled instances labelling 
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them when the labels with higher probability and repeated until convergence. In self-

training approach the training process mainly involves data distillation as discussed 

below.  

3.2.3.2. Data Distillation 

Data distillation is a generalized method used in self-training process that 

labels the unlabeled dataset with training large set of models. Data distillation involves 

the following four steps (Radosavovic et al., 2018). 

i. First step is to train model on manually labeled data (Just like traditional 

supervised learning) 

ii. Second step is training the trained model on unlabeled data to make 

predictions.  

iii. In third step pseudo labels are ensembled with manually annotated labels and 

new dataset is formed.  

iv. In last step the model is retrained on new dataset that contains both manual and 

pseudo labels.  

In this study we implemented the same training protocol proposed by the Rajan 

et al 2020. In this process the information is distill from the trained model ℱ(𝜃) which 

is also known as Teacher model to develop student model 𝒢 with the parameters ∅ 

which can achieve improved predictions. This is obtained by using labeled data 

denoted by (Xℓ, Yℓ) and with additional unlabeled data (X𝒰) as shown in figure 4. The 

empirical evidence of this approach is in the recent work of Xie et al (2020). To reduce 

the effect of uncertainties in teacher model during training the sharpening of instances 

is performed in teacher model as follow in equation (2): 

Figure 4 Generalized description of data distillation 
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YA𝒰,% = (1 − 	γ)YA𝒰 + 	γ𝕝	[YA𝒰	 ≥ 0.5] 

𝕝 denotes the activation function, we have implemented sigmoid as the 

activation function (1𝑒8	 × (YA𝒰	 − 	0.5)) whereas γ is the hyper parameter. The 

sharpening drives the probabilities of the predictions for each of the labels closer to 1 

when it is greater than 0.5 and closer to 0 when the probability is less than 0.5.  

3.2.4. Proposed CNN Architecture  

In this step new CXR dataset with original and pseudo labels is fed to the 

model to classify CXR into one or multiple possible diseases. In this research we have 

used multiple models but the final CNN which gave the best results was DenseNet121. 

We preferred DenseNet121 over other models since it can be used as a “feature 

extractor” (Takeuchi et al., 2019).  The Dense Convolutional Neural Network 

(DenseNet) is new CNN yet has outperformed many CNNs like VGG16 and VGG19 

by providing state-of-the-art results on highly complex problems. The fundamental 

idea of DenseNet is to make sure that maximum flow of information within layers in 

the network by connecting all layers directly with each other. Figure 5 illustrates how 

DenseNet is different from traditional architectures by introducing '×(*+,)
.

 connections 

in an L-layer network (Ho and Gwak, 2019). The architecture of DenseNet is 

composed of stack of dense blocks followed by transition layers (Allaouzi and Ahmed, 

2019). A dense block consists of series of units and each unit integrates two 

convolutions, followed by Batch Normalization and ReLU activations. 

 Moreover, each component generates a set number of feature vectors. These 

parameters are known as growth rate, controls the amount of new information that is 

transmitted by layers. Transition layers are the layers between these dense blocks 

which implement down-sampling of the features passing the network. A detailed 

description of DenseNet121 architecture is illustrated in figure 5. Impressed by the 

results of DenseNet121 on ChestX-ray-14 dataset we have trained the DenseNet121 

model on our CheXpert dataset, using the weights we obtained by calculating the 

weights for each class to balance the dataset. Since, the dataset was extremely 

unbalanced and using initial weight obtained from the pre-trained network, on 

ImageNet did not give desired results.  
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We used a batch size of 16, and number of epochs up to 100, binary cross-

entropy as a loss function whereas the best model was selected based on the validation 

loss. We used Adam optimizer with variable learning rate with an initial learning rate 

of 10-8 which is decreased by 10 each time the validation loss is obtained after an 

epoch. In next step, we freeze the best weights from the lower convolutional layers 

and replace the last fully connected layer with fully connected layer of a 14-

dimensional output with sigmoid as the activation function. Each iteration in training 

phase aims to optimize the validation losses through the following equation,  

𝑙J𝑌, 𝑌(/)K =*𝑌0

,1

02,

	𝑙𝑜𝑔	N𝑌0
(3)O +	(1 − 𝑌0)	𝑙𝑜𝑔	N1	 − 𝑌0

(3)O 
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In equation (1) Y is the ground truth vector and Y(p) is the predicted label 

vector which value in binary; 1 and 0, this represents the presence and absence of the 

corresponding labels.  

 

3.2.5.    Training  

In this research we experimented with different convolutional neural network 

(CNN) architectures specifically VGG16, VGG19, and DenseNet121 with different 

parameters, and found that Dense 121 architecture provided the state-of-the-art results. 

Therefore, we used DenseNet121 for the final experimentation. The data is split as 80 

percent for training and 20 percent for testing. The images were fed into the network 

with size 224 x 224 pixels. Adam optimizer was used with default β-parameters of β1 

= 0.9, β2 = 0.999 and variable learning rate which decreases with the validation loss 

Figure 5 Shows the detailed architecture of DenseNet121 model. 
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during training. The batch size was 16 images which was fixed during training. We 

have trained model with custom weights for 100 epochs saving checkpoints every 

6283 iterations. The model was trained on Intel Core i7 CPU with 32 GB RAM, 512 

SSD memory and NVIDIA GeForce RTX 2080 Ti with 11GB GDDR6. Since, in this 

study we have implemented self-training approach for experimentation the main step 

of involved in training process is data distillation as illustrated in Figure 4. Table 5 

shows the training description and figure 6a illustrates the training and validation 

accuracy whereas figure 6b demonstrates training and validation loss. 

 
Table 3 Results on CheXpert dataset 

 

Model Training Time 
Metrics 

Training 
Accuracy 

Training 
Loss 

Test 
Accuracy 

Test 
Loss 

DenseNet121 10 hours and 30 
minutes 98.57 0.09 0.877 0.14 

 

 

3.2.5.1. Balancing of Class Weights 

Previously, All the research conducted on multi-label classification of chest-

radiographs on chestX-ray8 and ChestX-ray14 used initial weights obtained from pre-

trained network on ImageNet to train DenseNet121. The approach showed promising 

results on ChestX-ray14 and ChestX-ray8 however, the desired results were not 

Figure 6 (A) Illustrates the training and testing accuracies of the proposed model. (B) shows the training and 
testing loss of the proposed model. 
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obtained when the same approach is implemented on CheXpert dataset. So, in this 

research inspired by Rajpurkar et al (2017) we calculated the class weights for each 

class through equation (3) to provide the custom weights to the model to achieve better 

accuracy. Table 3 shows the class weights for each class after balancing the balancing 

the class weights.  

𝑙𝑜𝑔 𝑙𝑜𝑠𝑠 = 	
1
𝑁*R−J𝑤4J𝑦5 × 𝑙𝑜𝑔	(𝑦6T)K + 𝑤,((1 − 𝑦5) 	× 	𝑙𝑜𝑔(1 − 𝑦6T)))KU

7

52,

 

Whereas in eq (3) 𝑤 denotes weight imbalance between positive and negative 

imbalance samples for class 0 and 1, N is the number of values, 𝑦5 is the actual values 

of the target class, and 𝑦V5 is the predicted probability of the target class.  

3.2.5.2.  Tuning of Hyperparameters  

From the previous research conducted on CheXpert it is evident that 

hyperparameters plays a crucial role in optimizing the training phase. We performed 

multiple iterations with different hyperparameters proposed in literature to achieve 

higher accuracy on CheXpert dataset. From the experimentation it is revealed that 

hyperparameters implemented on chestX-ray14 did not improve accuracy on 

CheXpert. The hyperparameters involved in optimizing training phases are most 

importantly learning rate, Number of epochs, optimizer, Batch size, L2 regularization, 

and activation function. Table 5 shows the best hyperparameters used to train model 

on CheXpert dataset to achieve higher accuracy.  

Table 4 Description of Hyperparameters 
Hyperparameters Description 
learning rate 0.003  
Epochs 400 
Batch size 32 
Optimizer  Adam 
Activation Function Sigmoid 
Loss binary_crossentropy 
Drop out 0.2 

 

3.2.6.   Evaluation Metrics for Multi-label Classification Task 

Multi-label classification is different from single-label classification where the 

prediction is either correct or wrong. Multi-label classification problems require 

special evaluation metric since all the labels are considered. In MLC prediction can be 
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fully correct (positive), partially correct (uncertain) or fully wrong (Negative). The 

evaluation metrics of MLC are categorized into two groups.  

3.2.6.1. Example based metrics  

In this method average difference between the predicted and ground-truth 

classes for each test instance is evaluated and later averaged over all examples in test 

set. Following are the commonly used example-based metrics: 

 
Recall = 

!"
!"#$%

 
 
Precision = 

!"
!"#$"

 
 
F-score = 	2 ×	89:;<=<>?	×@:;ABB

89:;<=<>?+@:;ABB
 

 

3.2.6.2. Labeled based metrics  

This category uses two types of averaging method. Prior, is called macro-

average where the binary evaluation metric is computed for each individual class and 

later averaged over all classes. Whereas the second metric is called micro-average 

binary evaluation metrics is computer for all the samples and classes. Receiver 

operating curve (ROC) also known as AUC is widely used in MLC task since it helps 

in eliminating subjectivity in the threshold selection process, as continuous probability 

derived scores are transformed into binary presence or absence by summarizing 

overall performance of the model over all possible thresholds.
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CHAPTER 4: RESULTS 

In this section we will discuss results obtained from the experimentation 

conducted on the CheXpert dataset. Moreover, we will also compare our results and 

classification approach with literature. This section will also highlight the limitation 

of previous classification techniques and how our proposed approach is a better 

technique for the classification of uncertain (u) labels.  

We have identified that ignoring uncertainty labels during training or removing 

from dataset is not effective approach to handle the uncertainty labels in dataset and 

in particular it is ineffective in case of cardiomegaly. In case of cardiomegaly most of 

the uncertain labels are marginal such as “marginal cardiac enlargement” which if 

ignored would probably cause poorly on the cases which are difficult to differentiate. 

So, explicitly implementing a supervised learning approach such as (U-uncertain, U-

zeros, U-ones, and U-ignore) would either distinguish non-diseased cases as diseased, 

diseased cases as non-diseased cases, or completely ignore uncertain cases. 

Implementing a semi-supervised approach “U-SelfTrained” to differentiate between 

borderline cases from non-borderline cases could allow the model to better delineate 

borderline cases by labelling them with the prediction with higher probability and 

repeated until convergence. Our proposed semi-supervised learning approach has 

achieved highest averaged AUC of 0.863 for all the 14 pathology labels in comparison 

to literature while classifying the uncertain labels in the dataset. 

Table 5 Detailed classification report of 14 pathology labels present in the CheXpert 
dataset 

 
Labels Precision Recall F1-score 
No Finding 0.72 0.84 0.77 

Enlarged Cardiomediastinum 0.63 0.32 0.42 

Cardiomegaly 0.58 0.70 0.64 

Lung Opacity 0.74 0.71 0.73 
Lung Lesion 0.71 0.95 0.81 

Edema 0.69 0.73 0.71 

Consolidation 0.43 0.76 0.55 

Pneumonia 0.64 0.45 0.52 

Atelectasis 0.66 0.65 0.66 
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In this research we implemented self-training technique also known as semi-

supervised learning approach on CheXpert dataset. Table 7 provides the summary of 

classification performance results in terms of F1-score, Precision, Recall, and 

Accuracy. Figure 6 illustrates the AUC values and the ROC curves obtained by the 

classifier on 14 pathology labels. It is evident from the ROC curve and AUC values 

that our model has provided the start of the art results outperforming the previously 

published results in literature. The AUC values are almost similar and high for all 14 

pathology labels.  

 

Pneumothorax 0.64 0.51 0.57 

Pleural Effusion 0.77 0.76 0.77 

Pleural Other 0.59 0.96 0.73 

Fracture 0.52 0.99 0.68 

Support Devices 0.85 0.83 0.84 

Micro average 0.69 0.72 0.70 

Macro average 0.66 0.72 0.67 

Weighted average 0.70 0.72 0.70 

Sample average 0.66 0.69 0.65 

Figure 7 The AUC results and ROC curves obtained on CheXpert dataset. 
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While the dataset suffered from extreme class imbalance as illustrated in figure 

2 and Table 1. To tackle the class imbalance, we used the class weight to balance the 

dataset. Previously, the research published on CheXpert dataset mostly covers to 

frontal CXRs or binary labels excluding the uncertain values and lateral views. 

Moreover, for the visualization of the areas of CXR predicted by the model to be the 

most indicative was done using Gradient-weighted Class Activation Mappings (Grad- 

CAMs). Figure 7 shows the examples of (Grad-CAMs). 

 

 

4.1. Comparison with start of the art methods  

In this section, we compare the results of our proposed approach with state-of-

the-art results on the CheXpert dataset. For a fair comparison, we used the same 

training and test split as used by other researchers in the literature, with 80 percent for 

training and 20 percent for testing. However, in previous methods the researchers 

ignored u label cases or considered u label cases as “positive cases” whereas we 

considered the u labels as unlabeled cases which were labelled by the model with the 

labels with higher probability. Consequently, this approach improves the performance 

of our model. The proposed semi-supervised learning approach yielded the best per-

label AUC in five pathologies: fracture, lung lesion, pleural other, pneumonia, and 

pneumothorax. The highest AUC of 0.88 among all pathology labels was attained for 

Figure 8 Example of Heat Map generated using gradient-weighted class activation mapping (Grad-CAMs) 
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support devices, whereas the highest AUC of 0.87 among all pathology labels in 

comparison to literature was achieved for pneumothorax. Most importantly, this 

comparison proves the validity of the assumption of our paper that using a semi-

supervised approach where the model labels the unlabeled cases with predictions with 

higher probability is the most suitable and accurate approach for the multi-label 

problems, this will drastically improve the classification performance as seen in 

testing accuracy table 3. The proposed semi-supervised learning technique exceeds 

the results published by Allaouzi and Ahmed (2019) and Ho and Gwak. (2019) with 

an average of 1% as described in Table 6. 

Table 6 Comparison of proposed approach with literature 
 

Pathologies Allaouzi & Ahmed 
(2019) Frontal view 

Ho and Gwak (2019) 
Frontal view 

Our Proposed Model  
Frontal/lateral view 

Atelectasis 0.70 0.71 0.69 
Cardiomegaly 0.87 0.79 0.85 
Consolidation  0.74 0.75 0.74 
Edema 0.86 0.86 0.84 
Enlarged Cardio  0.68 0.55 0.67 
Fracture 0.68 0.73 0.77 
Lung Lesion  0.74 0.80 0.76 
Lung Opacity  0.75 0.78 0.73 
No Finding  0.88 0.85 0.87 
Pleural Effusion  0.90 0.89 0.87 
Pleural Other  0.74 0.68 0.81 
Pneumonia  0.76 0.66 0.75 
Pneumothorax  0.84 0.83 0.87 
Support Devices  0.86 0.91 0.88 
Average 0.78 0.77 0.79 

 

Ho and Gwak (2019) implemented the feature extraction technique using the 

model DenseNet121 taking the original CheXpert dataset for the classification of 14 

pathology labels. For the classification of uncertain labels, Ho and Gwak used an SVM 

model that efficiently worked for labels with high class instances, whereas it did not 

perform well for labels that suffered from extreme class imbalance. In literature the 

researchers have implemented the publicly available code of CheXNet of CheXpert 

dataset to determine the benchmark for the 14 pathology labels of CheXpert which 

shows that CheXNet is not efficient at classifying CheXpert labels as it classifies Chest 

X-ray14 efficiently.  

Allaouzi & Ahmed (2019) proposed three different techniques binary 

relevance, label powerset and classifier chains using U-Ignore approach for the 
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classification of uncertain samples. All three techniques performed well on the 

CheXpert dataset whereas Binary Relevance provided the highest test accuracy of 0. 

812.. Even though the technique provided the promising results, but a major drawback 

of this study is that the researchers deleted images labelled as uncertain samples along 

with lateral view images which reduced the size of the dataset drastically. So, it is 

evident that using BR technique along U-Ignore approach to classify uncertain 

samples is not an efficient approach. 
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CHAPTER 5: DISCUSSION  

Multilabel classification has drastically gained a lot of importance in medical 

imaging since the pandemic as several thorax disease cases report the presence of 

multiple diseases. In last 5 years different approaches and datasets are released with 

promising results however, a lot of research is done on Chest Xray-14 dataset and a 

little and limited research is conducted on CheXpert dataset. CheXpert is a large 

dataset that also comprises of not only positive and negative labels but also uncertain 

labels. One thing which common in all the previously published research is that despite 

of implementation of different classification techniques all the published studies have 

used an overparametrized DenseNet121 model with pretrained weights. However, we 

differentiate this study not only by implementing a semi-supervised approach but also 

training same model DenseNet121 with custom class weights to tackle the extreme 

class imbalance in the dataset. To be fair in comparison, we used the same train and 

test split as other methods with 80% for training and 20% for testing. As a result, we 

have noticed the using custom weights instead of pretrained weights did affect the 

performance results of the model showing and increase in accuracy. Our proposed 

method of semi-supervised learning outperformed current state of the models which 

implemented either U-Ones, U-zeros, and U-Uncertain approach to classify uncertain 

samples. There are a few limitations of CheXpert dataset to performing this 

experiment. First, There is an extreme class imbalance within the labels and more 

training data for similar labels need to be available. Second, no patient history is 

available to have the model to access the history of the patient. This is the first detailed 

study of the CheXpert dataset. Previously, all published studies were conducted on 

chest X-ray14 and simultaneously run the same on the model on CheXpert without 

optimizing the parameter or highlighting the limitations of the labels present in 

CheXpert. However, this study not only focused on the classification of all 14 

pathologies present in CheXpert, but also highlighted the limitations of the dataset.
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CHAPTER 6: CONCLUSION  

In this paper, we propose a semi-supervised learning framework, Self-Training 

Model (U-SelfTrained) to address multi-label disease classification in chest 

radiography. The task was carried out using DenseNet-121 with custom weights. 

Through the implementation of custom class weights class imbalance problem is also 

addressed. The evaluation of the model was conducted using the performance metrics 

like F1-score, Recall, Precision, and Average AUC. Self-training approach not only 

accurately predicts positive and negative cases but also it classifies uncertain cases 

accurately. Moreover, U-SelfTrained approach classifies the uncertain cases with 

prediction with higher probability which classifies them either positive or negative 

cases. The quantitative results demonstrates that our method achieves the state-of-the-

art results 0.863 AUROC respectively. To further substantiate this research in future 

train the DenseNet-121 with our custom weights on more balanced data to avoid the 

problem of imbalanced label distribution. This research has crucial practical 

significance of implementation of AI in aiding radiologists to improve the work 

efficiency and diagnostic accuracy which will reduce the chance of misdiagnosis 

drastically and improve the quality of diagnosis in thorax disease detection.  In future 

we plan to research the efficacy of Ensemble technique on common diseases present 

in both the datasets Chest Xray14 and CheXpert by merging them. We further plan on 

developing a model based on natural language processing and Deep learning in which 

model will have the access to patient history provided by the radiologist along with 

the images to classify the samples in datasets available in future.
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