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Abstract

The thesis mainly discusses the influence of Arrhenius activation energy and variable thermal
conductivity on EMHD flow of bionanofluid over a nonlinearly radiating stretching sheet in a
porous medium. Considered partial differential equations (PDEs) for the described model is
written into a system of nonlinear ordinary differential equations (ODEs) by using similarity
transformations. The transformed ODEs are solved numerically by utilizing bvp4c, shooting
method and Galerkin method that are implemented in MATLAB. We see an excellent agreement
of FEM results with other numerical methods like shooting method and bvp4c. Graphical
illustrations are provided to see the varying effects of relevant parameters.
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Chapter 1

Introduction

1.1 Literature review

The study of fluid flow over a stretching sheet has wide range of applications. A sheet is moved
with velocity in order to make the fluid flow. Nonlinearly stretching is described as when the
sheet is stretched with non linear velocity.
Fluids are mostly used as cooling agents in most of cooling system. The base fluid with low
thermal conductivity was a serious limitation to the heat transfer. With the immense tech-
nological advances made over the past few decades in different areas there was an increased
need to address the thermal management issues. Therefore, the nanofluids were introduced.
The term Nanofluid was first coined by Sir Stephen Choi in the 1995. Choi and Eastman
showed that the thermal conductivity significantly increased when magnetic nanoparticles were
suspended within the base fluid [1]. The nanoparticles ranging from size (1-100 nm) when
dispersed uniformly within the basefluids produce nanofluids. Nanofluids are known for their
enhanced thermophysical properties such as thermal conductivity and convective heat transfer
than their base fluids [2]. Numerous applications of heat transfer includes vehicle cooling, elec-
tronic devices, paper production, atomic reactor and many more.
Due to the engineering and industrial applications, the analysis of flow and heat transfer past a
stretching sheet has gained immense interest among researchers. Gupta et al. [3] inquired the
heat and mass transfer with constant temperature of surface in a stretching problem. The evo-
lution of the boundary layer flow induced merely due to the stretching sheet was first studied by
Crane [4]. Heat transfer also occurs through thermal radiation. Variable fluid properties under
the influence of thermal radiation are discussed in [5]. It has multiple applications in turbine,
furnace design and solar collectors. On the other hand, the way buoyancy force influence the
development of velocity and thermal boundary layer flow over a stretching sheet have been
studied by Chen [6].
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Various number of areas crucially base their work on the magnetic field such as magnetic reso-
nance imaging (MRI), geothermal energy extractions and chemical engineering. Combine effect
of both electric and magnetic flows for non-Newtonian nanofluids over a thin needle were dis-
cussed by Maqbool et al. [7].
Over time nanofluid appeared with difficulties. The instability of nanoparticles is often an issue
adding to that mishandling, clogging, insufficient mixing of the sample resulting in reduction
of heat and mass transfer rate [8]. In view of this, fluid having both nanoparticles and living
microorganisms have been introduced. The living organisms in bionanfluid accounts for bio-
convenction. This phenomenon stabilizes the nanoparticles and enhances the thermal and mass
transport susceptibility of the fluid [9]. Uddin et al. [10] explored the concept of bioconvection
nanofluid over a curved surface pertaining to nano-biofuel cells. Aziz et al. [11] explored the
nanofluids free convection flow with microorganisms. Bioconvection along with the suspension
of nanoparticles is key in biotech, environmental systems and biomedical engineering.
Activation energy is the minimum energy required to reactants to undergo chemical transfor-
mation or physical transport. Arrhenius energy with mass transport phenomenon and chemical
reaction has been widely analysed owing to its numerous advantages in compounds invention
and geothermal artificial lake. To provide the activation energy through Arrhenius equation
can be difficult at time as the temperature highy fluctuates with the rate constant. It is cru-
cial to be effective with the reaction and energy discarded as the conversions can have diverse
effect from reactants. Mustafa et al. [12] discussed the properties of magneto-nanofluid with
Activation energy and buoyancy influence. In recent times, many efforts have been made in
this regard as this emerging phenomenon has wide applications discussed in [13], [14] and [15] .

1.2 Fluid

Solid, liquid and gas are three fundamental states in which a substance can exist. Anything in
liquid or gas state is fluid. The distinction between the fluid and solid lies in the reaction to
applied shear stress. A solid can resist the applied shear stress by static deformation whereas
the fluid will result in motion regardless of how small the shear stress is. Fluid flow problems
comes in a wide and different range. To make it easier fluid flow problems are categorized based
on common characteristics.
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1.2.1 Fluid as a continuum

When a material system comprises of continuous material and each particle is a continuum of
matter, the system is said to be a continuum. The continuum hypothesis states that as the
matter is made up of molecules, a large number of molecules are present in a small volume.
Rather than to study the properties of individual particles in the continuum specifically fluid,
we consider the average of the properties for a large number of molecules in vicinity of respec-
tive point(molecule). The averaging of properties for large molecules leads to the postulate for
continuity, that is, the matter is continuously distributed in the whole imagined region, even
in the smallest volumes, with a large number of molecules [16].

1.2.2 Newtonian fluid

The fluids that exhibit constant viscosity under different shear rates given that the temperature
remains constant are known as Newtonian fluids.In other words, a fluid in which viscous stresses
are linearly correlated with the local strain rate. The linear fluids which follows the following
equation

τ = µ
du

dy
, (1.1)

are called Newtonian fluids.

1.2.3 Non-Newtonian fluid

The fluids that violates the Newton’s law for viscosity.

1.2.4 Compressible flow

The compressible flow of fluids occurs when the density of fluids change under pressure. Gases
like air, oxygen, and nitrogen are commonly thought of as compressible fluids [17].

1.2.5 Incompressible flow

A fluid flow with almost constant density is known as incompressible flow. A flow in which
every small volume of fluid that moves within it remains constant in density.
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1.2.6 Steady and unsteady flow

The term steady reflects that there is no change in variable over time.

∂ζ

∂t
= 0. (1.2)

The term unsteady means otherwise that there is change in given variable over time [18].

∂ζ

∂t
6= 0. (1.3)

1.2.7 Magnetohydrodynamics flow

The study of dynamics of electrically conductive fluids under the mgnetic field is called Mag-
netohydrodynamics(MHD). When the conductive fluid is moving in the presence of magnetic
field, then a current is induced by the magnetic field. The flow is modified considerably due
to the affect of magnetic field on the current. Conversely, current modifies the magnetic field.
Therefore, it is a complex interaction between fluid dynamic and magnetic phenomenon. It
is dealt by considering equations of Navier-Stokes for fluid dynaimcs and Maxwell’s equation
of electromagnetism [19]. Anwar et al. [20] investigated the porous channel with generalized
conditions having MHD flow. The Navier-Stokes equation for an MHD flow is as follows

ρ
D
−→
V

Dt
= (
−→
J ×

−→
B ) +

−→O .τ, (1.4)

where
−→
V is the velocity vector, magnetic field is expressed as

−→
B and

−→
J denotes current density.

−→
J = σ(

−→
E +

−→
V ×

−→
B ),

where
−→
E is the elctric field and σ is the electrical conductivity. Lorentz force is given by

−→
V ×

−→
B = B0uk̂, (1.5)

−→
J ×

−→
B = −σB2

0uî. (1.6)

1.3 Boundary layer

In 1904, Prandtl showed that it is possible to study viscous flows by dividing them into two
regions: a region that has a thin layer of flow nearby a solid wall, which is called a boundary
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layer that does not neglect viscous forces and an outer region that can ignore friction [21].
There are few assumptions considered for boundary layer. They are explained for continuity
equation and momentum equation for two dimensional steady and incompressible flow. The
velocity vector is defined as

−→v = u(x, y)̂i+ v(x, y)ĵ (1.7)

The continuity and momentum equation are

ux + vy = 0,

x-direction ρ(uux + vuy) = −Px + µ(uxx + uyy),

y-direction ρ(uvx + vvy) = −Py + µ(vxx + vyy),

(1.8)

The assumptions are

u >> v,
∂

∂y
>>

∂

∂x
, (1.9)

The resulting equations are

ρ(uux + vuy) = −Px + µuyy,

Py = 0.
(1.10)

1.3.1 Momentum boundary layer

To comply with the no slip condition, the fluid particles at the solid surface exhibit the zero
velocity. Subsequently, they effect the velocity of fluid particles of adjacent layer and as result
they further effect the velocity of adjacent fluid particles and so on. This process of slowing of
velocity takes place at a certain distance from a flat surface. Fluid velocity in the boundary
layer varies from 0 to 0.99U∞, where free stream velocity is exhibited by U∞.

1.3.2 Thermal boundary layer

Consider the fluid flow over a heated surface that has higher temperature than the fluid. Con-
sequently, the region of the fluid being heated by the surface is restricted to a thin layer near
the surface and this region where the temperature field exists is called thermal boundary layer.
Subsequently, when we move away from the heated surface, the temperature of the fluid drops
until it becomes equal to that of free stream.
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1.3.3 Concentration boundary layer

The boundary area when the concentration of nanofluid becomes closer to 99% of concentration
of free stream.

The pictorial representation is given below and it is sourced from internet.

1.4 Conservation laws

1.4.1 Mass conservation law

The law states that mass can neither be created nor destroyed. The differential form for mass
conservation is given by

∂ρ

∂t
+
−→O .(ρ

−→
V ) = 0, (1.11)

known as Continuity equation. The equation of continuity is reduced to following eqaution if
flow is incompressible [22].

O.
−→
V = 0. (1.12)
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1.4.2 Momentum conservation law

Newton’s second law
∑
F = ma, is the basis upon which the law of conservation of momentum

is based upon. The rate of change in momentum of a body is equal to the force applied to
it, according to the rule, and it happens in the same direction as the force. The conservation
states that the momentum of system remains constant if no external force is applied.

ρ
d
−→
V

dt
=
−→O .τ + ρ−→g , (1.13)

where τ denotes the stress tensor and d
dt

represents the material time derivative.

1.4.3 Energy conservation law

Energy of the system remains constant although the form of the energy within a system is
changed as it cannot be created or destroyed.

ρCp
dT

dt
=
−→O .(k−→OT ) + φ, (1.14)

where k is the thermal conductivity, T is temperature, φ is the viscous dissipation function.

1.5 Dimensionless parameters

1.5.1 Magnetic parameter (M)

The ratio of Lorentz force to inertial force is the magnetic interaction parameter,

M =
σB2

o

ρa
, (1.15)

where Bo is the magnetic field strength, σ is the electrical conductivity, ρ is the density and a
is the positive constant.

1.5.2 Porosity parameter (Kp)

Porosity parameter is the depiction of microstructures of the material. It is the percentage of
the void spcaes or pores to the total volume.
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1.5.3 Prandtl number (Pr)

Prandtl number is expressed as the ratio between momentum diffusivity to thermal diffusivity.

Pr =
ν

α
=
cpµ

k
, (1.16)

where k and cp are the thermal conductivity and the specific heat respectively.

1.5.4 Eckert number (Ec)

The Eckert number expresses the link between flows kinetic energy and the boundary layer
enthalpy difference to characterise heat transfer dissipation.

Ec =
Advective Transport
Heat Dissipation

=
u2

cp∆T
, (1.17)

where u and cp represent flow velocity and specific heat capacity respectively. The temperature
difference is given by ∆T .

1.5.5 Brownian motion parameter (Nb)

The parameter that accounts for the random, haphazard motion of particles suspended in the
fluid.

Nb =
τDB(Cw − C∞)

ν
, (1.18)

where τ = (ρc)p
(ρc)f

and DB represents Brownian diffusion.

1.5.6 Thermophoresis parameter (Nt)

The parameter that accounts for the transport of particles due to the temperature gradient
created because of fluid in contact with wall with difference in temperature is known as ther-
mophoresis parameter.

Nt =
τDT (Tw − T∞)

ν T∞
, (1.19)

where DT represents thermophoretic diffusion.
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1.5.7 Schmidt number (Sc)

Schmidt number is defined as the ratio between momentum diffusivity and mass diffusivity,
which characterizes the fluid flows.

Sc =
Viscous Diffusion
Mass Diffusion

=
µ

ρD
, (1.20)

where µ is the fluid dynamic viscosity, D is mass diffusivity and ρ is fluid density.

1.5.8 Peclet number (Pe)

The Peclet number represents the ratio between rate of convection to the diffusion rate in the
convection and diffusion transport system.

Pe =
Convective transport rate
Diffusive transport rate

. (1.21)

1.5.9 Biot number (Bi)

It represnts the ratio between the resistance offered to heat transfer by the inside of the body
to the external resistance.

Bi =
Internal conductive resistance
External convective resistance

. (1.22)

1.5.10 Reynolds number (Re)

The Reynolds number refer to the ratio between inertial and viscous forces.

Re =
ρuL

µ
, (1.23)

where u and L represents the flow velocity and characteristic length respectively.

1.5.11 Lewis number (Le)

The ratio between the thermal diffusion to the mass diffusion is represented by the Lewis num-
ber. It characterizes the fluid flows where the simultaneous occurrence of heat and mass transfer
happens. Thus, it explains the relative thickness of thermal and concentration boundary layers.

Le =
Thermal diffusivity
Mass diffusivity

=
α

D
, (1.24)
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where α is given thermal diffusivity and D is mass diffusivity.

1.6 Numerical methods

1.6.1 bvp4c

The bvp4c solver in MATLAB is an effective tool to solve fairly complex problems. For solv-
ing nonlinear systems of equations, the algorithm uses an iteration structure. It is based on
collocation method . The residual of the continuous solution is used for mesh selection and
error control. As bvp4c is an iterative method, the algorithm’s effectiveness will ultimately be
determined by the ability to make an initial guess for the solution. The MATLAB commands
used are

soll = bvp4c(odefun, bcfun, solinit), (1.25)

where odefun is the function of system of first order differential equations, bcfun indicates the
boundary conditions under consideration and solinit forms the initial guess for the boundary
value problem.

1.6.2 Shooting method

In numerical analysis, a boundary value problem is reduced to an initial value problem through
a method called Shooting method. The name ’shoot’ comes from the fact that in order to
determine the needed initial condition, one shoot trajectories in different direction from one
boundary until it hits the other boundary condition. Once the initial guess is chosen, the
root-finding method is applied. Further procedure in practise is to convert the problem to the
system of first order differential equations and solve numerically. A simple example of second
order differential equation along with boundary conditions is solved below.
Consider a differential equation along with subjected boundary conditons. Use Euler’s method
with step size h=3

d2y

dx2
− 2y = 8x(9− x),

y(0) = 0, y(9) = 0.

(1.26)

The solution is mainly divided in four streps. Firstly, we solve the given differential equation
with initial condition method which requires two initial conditions. To find the needed initial
conditions we shoot our assumptions in different trajectories until it coincides with the relevant
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boundary condition.
Let us consider an initial guess as λ1 thus y′(0) = λ1. Let λ1 = 4, therefore problem now
becomes

d2y

dx2
= 2y + 8x(9− x),

y(0) = 0, y′(0) = 4.

In the next step, we convert the second differential equation into the system of first order
differential equations along with the initial condition.

dy

dx
= z = f1(x, y, z),

dz

dx
= 2y + 8x(9− x) = f2(x, y, z).

(1.27)

subjected to the initial conditions

y(0) = 0,
dy

dx
(0) = 4.

In the next step, Euler’s method is applied respectively to corresponding Eq. (1.27) as

Yi+1 = f1(Xi, Yi, Zi)h+ Yi,

Zi+1 = f2(Xi, Yi, Zi)h+ Zi.
(1.28)

Following the calculations, we get

Y3 = Y (9) = 1548 6= y(9) = 0.

As the obtained solution is not the required root, we take another guess y′(0) = λ2 and for this
problem we take λ2 = 24 and repeat the above procedure. The acquired solution using Euler’s
method is

Y3 = Y (9) = −216 6= y(9) = 0,

To better approximate the root we use Secant method. Substituting the values in

Y ′(0) Y (3) ≈ y(9)
4 1548
-24 -216
p q
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p = p0 +
p1 − p0
q1 − q0

(q − q0).

We obtain the root as p = y′(0) = 20.5. Furthermore, we apply the Euler’s method and solution
is

i X Y
0 0 0
1 3 -61.71
2 6 -123.42
3 9 0.03

1.6.3 Finite element method (FEM)

It is a mathematical technique that is used to find the approximate solution of differential
equations that occur in different fields such as engineering and applied sciences. Over time its
use was expanded to the field of continuum mechanics which includes heat transfer and fluid
flow.
To approximate the solution we here use weighted residual approach for FEM. We directly
work on the governing equation. This method can be applied to linear and nonlinear problems.
The method has two basic steps. Firstly, according to the general behaviour of the dependent
variable, we suppose a trial function that should also satisfy the boundary conditions. Then,
we substitute this assumed trial function into the governing differential equation. As this as-
sumed solution is only an approximation of the exact solution, therefore, it will not satisfy the
differential equation instead it will result into an error term generally called as residual. Now
we need to vanish the residual over the whole domain. By doing this process, we will get a
system of algebraic equations. Further step of this technique involves to get the solution of
this system depending on the boundary conditions to get an estimated solution for the problem
under consideration.
Different methods are based on this approach and one of them is Galerkin method. General
steps for solving the differential equation with Galerkin method are explained below.
Let us consider a general second order differential equation along with subjected initial condi-
tions where x ∈ (x0, xn).

d2u

dx2
+ g1

du

dx
+ g2u = 0, (1.29)

along with initial condition

u(0) = 0,

∣∣∣∣dudx

∣∣∣∣
x=xn

= u′.
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In the initial step we assume an approximate solution of u denoted by û. In the next step, we
write the residual equation as we approximate the solution.

R =
d2û

dx2
+ g1

dû

dx
+ g2û. (1.30)

For the Galerkin method, the basis function or interpolation is represented as the weight func-
tion wi(x).
By the method of weighted residual, we have∫ xn

x0

R(x)wi(x) = 0, (1.31)

Substiting Eq. (1.30) in the above Eq. (1.31) we obtain,∫ xn

x0

(
d2û

dx2
+ g1

dû

dx
+ g2û

)
wi(x) = 0, (1.32)

Using integration by parts on the first term of above Eq. (1.32), we obtain weak form

−
∫ xn

x0

dû

dx

dwi
dx

dx+

[
dû

dx
wi

]xn
x0

+

∫ xn

x0

dû

dx
g1widx+

∫ xn

x0

ûg2widx = 0,

Furthermore, we substitue the shape function. Shape functions have two important characeris-
tics:

• The shape function corresponds to 1 at node i and 0 otherwise.

H1(xi) = 1, H1(xi+1) = 0, H2(xi) = 0, H2(xi+1) = 1.

• All shape functions add up to give unity.

2∑
i=1

Hi(x) = 1.

Subsequently we evaluate the integrals for each element. Then we substitute the values of
evaluated integrals in the global matrix. Last step is to substitute the initial conditions and
solve the obtained algebraic systen of equations and hence the solution is obtained.
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Chapter 2

Second grade convective nanofluid flow
with buoyancy effect

2.1 Intoduction

In this chapter, we explore the review problem which can be further seen in [23]. We discuss
the influence on heat flux, mass transfer and solute distributions of buoyancy force in con-
vective second grade nanofluid. We also consider the presence of Brownian diffusion, thermal
diffusion and Newtonian heating. Subsequently, the similarity variable are used to transform
partial differential equations to the ordinary differential equations. Moreover using the method
of bvp4c on MATLAB the system of ordinary differential equations is solved. Furthermore,
the effect of different parameters on skin friction coefficient, local Nusselt number and local
Sherwood number is numerically examined and displayed in form of tables. The impact on
profiles for velocity, temperature and concentration by variation of parameters are investigated
and displayed through graphs.

2.2 Mathematical formulation

Second grade fluid flow is modelled considering the two dimensional laminar, steady and in-
compressible assumptions.
The fluid motion is caused by a stretching sheet with the velocity having components wx(x, t)
and wy(x, t) in direction of x-axis and y-axis respectively.
Under the above assumptions and along with the boundary layer assumptions the system of
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equations is given by Waqas et al. [24]:

∂wx
∂x

+
∂wy
∂y

= 0, (2.1)

wx
∂wx
∂x

+ wy
∂wx
∂y

=ν
∂2wx
∂y2

+
α∗1
ρf

(
∂wx
∂x

∂2wx
∂y2

+ wx
∂3wx
∂y2∂x

+
∂wy
∂y

∂2wy
∂y2

+ wy
∂3wx
∂y3

)
+

1

ρf
[(1− C∞)ρfg(T − T∞)βT − g(C − C∞)(ρp − ρf )] ,

(2.2)

wx
∂T

∂x
+ wy

∂T

∂y
= α

∂2T

∂y2
+ τ

[
DB

∂T

∂y

∂C

∂y
+
DT

T∞

(
∂T

∂y

)2
]
, (2.3)

wx
∂C

∂x
+
∂C

∂y
wy =

∂2C

∂y2
DB +

DT

T∞

∂2T

∂y2
−KR(C − C∞). (2.4)

Here, wx represents the fluid velocity component parallel to x − axis and wy represents fluid
velocity component parallel to y−axis, τ represents specific heat capacity, ν exhibits kinematic
viscosity, α gives the thermal diffusivity, α∗1 gives second grade parameter, βT represents volume
expansion fluid coefficient, cp is the specific heat, DT is the thermal diffusion coefficient, DB

represents the Brownian diffusion, temperature is represented by T , C expresses concentration
distribution, TW gives the wall temperature, CW exhibits concentration at wall, KR is used for
chemical reaction.
The boundary conditions are:

wx = Uw = ax, wy = Vw,
∂T

∂y
= −hs(Tw − T ),

∂C

∂y
= −hc(Cw − C), at y = 0,

wx → 0, wy → 0, T → T∞, C → C∞, as y → y∞.

(2.5)

Here, Uw is fixed for velocity, Vw also represents velocity, hs represents the heat transport coef-
ficient, mass transport coefficient is represented by hc, T∞ gives the ambient temperature, C∞
gives the ambient concentration.

The velocity components are defined as

wx = Uwf
′(η), wy = −

√
aνf(η). (2.6)
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The similarity variables are

η =

√
a

ν
y,

θ =
T − T∞
Tw − T∞

,

φ =
C − C∞
Cw − C∞

.

(2.7)

After applyig the similarity transformation and using Eq. (2.6) - Eq. (2.7) the incomressibility
condition Eq. (2.1) is trivially satisfied while Eq. (2.2) - Eq. (2.4) are reduced to

f ′′′ + ff ′′ + α1(2f
′f ′′′ − (f ′′)2 − ff iv)− (f ′)2 + λ(θ − Nrφ) = 0, (2.8)

θ′′ + NbPrθ′φ′ + PrNt(θ′)2 + Prfθ′ = 0, (2.9)

φ′′ + Lefφ′ +
Nt
Nb

θ′′ −K1φ = 0. (2.10)

Transformed boundary conditions are

f(0) = A, f ′(0) = 1, θ′(0) = −γ1(1− θ(0)), φ′(0) = −γ2(1− φ(0)),

f ′(∞)→ 0, f ′′(∞)→ 0, θ(∞)→ 0, φ(∞)→ 0.

(2.11)

The resulting parameters are

α1 =
α∗1a

ρν
, λ =

(1− C∞)βTg(Tw − T∞)

a2x
, Nr =

(Cw − C∞)(ρp − ρf )
ρf (1− C∞)βT (Tw − T∞)

,

α =
ν

Pr
, Nt =

τDT (Tw − T∞)

νT∞
, Nb =

τDB(Cw − C∞)

ν
,

Le =
ν

DB

, A =
−Vw√
aν
, γ1 = hs

√
ν

a
, γ2 = hc

√
ν

a
.

Here, α1 indicates the parameter for second grade fluid, Nr the buoyancy influence parameter,
λ the mixed convection parameter, Nt the thermophoresis diffusion parameter, Nb represents
the Brownian motion, Le is Lewis number, Pr is the Prandtl number, A is a suction/injection
parameter, γ1 and γ2 are thermal and concentration Biot numbers respectively.
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2.2.1 Skin friction coefficient

It is a dimensionless parameter and a function of Reynolds number Re. Defined as

Cfx =
(τxy)|y=0

ρU2
w

, (2.12)

where,

τxy = µ
∂wx
∂y

+ α∗1(wx
∂2wx
∂y∂x

+ 2
∂wx
∂x

∂wx
∂y

+ wy
∂2wx
∂y2

), (2.13)

Using Eq. (2.6) and Eq. (2.13) in Eq. (2.12) we get,

Cf (Rex)
1
2 = α1(3f

′′(0)− Af ′′′(0)) + f ′′(0). (2.14)

2.2.2 Local Nusselt number

The ratio of the heat transfer by convection and conductive heat transfer. It is a dimensionless
parameter. Defining it as,

Nux =
qwx

k0(Tw − T∞)
, (2.15)

here,

qw = −k0
(
∂T

∂y

)
y=0

, (2.16)

Using Eq. (2.7) and Eq. (2.16) in Eq. (2.15) we get

(Rex)
−1/2Nux = −θ′(0). (2.17)

2.2.3 Local Sherwood number

The ratio of the mass transfer by convection and diffusion mass transfer. It is a dimensionless
parameter.
Defining it as,

Shx =
xjw

D(Cw − C∞)
, (2.18)
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where,

jw = −D
(
∂C

∂y

)
y=0

, (2.19)

Using Eq. (2.7) and Eq. (2.19) in Eq. (2.18) we get

(Rex)
−1/2Shx = −φ′(0). (2.20)

2.3 Numercial methodology

The system of equations Eq. (2.8) - Eq. (2.10) is solved through bvp4cmethod. In this problem,
the initial guesses are precisely made to assure the convergent result. In this case, the values of
parameters are selected in compliance with the convergence criteria. To implement the method,
the system of equations Eq. (2.8) - Eq. (2.10) is converted to system of first order differential
equations and solved along with boundary conditions.
The system of first order differential equations is:

ŷ1 = f, ⇒ ŷ
′

1 = f ′ = ŷ2,

ŷ2 = f ′, ⇒ ŷ
′

2 = f ′′ = ŷ3,

ŷ3 = f ′′, ⇒ ŷ
′

3 = f ′′′ = ŷ4,

ŷ4 = f ′′′, ⇒ ŷ
′

4 =
1

α1ŷ1

[
ŷ4 + α1(2ŷ2ŷ4 − ŷ23)− ŷ22 + ŷ1ŷ3 + λ(ŷ5 − Nrŷ7)

]
,

ŷ5 = θ, ⇒ ŷ
′

5 = θ′ = ŷ6,

ŷ6 = θ′, ⇒ ŷ
′

6 = θ′′ = −NbPrŷ6ŷ8 − PrNtŷ26 − Prŷ1ŷ6,

ŷ7 = φ, ⇒ ŷ
′

7 = φ′ = ŷ8,

ŷ8 = φ′, ⇒ ŷ
′

8 = φ′′ = −Leŷ1ŷ8 −
Nt
Nb

ŷ
′

6 +K1ŷ7.

(2.21)

The boundary conditions from Eq. (2.11) are transformed as

ŷ1(0) = A, ŷ2(0) = 1, ŷ6(0) = −γ1(ŷ5(0) + 1), ŷ8(0) = −γ1(ŷ7(0) + 1),

ŷinf (2), ŷinf (3), ŷinf (5), ŷinf (7).
(2.22)
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2.4 Discussion

We discuss the effect of different parameters on skin friction coefficient, local Sherwood number
and local Nusselt number.

In Table 2.1, we see effect of different parameters on skin friction coefficient.

As Nr is increased, that is the higher buoyancy force restricts the fluid flow and thus the
larger the skin friction coefficient. As α1 which represents the second grade fluid parameter is
increased, we obtain a large value of skin friction coefficient. When the value of λ is increased,
the value of skin friction coefficient is decreased as the convection is enhanced by the fluid
motion. When the value of Nb is increased, the skin friction coefficient is lowered because the
elastic effects become significant thus opposing drag force is lowered. As the value of Nt is
increased, the skin friction coefficient is increased. When the value of Le is increased it does
not have a significant effect on skin friction coefficient.

In Table 2.2, we see the effect of different parameters on Local Nusselt Number.

As the value of Nr is increased, the heat transfer rate is enhanced. When the value of mixed
convecion parameter λ is increased, it does not effect the Nusselt number significantly. As Nb
is increased, the heat transfer rate is enhanced. As Pr is increased, the heat transfer rate is
lowered. When Nt is increased, the heat transfer rate is increased as Nt enhances the convec-
tion rate along the temperature gradient. When Le is increased, an decreasing trend in value
of Nusselt number is noted.

In Table 2.3, we see the effect of different parameters on Sherwood number.

As we increase the value of Nr, a significant change in value of Sherwood number is not
observed. When the value of Nb is increased, the decrease in mass transfer rate is observed. As
the value of Pr is increased, the mass transfer rate is increased. As the value of Nt is increased,
an increase in mass transfer rate is observed due to the increase in temperature gardient. As
Le is increased, lower values for Sherwood number is observed as mass diffusivity is increased.

The graphs are constructed by considering α1=0.2, λ=0.9, Nr=0.1, Pr=7, Le=2, A=0.1.
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Table 2.1: Influence of parameters on skin friction coefficient
considering Pr=7, A=0.1, γ1= 0.1, γ2= 0.1.

Nr α1 λ Nb Nt Le Re
1
2
xCf (bvp4c)

0.1 0.2 0.9 0.1 0.1 2 1.5956
0.4 1.6183
0.6 1.6336
0.1 0.1 1.3824

0.3 1.7942
0.4 1.9807

0.1 0.2 0.1 1.6052
1.9 1.5836
2.0 1.5824

0.1 0.2 0.9 0.3 1.5927
0.5 1.5915
0.7 1.5905

0.1 0.2 0.9 0.1 0.3 1.6011
0.4 1.6038
0.5 1.6066

0.1 0.2 0.9 0.1 0.1 1.9 1.5958
2.1 1.5953
2.2 1.5951

Fig. (2.1), depicts that f ′(η) velocity profile increases with the rise in value of α1. Fig.
(2.2) elaborates that velocity profile f ′(η) rises with the enhancement in value of λ where λ>0
shows assisting flow. Fig. (2.3) depicts that f ′(η) velocity profile lowers as the value of Nr is
enhanced. Fig. (2.4) exhibits that θ(η) decays with the raise in the value of Nb. Fig. (2.5)
elaborates that profile for temperature θ(η) rises with the enhancement in the value of Nt. Fig.
(2.6) potrays that θ(η) lowers owing to the escalating values of Le. Fig. (2.7) depicts that
θ(η) rises owing to the rise in value of Nr. Fig. (2.8) exhibits that the solute distribution φ(η)

decays with the enhancement in the value of Nb. Fig. (2.9) potrays that the solute distribution
φ(η) elevates with the rising values of Nt. Fig. (2.10) is drawn to see the impact on the solute
distribution φ(η) with the enhaced value of Le. Fig. (2.11) potrays that the solute distribution
φ(η) is enhanced with the increase in the value of Nr.
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Table 2.2: Influence of parameters on local Nusselt number
considering α1=0.2, A=0.1, γ1= 0.1, γ2= 0.1.

Nr λ Nb Pr Nt Le Re
−1
2
x Nux(bvp4c)

0.1 0.9 1 7 1.2 2 0.10723
0.5 0.10724
0.6 0.10725
0.1 0.2 0.10724

0.9 0.10723
1.2 0.10722

0.1 0.9 0.3 0.10615
0.4 0.10628
0.9 0.10705

0.1 0.9 1 2 0.11364
4 0.10934
6 0.10772

0.1 0.9 1 7 0.2 0.10554
0.3 0.10567
0.8 0.10645

0.1 0.9 1 7 1.2 1 0.10727
1.2 0.10726
1.5 0.10725

Table 2.3: Influence of parameters on local Sherwood number
considering α1=0.2, λ=0.9, A=0.5, γ1= 0.1, γ2= 0.1.

Nr Nb Pr Nt Le Re
−1
2
x Shx(bvp4c)

0.1 0.1 7 0.2 2 0.11403
0.8 0.11404
1.9 0.11406
0.1 0.3 0.10813

0.5 0.10696
0.6 0.10666

0.1 0.1 1 0.11149
4 0.11341
5 0.11367

0.1 0.1 7 0.1 0.10962
0.4 0.12279
0.6 0.13147

0.1 0.1 7 0.2 1.8 0.11489
1.9 0.11444
2.1 0.11363
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Figure 2.1: Computation of profile for velocity with respect to varied α1.

Figure 2.2: Computation of profile for velocity with respect to varied λ.
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Figure 2.3: Computation of profile for velocity with respect to varied Nr.

Figure 2.4: Computation of profile for temperature with respect to varied Nb.
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Figure 2.5: Computation of profile for temperature with respect to varied Nt.

Figure 2.6: Computation of profile for temperature with respect to varied Le.
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Figure 2.7: Computation of profile for temperature with respect to varied Nr.

Figure 2.8: Computation of profile for concentration with respect to varied Nb.
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Figure 2.9: Computation of profile for concentration with respect to varied Nt.

Figure 2.10: Computation of profile for concentration with respect to varied Le.
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Figure 2.11: Computation of profile for concentration with respect to varied Nr.
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Chapter 3

Impact of Arrhenius activation energy on
bionanofluid MHD flow with variable
thermal conductivity over nonlinearly
stretching sheet

3.1 Introduction

In this chapter, we discuss the extension work that is motivated by Prasannakumara et al. [25]
that explores the influence of Arrhenius activation energy and variable thermal conductivity on
EMHD flow of bionanofluid over a nonlinear radiating stretching sheet in a porous medium is
analyzed. A considered partial differential equations (PDEs) for the above model is written into
a non-linear ordinary differential equations (ODEs) while applying similarity transformations.
The resultant ODEs are solved by utilizing numerical methods such as bvp4c, shooting method
and Galerkin method that is implemented in MATLAB. Graphs illustrate the effects of vari-
ous relevant parameters and tables depict the influence of various parameters on local Nusselt
number, skin friction coefficient, local Sherwood number and density of motile microorganisms.

3.2 Mathematical formulation

We consider the flow of bionanofluid over a nonlinear stretching sheet having MHD two-
dimensional laminar steady flow with variable thermal conductivity, thermal radiation, Ar-
rhenius activation energy and convective mass and heat boundary conditions. The surface
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is assumed at y = 0. Normal to the direction of flow are applied variable magnetic field
B(x) = Box

m−1
2 and variable electric field E(x) = Eox

m−1
2 . The sheet at x − axis is being

stretched with velocity uw = axm where a,m > 0 are positive constants. The induced magnetic
field is assumed to be negligible as the magnetic Reynolds number is less than unity. The 2-D
MHD boundary layer flow equations are given by [26]:

ux + vy = 0, (3.1)

uux + vuy =νuyy −
σ

ρf

(
B2(x)u− E(x)B(x)

)
+

1

ρf
((1− C∞)ρf∞βTg

∗(T − T∞)−

(ρp − ρp∞)βcg
∗(C − C∞))− ν

Kp∗
u, (3.2)

uTx + vTy =
1

(ρcp)f
(kTy)y −

1

(ρcp)f
(qr)y +

Q(x)

(ρcp)f
(T − T∞) +

σ

(ρcp)f
(uB(x)−

E(x))2 +
µ

(ρcp)f
(uy)

2 + τ

(
DBCyTy +

DT

T∞
(Ty)

2

)
, (3.3)

uCx + vCy = DBCyy +
DT

T∞
Tyy −K2

r (C − C∞)

(
T

T∞

)n
e

(
−Ea
KBT

)
, (3.4)

uNx + vNy +
bwc

(Cw − C∞)
NCyy +

bwc
(Cw − C∞)

NyCy = DnNyy. (3.5)

where u represents the fluid movement component parallel to x − axis and v represents fluid
movement component parallel to y − axis, σ exhibits the electrical conductivity, ρf is bio-
nanofluid’s density, τ is the ratio of given heat capacity of nanoparticles versus the heat capac-
ity of the given nanofluid, B denotes the magnetic field applied transverse to the direction of
flow, g∗, βt and βc are respectively gravitational acceleration, volumetric thermal and solutal
expansion coefficients. Here temperature is represented with T , the nanoparticles concentra-
tion is represented by C, N is the concentration of microorganisms, Kp∗ is permeability of the
porous medium, specific heat constant is represented by cp, DB represents Brownian diffusion,
DT and Dn are thermophoretic diffusion and diffusivity of microorganism respectively. qr rep-
resents the heat flux through radiation, Q(x) depicts the volumetric rate of heat generation
and absorption. Kr is chemical reaction rate, n is fitted rate constant, Ea is activation energy,
KB is Boltzmann constant. Maximum swimming speed of cell is represented with wc and b is
chemotaxis constant.
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The subjected boundary conditions are expressed as :

y = 0 : u = uw = axm, v = 0, −k0
∂T

∂y
= h1(Tw − T ), −D∂C

∂y
= (Cw − C)h2, N = Nw,

y →∞ : u→ 0, C → C∞, T → T∞, N → N∞. (3.6)

Here h1 and h2 are heat and mass transfer coefficients respectively. Tw is defined as the tem-
perature of the fluid at the wall, CW is defined as the concentration of nanoparticles in the fluid
at the wall, NW is defined as the motile microorganism density at the wall. T∞ represents the
temperature of the free stream, C∞ gives the concentration of the free stream, N∞ represents
the motile microorganism density of the free stream.
The velocity components are defined as:

u = axmf
′
(η), v = −

√
νa(m+ 1)

2
x
m−1

2 (f(η) + η
m− 1

m+ 1
f
′
(η)), (3.7)

The similarity variables are:

η = y

√
a(m+ 1)

2ν
x
m−1

2 , (3.8)

θ(η) =
T − T∞
Tw − T∞

, (3.9)

φ(η) =
C − C∞
Cw − C∞

, (3.10)

χ(η) =
N −N∞
Nw −N∞

. (3.11)

After applying the similarity transformation and using Eq. (3.7) - Eq. (3.11), the incom-
pressibilty condition Eq. (3.1) is trivially satisfied while Eq. (3.2) - Eq. (3.5) are reduced
to:

f
′′′

+ ff
′′ − 2m

m+ 1
f
′2 −M(f

′ − E1) + λ(θ −Nrφ)−Kpf ′ = 0, (3.12)

(1 + εθ +
4

3
Rd)θ

′′
+ εθ

′2
+ Pr0(fθ

′
+MEc(f

′ − E1)
2 + Ecf

′′2
+Nbθ

′
φ
′
+Ntθ

′2
+ sθ) = 0,

(3.13)
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φ
′′

+
Nt

Nb
θ
′′

+ Sc(fφ
′ − 2

m+ 1
σ1φ(1 + δθ)ne

−E
1+δθ ) = 0, (3.14)

χ
′′

+ Sbfχ
′ − Pe(χφ′′ + χ

′
φ
′
) = 0, (3.15)

From Prasad et al. [27] the thermal conductivity k is

k(T ) = k0(1 + εθ), (3.16)

The corresponding transformed boundary conditions are given as:

f(0) = 0, f ′(0) = 1, θ
′
(0) = −β1(1− θ(0)), φ

′
(0) = −β2(1− φ(0)), χ(0) = 1,

f ′(∞) = 0, θ(∞) = 0, φ(∞) = 0, χ(∞) = 0. (3.17)

The resulting parameters are

M =
2σB2

0

(m+ 1)ρfa
, E1 =

E0

uwB0

, Kp =
2νx

(m+ 1)uwKp∗
,

Gr =
2g∗βt(1− C∞)ρf∞(Tw − T∞)x3

ρfν2(m+ 1)
, Nr =

(ρp − ρf∞)βc(Cw − C∞)

(1− C∞)ρfβt(Tw − T∞)
,

λ =
Gr

Re2x
, P r0 =

µcp
k0
, Rd =

4σ∗T 3
∞

k0k∗
, s =

2Qx

(ρCp)fuw(m+ 1)
,

Ec =
u2w

cp(Tw − T∞)
, Nb =

τDB(Cw − C∞)

ν
, Nt =

τDT (Tw − T∞)

νT∞
,

Sc =
ν

DB

, E =
−Ea
KBT∞

, σ1 =
Kr2x

uw
, δ =

Tw − T∞
T∞

,

β1 =
h1
k0

√
2ν

a(m+ 1)
x
−m+1

2 , β2 =
h2
D

√
2ν

a(m+ 1)
x
−m+1

2 ,

Sb =
ν

Dn

, P e =
bwc
Dn

.

Here, M denotes the magnetic parameter, E1 is an electric parameter, Kp is the parameter
for porosity, Gr represents the Grashof number, Nr represents the ratio of buoyancy param-
eter, mixed convection parameter is λ, Prandtl number is represented by Pr, Rd denotes the
radiation parameter, local heat source parameter is depicted by s, Ec is the Eckert number,
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parameter for Brownian motion is Nb, thermophoresis parameter is Nt, Sc denotes Schmidt
number, E is activation parameter, σ1 is chemical reaction parameter, δ is temperature differ-
ence, β1 and β2 are thermal and concentration Biot numbers respectively, Sb is bio convection
Schmidt number and Pe is the Peclet number.

3.2.1 Skin friction coefficient

A key dimensionless parameter that determine the frictional drag on the surface is defined as
skin friction coefficient Cf . It is described as

Cfx =
τ ∗w
ρu2w

, (3.18)

here the wall shear stress is written as τ ∗w = µ(∂u
∂y

)y=0. Thus we get

Cf
√
Rex =

√
m+ 1

2
f
′′
(0), (3.19)

where Rex = uwx
ν

is known as the local Reynolds number.

3.2.2 Local Nusselt number

We measure local Nusselt number Nux at the surface to quantify the heat transfer at the wall.

Nux =
xqw

k0(Tw − T∞)
, (3.20)

where qw = −k0(∂T∂y )y=0,. Thus we get

Re
−1
2
x Nux = −

√
m+ 1

2
(1 +

4Rd

3
)θ
′
(0). (3.21)
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3.2.3 Local Sherwood number

It is defined as

Shx =
xjw

D(Cw − C∞)
, (3.22)

where jw = −D(∂C
∂y

)y=0,. We get

Re
−1
2
x Shx = −

√
m+ 1

2
φ
′
(0). (3.23)

3.2.4 Local density of motile microorganisms

To define the motile microorganism’s local density, we describe

Nnx =
xiw

Dn(Nw −N∞)
, (3.24)

where iw = −Dn(∂N
∂y

)y=0. We get

Re
−1
2
x Nnx = −

√
m+ 1

2
χ
′
(0). (3.25)

3.3 Numerical Process

3.3.1 Linearization

To solve the system of ODEs with FEM, we make following transformation that is to transform
the third order derivative into second order derivative. For details refer [28].

f ′ = F, (3.26)

Thus the said system of equation will become as

F ′′ + fF ′ − 2m

m+ 1
F 2 −M(F − E1) + λ(θ −Nrφ)−KpF = 0, (3.27)
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θ′′+
ε

1 + εθ + 4
3
Rd

θ′2+
Pr0

1 + εθ + 4
3
Rd

(
fθ′ +MEc(F − E1)

2 + EcF
′2 +Nbθ

′φ′ +Ntθ
′2 + sθ

)
= 0,

(3.28)

φ′′ +
Nt

Nb

θ′′ + Sc

(
fφ′ − 2

m+ 1
σ1φ(1 + δθ)ne

−E
1+δθ

)
= 0, (3.29)

χ′′ + Sbfχ− Pe(χφ′′ + χ′φ′) = 0. (3.30)

The corresponding boundary conditions will become

η = 0 : f = 0, F = 1, θ′ = −(1− θ)β1, φ′ = −(1− φ)β2, χ = 1,

η →∞ : F = 0, θ = 0, φ = 0, χ = 0.
(3.31)

The above equations are non-linear and coupled. We will use Taylor series to linearize them.
We start with Eq. (3.27).

F ′′ = −fF ′ + 2m

m+ 1
F 2 +M(F − E1)− λ(θ −Nrφ) +KpF,

In the above equation, we define h(η, F, F ′) as

h(η, F, F ′) = −fF ′ + 2m

m+ 1
F 2 +M(F − E1)− λ(θ −Nrφ) +KpF,

Now we define,

An = −
(
∂h

∂F ′

)
n

= −[−fn] = fn,

Thus,
An = fn,

And,

Bn = −
(
∂h

∂F

)
n

= −
[

4m

m+ 1
Fn +M +Kp

]
,

Bn = − 4m

m+ 1
Fn −M −Kp,

Now,

Dn = h(η, Fn, F
′
n)−

(
∂h

∂F

)
n

Fn −
(
∂h

∂F ′

)
n

F ′n,

Dn = h(η, Fn, F
′
n) +BnFn + AnF

′
n,
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where h(η, Fn, F
′
n) , An and Bn are defined above. Hence, the linearized equation for F is given

as
F ′′n+1 + An(η, Fn, F

′
n)F ′n+1 +Bn(η, Fn, F

′
n)Fn+1 = Dn(η, Fn, F

′
n),

Similarly, for other equations Eq. (3.28), Eq. (3.29) and Eq. (3.30) same procedure as above
is used to obtain the system of linear equation along with boundary conditions.

3.3.2 Finite element method

The system of ODE’s is linearized using Taylor series and we get the following system that will
be solved iteratively.

f ′ = F, (3.32)

F ′′n+1 + An(η, Fn, F
′
n)F ′n+1 +Bn(η, Fn, F

′
n)Fn+1 = Dn(η, Fn, F

′
n), (3.33)

θ′′n+1 + An(η, θn, θ
′
n)θ′n+1 +Bn(η, θn, θ

′
n)θn+1 = Dn(η, θn, θ

′
n), (3.34)

φ′′n+1 + An(η, φn, φ
′
n)φ′n+1 +Bn(η, φn, φ

′
n)φn+1 = Dn(η, φn, φ

′
n), (3.35)

χ′′n+1 + Anχ
′
n+1(η, χn, χ

′
n) +Bn(η, χn, χ

′
n)χn+1 = Dn(η, χn, χ

′
n), (3.36)

Along with the boundary conditions

η = 0 : f = 0, F = 1, θ′ = −β1(1− θ), φ′ = −β2(1− φ), χ = 1,

η →∞ : F = 0, φ = 0, θ = 0, χ = 0.
(3.37)

Finite element method at first will be used for Eq. (3.33). For simplicity we write it as follows:

F ′′n+1 + AnF
′
n+1 +BnFn+1 = Dn, (3.38)

Multiplying the Eq. (3.38) to a weight function w(η) and integrating over the domain [a,b], we
get ∫ b

a

(
d2Fn+1

dη2
+ An

dFn+1

dη
+BnFn+1

)
w(η)dη =

∫ b

a

Dnw(η)dη,
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∫ b

a

d2Fn+1

dη2
w(η)dη +

∫ b

a

An
dFn+1

dη
w(η)dη +

∫ b

a

BnFn+1w(η)dη =

∫ b

a

Dnw(η)dη,

Integrate the left hand side by parts. For Drichlit boundary conditions, weight function w(η) is
chosen in such a way that it has zero value at the boundary that is w(a)=w(b)=0. Therefore,
above equation will become

−
∫ b

a

dFn+1

dη

dw
dη
dη +

∫ b

a

An
dFn+1

dη
w(η)dη +

∫ b

a

BnFn+1w(η)dη =

∫ b

a

Dnw(η)dη, (3.39)

The above Eq. (3.39) is a weak formulation. Let the solution be of the form

Fn+1 =
Ne∑
i=1

φi(Fn+1)i,

where φi are the basis function and Ne are total number of nodes in an element.

Here, we use Galerkin method that requires the basis function to be defined same as above.
Furthermore, if [ηi, ηi+1] are nodes of finite element, then Eq. (3.39) will become

−
Ne∑
i=1

[∫ ηi+1

ηi

dφi
dη

dφj
dη

dη

]
(Fn+1)i +

Ne∑
i=1

[∫ ηi+1

ηi

An
dφi
dη

φjdη

]
(Fn+1)i

+
Ne∑
i=1

[∫ ηi+1

ηi

Bnφiφjdη

]
(Fn+1)i =

∫ ηi+1

ηi

Dnφjdη,

Ne∑
i=1

[
−
∫ ηi+1

ηi

dφi
dη

dφj
dη

dη +

∫ ηi+1

ηi

An
dφi
dη

φjdη +

∫ ηi+1

ηi

Bnφiφjdη

]
(Fn+1)i =

∫ ηi+1

ηi

Dnφjdη,

(3.40)
Defining the following notations:

Lij = −
∫ ηi+1

ηi

dφi
dη

dφj
dη

dη,

Cij =

∫ ηi+1

ηi

An
dφi
dη

φjdη,
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Mij =

∫ ηi+1

ηi

Bnφiφjdη,

Rj =

∫ ηi+1

ηi

Dnφjdη,

where,
Kij = Lij + Cij +Mij,

Thus Eq. (3.40) becomes
Ne∑
i=1

Kij(Fn+1)i = Rj,

For a single element the matrix will be as follows and called as element stiffness matrix.[
K11 K12

K21 K22

][
F1

F2

]n+1

=

[
R1

R2

]

The global stiffness matrix will be defined as below:

K11 K12 0 · · · 0

K21 K22 K23 · · · 0

0 K32 K33 · · · 0
...

...
... . . . ...

0 0 0 · · · KNN





F1

F2

F3

...
FN



n+1

=



R1

R2 +R3

R3 +R4

...
RN


(3.41)

Similarly, for other remaining equations we observe the same above procedure and solve them
by using MATLAB.

3.3.3 Shooting method

In shooting method, a boundary value problem is transformed into an initial value problem. It
is then reduced to a system of first order ODEs. To apply the method an initial guess is chosen.
Then initial value problem is solved by using numerical method like Runge-Kutta method of
order 5. For further details refer [29]. To transform the non-linear ODEs into system of first
order differential equations we define as
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y1 = f, y2 = f ′, y3 = f ′′,

y4 = θ, y5 = θ′,

y6 = φ, y7 = φ′,

y8 = χ, y9 = χ′.

(3.42)

Using (3.42) we get the following system of first order differential equations,

y′1 = y2,

y′2 = y3,

yy1 = y′3 = −y1y3 +
2m

m+ 1
y22 +M(y2 − E1)− λ(θ −Nrφ) +Kpy2,

y′4 = y5,

yy2 = y′5 = −εy25 −
Pr0

(1 + εθ + 4
3
)Rd

(
y1y5 +MEc(y2 − E1)

2 + Ecy23 +Nby5y7 +Nty25 + sy4
)
,

y′6 = y7,

yy3 = y′7 = −Nt
Nb

y
′

5 − Sc
(
y1y7 −

2m

m+ 1
σ1φ(1 + δθ)ne

−E
1+δθ

)
,

y′8 = y9,

yy4 = y′9 = −Sby1y9 + Pe(y8y
′

7 + y7y9).

(3.43)

The boundary conditions (3.17) are transformed into initial booundary conditions as

f(0) = 0, f ′(0) = 1, f ′′(0) = λ1, θ(0) =
λ2 + β1
β1

, θ′(0) = λ2,

φ(0) =
λ3 + β2
β2

, φ′(0) = λ3, χ(0) = 1, χ′(0) = λ4.

(3.44)

where λ1, λ2, λ3 and λ4 are initial guesses.

Then we solve using MATLAB.

3.3.4 bvp4c

In this problem, we use MATLAB bvp4c solver. Obtained results through shooting method and
Galerkin method are verified using bvp4c method. Initial mesh points are given by initial guess
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to get the required accuracy. For more details see [30].
To apply bvp4c method, we consider the system of first order differential equations defined in
(3.43). The corresponding boundary conditions are

y1(0) = 0, y2(0) = 1, y5(0) = β1(y4(0)− 1), y7(0) = β2(y6(0)− 1), y8(0) = 1,

yinf (2) = 0, yinf (4) = 0, yinf (6) = 0, yinf (8) = 0.
(3.45)

3.4 Discussion

Table 3.1: Comparison of −θ′(0) for various values of Pr0.

Pr0 Goyal and Bhargava [31] Sidawi and Gorla [32] Current Results
(bvp4c) (FEM)

0.07 0.0698 0.0656 0.0656 0.0698
0.20 0.1691 0.1691 0.1691 0.1691
0.70 0.4539 0.5349 0.4539 0.4540
2.00 0.9113 0.9114 0.9114 0.9114
7.00 1.8954 1.8954 1.8954 1.8955
20.00 3.3539 3.3539 3.3539 3.3540
70.00 6.4621 6.4622 6.4623 6.4621

In Table 3.1, a comparison is drawn for the case of−θ′(0) for different values of Pr0 with pub-
lished results. An excellent agreement between the published and present results are achieved.

In Table 3.2, we discuss the impact of different parameters on skin friction coefficient.
For Table 3.2, the M indicates a magnetic parameter. It represents the Lorentz force applied
normally that opposes the flow of fluid. As M is enhanced, the value of skin friction coefficient
is enlarged.

The parameter λ is a mixed convection parameter. With the enhancement in λ the skin friction
coefficient decreases.

The parameter Nr represents the ratio of buoyancy parameter. Physically, as we increase the
value of Nr, the stronger buoyancy force acting normally supports the vertical flow of nanofluid.
Therefore, the value of skin friction coefficient is increased.

The Kp indicates the porosity parameter. As we increase the value of Kp the velocity of
nanofluid decreases thus the value of skin friction coefficient increases.

46



Table 3.2: Effect of different parameters on skin friction coefficient
considering m=1, E1=0, ε=0.1, Sc=1, E=0.5, δ=0.3, σ1=0.3, n=0.5, Sb=0.5, Pe=0.5, β1=0.4,

β2=0.4.

M λ Nr Kp Rd Pr Ec Nb Nt s bvp4c SM FEM Abs.Diff
(bvp4c-FEM)

0.2 1.2480 1.2480 1.2508 2.8000e-03
0.5 1.3462 1.3461 1.3487 2.5000e-03
0.7 1.4074 1.4074 1.4102 2.8000e-03
0.3 0.3 1.2535 1.2533 1.2574 3.9000e-03

0.5 1.1996 1.1991 1.1999 3.0000e-04
0.7 1.1486 1.1481 1.1490 4.0000e-04

0.3 0.2 0.4 1.2852 1.2850 1.2885 3.3000e-03
0.5 1.2887 1.2884 1.2927 4.0000e-03
0.8 1.2989 1.2987 1.3053 6.4000e-03

0.3 0.2 0.3 0.6 1.3169 1.3167 1.3194 2.5000e-03
0.7 1.3513 1.3511 1.3537 2.4000e-03
0.9 1.4175 1.4173 1.4197 2.2000e-03

0.3 0.2 0.3 0.5 0.4 1.2812 1.2810 1.2838 2.6000e-03
0.5 1.2807 1.2805 1.2832 2.5000e-03
0.7 1.2795 1.2793 1.2820 2.5000e-03

0.3 0.2 0.3 0.5 0.3 6.2 1.2811 1.2809 1.2837 2.6000e-03
7 1.2818 1.2816 1.2844 2.6000e-03
7.5 1.2821 1.2819 1.2848 2.7000e-03

0.3 0.2 0.3 0.5 0.3 6.8 0.5 1.2486 1.2485 1.2508 2.2000e-03
0.6 1.2329 1.2326 1.2348 1.9000e-03
0.9 1.1871 1.1869 1.1891 2.0000e-03

0.3 0.2 0.3 0.5 0.3 6.8 0.3 0.4 1.2782 1.2780 1.2808 2.6000e-03
0.5 1.2747 1.2745 1.2774 2.7000e-03
0.8 1.2634 1.2633 1.2663 2.9000e-03

0.3 0.2 0.3 0.5 0.3 6.8 0.3 0.3 0.2 1.2781 1.2780 1.2812 3.1000e-03
0.3 1.2734 1.2736 1.2774 4.0000e-03
0.4 1.2681 1.2683 1.2729 4.8000e-03

0.3 0.2 0.3 0.5 0.3 6.8 0.3 0.3 0.1 0.1 1.2817 1.2817 1.2843 2.6000e-03
0.15 1.2735 1.2736 1.2762 2.7000e-03
0.2 1.2632 1.2629 1.2659 2.7000e-03

The parameter Rd represents the radiation parameter. As we increase the radiation parameter,
the negligible effects are observed on the skin friction coefficient. The parameter Pr represents
the Prandtl number. Increasing Prandtl number has negligible effects on the skin friction co-
efficients. The parameter Ec is the Eckert number. As we increase the Eckert number the
skin friction coefficient decreases. The parameter Nt represents the thermophoresis parameter.
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They have negligible effect on flow velocity and consequently on the coefficient of skin friction.

The s represents the local heat source/sink parameter. As we increase the value of s we observe
an increase in the flow velocity and thus it overcomes the resistance. Therefore, the value of
the skin friction coefficient decreases.

Table 3.3: Effect of different parameters on local Nusselt number
considering m=1, ε=0.2, s=0.1, Sc=1, E=0.5, σ1=δ=0.3, n=0.5, Sb=0.5, Pe=0.5, Nb=0.3, β1=0.4,
β2=0.4.

M E1 λ Nr Kp Rd Pr Ec Nt bvp4c SM FEM Abs.Diff
(bvp4c-FEM)

0.2 0.1166 0.1164 0.1188 2.2e-03
0.5 0.0395 0.0393 0.0429 3.4e-03
0.6 0.0148 0.0145 0.0154 6.0e-04
0.3 0 0.0904 0.0902 0.0930 2.6e-03

0.1 0.1164 0.1163 0.1130 3.4e-03
0.2 0.1373 0.1371 0.1332 4.1e-03

0.3 0 0.3 0.0977 0.0975 0.0995 1.8e-03
0.5 0.1184 0.1184 0.1112 7.2e-03
0.7 0.1314 0.1312 0.1310 4.0e-04

0.3 0 0.2 0.4 0.0887 0.0885 0.0888 1.0e-04
0.5 0.0869 0.0866 0.0886 1.7e-03
0.8 0.0816 0.0816 0.0818 2.0e-04

0.3 0 0.2 0.3 0.6 0.0791 0.0789 0.0785 6.0e-04
0.7 0.0679 0.0678 0.0678 1.0e-04
0.8 0.0568 0.0568 0.0569 1.0e-04

0.3 0 0.2 0.3 0.5 0.4 0.1063 0.1062 0.1088 2.5e-03
0.5 0.1223 0.1220 0.1247 2.4e-03
0.7 0.1542 0.1540 0.1563 2.1e-03

0.3 0 0.2 0.3 0.5 0.3 2 0.1318 0.1321 0.1310 8.0e-04
5 0.1118 0.1118 0.1133 1.5e-03
7.5 0.0819 0.0819 0.0829 1.0e-03

0.3 0 0.2 0.3 0.5 0.3 6.8 0.1 0.2909 0.2909 0.2928 1.9e-03
0.2 0.1883 0.1882 0.1905 2.2e-03
0.3 0.0904 0.0901 0.0903 1.0e-04

0.3 0 0.2 0.3 0.5 0.3 6.8 0.3 0.2 0.0709 0.0709 0.0710 1.0e-04
0.3 0.0503 0.0500 0.0511 8.0e-04
0.4 0.0283 0.0280 0.0289 6.0e-04

In Table 3.3, we discuss the influence of various parameters on loacl Nusselt number.
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The m represents a positive constant. As the value of m is increased, we observe a decrease in
the value of local Nusselt number.

The increase in magnetic field parameter M hinders the motion of the fluid which result into
lowering of heat transfer rate.

The E1 represents the electric field parameter. The increase in electric parameter results in
increase of Nusselt number. The temperature difference between the surface and upper layers
increases and thus the rate at which heat is transferred increases.

The λ represents the mixed convection parameter. The increase in value of λ causes Nux
to increase. Mixed convection aids the flow of fluid in order to transfer heat.

The Nr represents the ratio of buoyancy parameter. It has negligible effect on heat trans-
fer rate. The increase in porosity parameter Kp decreases the heat transfer rate. The heat
transfer rate reduces when fluid attracts to pores structured medium.

The radiation parameter is represented by Rd. The increase in Rd results in increase of heat
transfer rate. The radiation is absorbed by the particles of the system and thus creating a
temperature difference between surface and upper layers. Therefore, the heat is transferred at
a higher rate.

The Eckert number is represented by Ec. An increase in Ec resulted in decrease of heat transfer
rate. The Ec is the relationship between a flow’s kinetic energy and boundary layer enthalpy
difference and characterizes the heat transfer dissipation. So as we increase Ec it lowers the
heat transfer rate.

The thermophoresis is represented by Nt. The increase in the value of Nt resulted into de-
crease of Nusselt number. The increase in Pr results in decrease of heat transfer rate.

In Table 3.4, we discuss the effect of different parameters on local Sherwood number. As m
increases the Sherwood number increases. For the parameters E1, Kp, Rd, Ec, Nb and n the
Sherwood number has negligible change in its values. For Sc the Sherwood number decreases.
For σ1, E and δ there is negligible change in the Sherwood number.
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Table 3.4: Effect of different parameters on local Sherwood number
considering m=1, M=0.3, λ=0.2, Nr=0.3, ε=0.2, Nt=0.1, Pr=6.8, s=0.1, Sb=0.5, Pe=0.5, β1=0.4,
β2=0.4.

E1 Kp Rd Ec Nb Sc σ1 E δ n bvp4c SM FEM Abs.Diff
(bvp4c-FEM)

0.3 0.2855 0.2856 0.2643 2.12e-02
0.5 0.2864 0.2864 0.2656 2.08e-02
0.7 0.2863 0.2861 0.2677 1.86e-02
0.5 0.6 0.2858 0.2858 0.2665 1.93e-02

0.7 0.2860 0.2859 0.2675 1.85e-02
0.9 0.2864 0.2864 0.2695 1.69e-02

0.5 0.5 0.4 0.2849 0.2849 0.2649 2.00e-02
0.5 0.2844 0.2844 0.2644 2.00e-02
0.7 0.2836 0.2835 0.2635 2.01e-02

0.5 0.5 0.3 0.2 0.2817 0.2817 0.2598 2.19e-02
0.3 0.2856 0.2855 0.2656 2.00e-02
0.5 0.2925 0.2925 0.2752 1.73e-02

0.5 0.5 0.3 0.3 1.3 0.2856 0.2855 0.2657 1.99e-02
1.7 0.2859 0.2859 0.2664 1.95e-02
2 0.2862 0.2862 0.2671 1.91e-02

0.5 0.5 0.3 0.3 1 1 0.2649 0.2648 0.2435 2.14e-02
1.3 0.2785 0.2785 0.2580 2.05e-02
1.5 0.2856 0.2855 0.2656 2.00e-02

0.5 0.5 0.3 0.3 1 1.5 0.5 0.2939 0.2939 0.2800 1.39e-02
0.6 0.2975 0.2975 0.2855 1.20e-02
0.9 0.3061 0.3066 0.2980 8.10e-03

0.5 0.5 0.3 0.3 1 1.5 0.3 1 0.2833 0.2832 0.2562 2.71e-02
1.3 0.2803 0.2802 0.2414 3.89e-02
1.5 0.2785 0.2785 0.2310 4.75e-02

0.5 0.5 0.3 0.3 1 1.5 0.3 0.8 0.4 0.2867 0.2867 0.2683 1.84e-02
0.6 0.2889 0.2889 0.2732 1.57e-02
1 0.2931 0.2933 0.2817 1.14e-02

0.5 0.5 0.3 0.3 1 1.5 0.3 0.8 0.3 0.8 0.2851 0.2851 0.2647 2.04e-02
1 0.2856 0.2855 0.2656 2.00e-02
1.5 0.2867 0.2867 0.2678 1.89e-02

In Table 3.5, we discuss the effect of different parameters on motile microorganisms. As the
value of m increases the motile microorganisms increases. There is no change in the values of
motile microorganisms when the parameter Nb, Sc, E, δ and n increases. With the increase of
Nt, Sb and Pe the density of microorganisms increases.

The following graphs are constructed by considering m = 1, M = 0.3, Rd = 0.3, δ = 0.3,
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Table 3.5: Effect of different parameters on density for motile microorganisms
considering m=1, M=0.3, E1=0, λ=0.2, Nr=0.3, Kp=0.5, Rd=0.3, ε=0.2, Pr=6.8, σ1=0.3, Ec=0.3,
δ=0.3, s=0.1, β1=β2=0.4.

Nb Nt Sc E δ n Sb Pe bvp4c SM FEM Abs.Diff
(bvp4c-FEM)

0.4 0.6498 0.6495 0.6389 1.09e-02
0.5 0.6478 0.6475 0.6370 1.08e-02
0.8 0.6462 0.6460 0.6354 1.08e-02
0.3 0.1 0.6537 0.6537 0.6428 1.09e-02

0.2 0.6790 0.6787 0.6683 1.07e-02
0.3 0.7076 0.7076 0.6971 1.05e-02

0.3 0.1 1.3 0.6608 0.6605 0.6504 1.04e-02
1.5 0.6645 0.6642 0.6544 1.01e-02
2 0.6712 0.6709 0.6617 9.50e-03

0.3 0.1 1 0.8 0.6503 0.6500 0.6338 1.65e-02
1 0.6483 0.6480 0.6275 2.08e-02
1.5 0.6440 0.6437 0.6104 3.36e-02

0.3 0.1 1 0.5 0.4 0.6541 0.6538 0.6433 1.08e-02
0.6 0.6549 0.6546 0.6443 1.06e-02
1 0.6562 0.6562 0.6462 1.00e-02

0.3 0.1 1 0.5 0.3 0.8 0.6541 0.6538 0.6433 1.08e-02
1 0.6544 0.6545 0.6437 1.07e-02
1.5 0.6553 0.6568 0.6447 1.06e-02

0.3 0.1 1 0.5 0.3 0.5 0.7 0.5384 0.5397 0.5205 1.79e-02
0.8 0.5775 0.5784 0.5631 1.44e-02
1.4 0.7906 0.7914 0.7841 6.50e-03

0.3 0.1 1 0.5 0.3 0.5 1 0.6 0.6784 0.6789 0.6673 1.11e-02
0.7 0.7040 0.7045 0.6918 1.22e-02
0.8 0.7295 0.7300 0.7164 1.31e-02

Ec = 0.3, Pe = 0.5, λ = 0.2, Nt = 0.1, s = 0.1, Kp = 0.5, ε = 0.2, σ1 = 0.3, Pr = 6.8,
β1 = 0.4, β2 = 0.4.

Fig. 3.1 exhibits the impact on velocity profile for rising value of M . It can be observed
that enhancement in value of M causes the momentum boundary layer to reduce. This reduc-
tion in boundary layer is due to Lorentz force which produce more friction to the fluid.

Fig. 3.2 depicts the impact of Kp on the profile of velocity. It can be observed that the
velocity of fluid is decreased as Kp is increased.

Fig. 3.3 elaborates the influence of Pr0 on the temperature profile. It can be observed that
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enhancement in Pr0 reduces the thermal boundary layer. As greater values of Pr0 signifies to
lower thermal diffusivity which corresponds to decay in temperature profile.

Fig. 3.4 exhibits the influence of Rd on temperature distribution. Physically more heat is
provided to the fluid for increasing values of radiation parameter Rd.

Fig. 3.5 interprets the influence of Ec on the distribution of temperature. We witness that rise
in the value of Ec causes enhancement in the fluid temperature.

Fig. 3.6 and Fig. 3.7 are drawn to see the impact of ε and s on the profile of tempera-
ture. It can be noticed that temperature is dominant for the greater values of both ε and s.

Fig. 3.8 is constructed to see the impact of β1 on temperature profile. An enhancement in
Biot number β1 produces more convection which causes the raise in the fluid temperature.

Fig. 3.9 is constructed to see the impact of δ on profile of concentration. φ(η) decreases
for the escalating values of temperature difference parameter δ.

Fig. 3.10 exhibits the influence of E on concentration profile. It can be seen that for ris-
ing values of activation energy parameter E the concentration profile is raised.

Fig. 3.11 exhibits the impact of n on concentration profile. It is observed that rising val-
ues of n diminishes the concentration profile.

Fig. 3.12 is drawn to exhibit the effects of Schmidt number Sc on the concentration ditribution
of nanoparticles. It is observed that elaborating values of Sc decreases the concentration profile.

Fig. 3.13 refers to the impact of σ1 on the concentration distribution. For greater values
of σ1 the concentration profile is declined.

Fig. 3.14 portrays the impacts of concentrated Biot number β2 on profile of concentration.
φ(η) enhances for escalating values of β2.

Fig. 3.15 and Fig. 3.16 potrays that for the greater values of Peclet number Pe and bio
convection Schmidt number Sb the microorganism profile is decayed.
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Figure 3.1: Computation of profile for velocity with respect to varied M .

Figure 3.2: Computation of profile for velocity with respect to varied Kp.
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Figure 3.3: Computation of profile for temperature with respect to varied Pr.

Figure 3.4: Computation of profile for temperature with respect to varied Rd.
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Figure 3.5: Computation of profile for temperature with respect to varied Ec.

Figure 3.6: Computation of profile for temperature with respect to varied ε.
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Figure 3.7: Computation of profile for temperature with respect to varied s.

Figure 3.8: Computation of profile for temperature with respect to varied β1.
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Figure 3.9: Computation of profile for concentration with respect to varied δ.

Figure 3.10: Computation of profile for concentration with respect to varied E.
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Figure 3.11: Computation of profile for concentration with respect to varied n.

Figure 3.12: Computation of profile for concentration with respect to varied Sc.
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Figure 3.13: Computation of profile for concentration with respect to varied σ1.

Figure 3.14: Computation of profile for concentration with respect to varied β2.
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Figure 3.15: Analysis of microorganisms profile χ(η) for varied Pe.

Figure 3.16: Analysis of microorganisms profile χ(η) for varied Sb.
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Chapter 4

Conclusion

The thesis is primarily divided in three chapters. In the first chapter, a brief historical back-
ground is given along with basic definitions of fluid and its classes like Newtonian and non-
Newtonian fluids. The various properties of fluid flow like compressible, incompressible, steady,
unsteady and MHD flow is also explained. The conservation laws of mass, momentum and en-
ergy are also described. Dimensionless parameters like Reynolds number, Prandtl number and
Eckert number are briefly mentioned. Lastly, the numerical methods including bvp4c, Shooting
method and FEM are discussed.
In chapter two, we reviewed the problem of second grade fluid flow over a stretching sheet
under the influence of buoyancy force and its impact on heat and mass transfer and solute
distributions. The partial differential equations are converted into ODEs using the similarity
variables. The ODEs are subsequently solved by using the MATLAB bvp4c solver. The results
are plotted and presented in tabular form. The influence of dimensionless parameters on profiles
of velocity, concentration and temperature is graphically represented. Similarily, dimensionless
parameters behaviour subject to the various parameters is tabulated.
In chapter three, we explored the extended problem of impact of Arrhenius activation en-
ergy on EMHD mixed convection and heat transfer flow of bionanofluid in porous medium
with radiative heat transfer while considering variable thermal conductivity over a non-linearly
stretching sheet. The governing equations were transformed into ODEs using similarity vari-
able. Following the transformation the FEM method, shooting method and bvp4c was applied
using MATLAB. The results obtained using FEM were in excellent agreement with the re-
sults acquired by using other numerical methods. The results attained for the influence of
various parameters on the dimensionless parameters like density of motile microorganisms etc.
are tabulated. Garphical representation is also provided for impact of paramters on velocity,
temperature, solute ditribution and motile microorganisms. Few of the notable findings are:

• The increasing values of M magnetic parameter and porosity parameter exhibited by Kp
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slow down the fluid velocity.

• The rising values of Rd radiation parameter, Biot number β1, Eckert number Ec, thermal
conductivity parameter ε and s rises the fluid temperature. While temperature profile
lowers down for growing values of Pr0.

• The concentration of nanoparticle is enhanced for rising values of activation energy E.
While concentration of boundary layer reduces for large values of temperature difference
parameter δ, chemical reaction parameter σ1 and Sc Schmidt number .

• The microorganisms profile is declined for higher values Peclet number Pe.

• The skin friction coefficient is growing for various values of M magnetic parameter.

• For varied Rd and Ec the local Nusselt number enhances and lowers repectively.

• For increasing values of activation energy E, local Sherwood number is decreased and it
is increased for rising values of temperature difference parameter δ.

• The density of motile microorganisms is increasing for raising value of Peclet number Pe.
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