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Abstract

With the advent of IoT, an advanced era of communication has been
developed as everything around us could be connected to a network.
The last decade has seen a growing trend towards developing and
deploying a large scale of IoT devices. In general, a typical IoT
network will exchange an enormous amount of data every second,
thus, these devices are prone to security threats. An intrusion De-
tection System (IDS) is one of the most common security solutions
for identifying cyber-malicious attacks and threats. However, the
main challenge faced by many IDSs is the endless increase of new

threats that current systems do not recognize.

This project is divided into two parts. In the first part, we aim to
introduce multi-stage and efficient intrusion detection system in IoT
networks using supervised machine learning (ML). The system pro-
posed will be able to learn the discriminative feature representation
automatically from a large amount of data and then accurately clas-
sifies the different classes efficiently. In order to achieve this project,
we build a model to see whether or not the traffic encountered in
the network is normal. Then, the system proposed will detect the

different attack classes and sub-classes at different stages. Stage 1
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classifies the network packet as normal or anomaly, stage 2 catego-
rizes the category of attack, and stage 3 classifies the sub-category.
We plan to validate the robustness and effectiveness of the system
proposed using well-known IoT benchmark datasets. After that,
our model will be evaluated using different performance metrics and
compared with the state-of-the-art techniques to demonstrate its im-

provements over other related systems.

In the second part, transfer learning is used to improve the perfor-
mance of the target domain model. To increase the availability of
our prior knowledge about the target future data, real-world applica-
tions can potentially integrate related data from a different domain
in addition to data in the target domain. By transferring valuable
information from data in a related domain for use in the target activ-
ities, transfer learning solves such cross-domain learning difficulties.
The tabular data is converted into images using DeeplInsight. Then
CNN model is trained on dataset 1. This model is then used as a
base model and further trained on sparse dataset 2 in order to de-
termine the knowledge (weights) learned from dataset 1 assist target

model to perform better on the target data set.

xiii



CHAPTER 1

Introduction

1.1 Overview

The use of IoT devices has significantly increased during the last
several years. IoT links the device to the internet so that data can
be shared. Through the internet, it may be accessed and operated
at any time and from any location. The merging of the internet
and physical devices is known as the "internet of things'. Intrusion
detection is the process of examining network sources and smart
device data for unwanted activity. Security is jeopardized when an
intrusion occurs in a physical device or network. The system does
not reply to the legitimate user as a result of the attacker’s illicit
actions. By detecting unwanted acts, an intrusion detection system is
intended to keep the system secure. IDS outperforms the traditional
firewall at detecting intrusions [3]. Host-based or network-based,
intrusion detection systems fall under the two categories. The first
keeps track of and examines a computer system’s internal workings,

while the second handles assaults on the communication interfaces
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[5]. This project will focus on the former type of intrusion.

The growth of smart devices is the key factor in the interconnected
knowledge-based world that is transforming our economies, society,
political systems, and critical national infrastructure (CNI). More
precisely, IoT devices and smart technologies are crucial to CNI con-
cepts like smart homes, smart cities, intelligent transportation, smart
grids, and health care systems. These ideas do, however, come with
significant security threats because of their dependence on informa-
tion and communication technology (ICT) and Internet of Things
(IoT) devices, despite the fact that they contribute in everyday tasks
[6]. A system may have internal or external intruders. While exter-
nal intruders do not have access to the system, internal invaders do,
however, their rights do not match the level of access they have.
These invaders are capable of a wide range of attacks, including
user-to-root attacks, denial of service attacks, and probing attacks
[5].

The intrusion detection system’s capacity to identify new attacks
based on previously observed events presents its biggest hurdle. Anomaly-
based intrusion detection is ideally suited to the current environment
due to the complexity used by attackers and the rise in zero-day as-
saults [10]. Higher detection rates and fewer false positives are indi-
cators that an IDS is more reliable. An anomaly-based IDS’s main
goal is to increase the detection rate. A successful cyberattack today
has a significant impact on IoT resources, and the time needed to

carry one out is getting shorter and shorter. It is anticipated that



CHAPTER 1: INTRODUCTION

very soon, attackers would have the ability to impact IoT networks

in a matter of seconds [14].

Deep neural networks (DNNs) have demonstrated notably good per-
formance with audio, text, and images. Canonical designs, which
effectively transform raw data into meaningful representations, are
what drive this field’s quick development. Tabular data is one sort
of data that hasn’t achieved the same level of success with this type
of architecture. Even though tabular data is the most popular for-
mat of data (since it includes any category and numerical variables),
deep learning for tabular data is largely underdeveloped, and most
applications still rely mostly on variations of ensemble decision trees
(DTs) [16]. Deep learning for tabular data falls under the flowing
categories i) Data Transformation methods ii) Specialized architec-
tures: DNN architectures tailored toward specific requirements of
the heterogenous tabular data (most approaches of DL for tabular
data fall under this category) iii) Regularization models: targets the

strong regularization of the learning parameters [17].

The second part of this project uses transfer learning to improve the
performance of the model on a sparse dataset. This can be achieved
using CNN architectures like VGG16 trained on image data. Instead
of using any specialized DNN architecture developed for tabular data
i.e. TabNet, the focus is to convert the tabular data into image data
using Deeplnsight [2], a novel approach to convert tabular data into
images. FEach row is converted into an RGB image. The converted

data is used to train the CNN model.
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Due to their exceptional performance in the field of image process-
ing during the past few years, deep learning models, particularly
convolutional neural networks, have attained great prominence. By
transforming the IoT data into images, the capability of these CNN
models may be used to effectively detect complex cyber-attacks [18].
Transfer-learning goal is to improve the performance on target do-
main when the target data is sparse by transferring the knowledge
different but related source domain. Transfer learning has become a
well-liked and favorable area in ML because of the numerous appli-

cation possibilities [20].

1.2 Thesis overview

This project comprises of two parts. In the first part three-stage, an
intrusion detection system (IDS) is proposed. Stage 1 classifies the
network packet as normal or anomalous. If the packet is classified
as an anomaly by stage 1 then the flow will be forwarded to stage
2 to classify the category of the attack. Once the category of the
flow is classified it will be passed to stage 3 for further sub-category
classification. Classification of each label i.e. Label, Category, and
Sub-category allows the flexibility to develop different variants of
models. For stages 1 and 2, the models are trained on the entire
dataset whereas for stage 3 category-specific models are trained as
the sub-categories of different categories interact with features dif-

ferently.
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Transfer learning can offer greater advantages to address the target
issue with more pertinent data as the big data era progresses [26]. In
the second part, the tabular data will be first converted into image
format using Deeplnsight. Dataset 1 (base data) will be used to
train the CNN model. This model will then further train on sparse
dataset 2. Prior knowledge (weights) will be used to improve the

performance of the target model which is trained on sparse dataset

2.
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Literature Review

A novel distributed IDS system is developed [4] for IoT using deep
learning. The modern IDS is proposed [5] name Intrusion Detec-
tion CVAE (ID-CVAE) based on a conditional variational autoen-
coder (CVAE), in which the intrusion labels are incorporated into
the CVAE decoder layers. Instead of using the intrusion features
as a single input, as is done with a VAE, we employ a generative
model based on variational autoencoder (VAE) concepts that relies
on two inputs: the intrusion class labels, as well as the intrusion
features. Vishwa T et al [7] developed a IDS which is a two-stage
detection process, global and local. Local detection is carried out
by dedicated sniffers (DS), each of which uses supervised learning
techniques based on decision trees to produce instances that are cor-
rectly identified. The accumulated measure of fluctuation (AMoF')
is a time-based profile that is created by the global stage using the
CCIs that are gathered and applied iterative linear regression to the
super node (SN) and malicious nodes, respectively. A profile of a ma-

licious and a normal node is obtained, and an anomaly is detected
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after three iterations.

Rohan et al [8] developed ID process that demonstrates high accu-
racy DDoS detection in IoT network traffic can be achieved using
a variety of machine learning algorithms, including neural networks,
when IoT-specific network behaviors (such as a limited number of
endpoints and regular time intervals between packets) are used to
guide feature selection. The paper shows that low-cost machine
learning algorithms and flow-based traffic data can be used by home
gateway routers or other middleboxes to automatically identify local
[oT device sources of DDoS attacks. Nevertheless, this experiment
focuses only on one attack category i.e. DDoS. A novel IDS system
[9] is proposed which is a combination of unsupervised and super-
vised machine learning models such as K-means and decision tree.
The performance of the hybrid model is evaluated against the indi-
vidual models which come out to be lower. Despite having a lower
detection rate than the other two individual techniques, the hybrid
IDS is more accurate. The other two IDS experience a larger rate of

false positives than the hybrid method, which greatly reduces them.

Lowri et al [6] proposed a three-layer IDS system that employs a
supervised approach to identify a variety of common network-based
cyberattacks against IoT networks. The system has three primary
functions and the performance evaluation metric is the F1 score:
classifying the type and profile of each IoT device connected to the
network with F1 score of 96.2 percent; identifying malicious packets

on the network while an attack is occurring with F1 score 90 per-
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cent; and classifying the nature of the deployed attack with score
98percent. Imtiaz et al [10] proposed a two-stage intrusion detection
system that classifies the network packet as normal or anomaly at
stage, and if the packet is classified as an anomaly it will be passed to
stage 2 to classify the category and sub-category. Various machine
learning models were trained on flow-based features of network data
which were extracted from the Botnet dataset with decision tree-

based models giving the highest evaluation score.

Ullah et al [11] proposed two-level hybrid model for detecting anoma-
lous packets. The level-1 model employs flow-based anomaly detec-
tion, which can distinguish between normal and anomaly network
traffic. The CICIDS2017 and UNSW-15 datasets are used to extract
the flow-based features. If an anomalous activity is found, the flow is
passed on to the level-2 model, which carefully examines the packet’s
contents to determine the type of anomaly. The level-2 model em-
ploys Edited Nearest Neighbors (ENN) to clean the CICIDS2017
and UNSW-15 datasets, SMOTE for oversampling, and Recursive
Feature Elimination (RFE) to identify relevant features. Alalade et
al [12] introduces Extreme Learning Machine and Artificial Immune
System that were used to detect anomalies in the smart home net-
work as part of early work on an IDS (AIS-ELM). Pamukov et al
[13] proposed an algorithm for improving the detection misclassifi-
cation rate. Without operator input, the algorithm can conclusively
classify a significant portion of potential invasions as true or false.

This algorithm is based on immunology’s costimulation theory and
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the Negative Selection Algorithm. It implements a co-stimulation
strategy intended to reduce the amount of detection errors without

requiring operator input via a two-tiered negative selection method.

Ullah et al [14] proposed an IoT environment to create realistic
benchmark data. The performance of the models is improved by
using Recursive feature elimination which selects important features
and a correlation coefficient of 0.70 to remove features that are highly
correlated. Decision tree-based model achieved the highest evalua-
tion score across all the label features. Ullah et al [15] proposed
another IoT dataset extracted from pcap files obtain from a testbed
environment that imitates a realistic network environment. Various
models are trained after feature selection to show the effectiveness

of the proposed dataset.

Sunnyvale [16] proposed TabNet, a deep learning architecture for
tabular data. TabNet takes unprocessed raw tabular data as input
and use gradient descent to optimize the performance, using the
sequential approach at each step in order to decide which feature
will impact each decision step. The feature selection is instance-
wise. Deeplnsight [2] convert non-image (tabular) data into image
format which enables the utilization of CNN including GPUs for

non-image data.

Faisal et al [18] proposed a data conversion method. Features are
normalized (after dropping null and bad values). Then 180 samples
are selected iteratively and converted into 60x60x3 RGB images. The

‘normal’” and ‘anomaly’ samples are converted separately and labels

9
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are labeled accordingly. The images are then fed into ResNet archi-
tecture for classification. Sun et al [19] propose a similar approach

but without feature normalization and swapping.

Yilmaz et al [21] used transfer learning in two settings i) for creat-
ing reliable algorithms for new devices via transfer learning and ii)
detecting new variants of attack by knowledge transfer. The paper
shows improved performance and reduction in training time of the
transfer learning approach over the traditional machine learning ap-
proach. Chiba et al [22] proposed a transfer learning approach for
autonomous driving and shows the effectiveness of this approach.
Nalini et al [23] perform case study, various open source pre-trained
deep neural networks like GoogleNet, AlexNet and VGG16 are used
for transfer learning. The authors show that the models achieve high

performance on the input datasets with lower training time.

With the use of deep reinforcement learning, Lui et al [24] pro-
posed an extremely effective IoT network dynamic clustering method
for edge computing. The proposed method can satisfy both the
load-balancing needs of edge servers and the data transfer needs of
IoT networks and is implemented using Deep Q Learning Network.
Nageisetty et al [25] presented deep learning framework for detecting
complex cyber attacks on an IoT network using Keras. The models
used are MLP, CNN, DNN and Autoencoder. Models performance
evaluation is performed using well-known IoT benchmark datasets.
Phan et al [27] proposed Q-Transfer which maximizes the positive

transfer while keeping negative transfer low. The authors show a case

10
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study with a DDoS attack using MLP to showcase the effectiveness

of the proposed method.

11
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Methodology

3.1 Data Sets

Datasets 1 is obtained from [14]. Five IoT devices that were run
locally and connected to the cloud infrastructure using the node-red
tool to produce realistic network traffic were used to model a typical
smart home setting. The proposed dataset’s attack taxonomy is

depicted in Fig. 3.1.

BoTl-loT

.
N D[£OS | D£S | Sclan | Thlcft |
- DDoS-HTTP | (4 DoS-HTTP | 08 Data Exiltration
~ DDoS-TCP | + DoS-TCP | Service Keylogging

DDoS-UDP | =+ DoS-UDP

Figure 3.1: The class distribution of BoTnet Data

12
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80 statistical network features are extracted from Pcap files by the
ISCXFlow metre. The proposed IoT botnet dataset has three la-
bel features in addition to 83 network features. Binary, category,
and subcategory are the label features. Table 3.1 contains informa-
tion regarding each label features. Eight correlated features were
separated using 0.70 as the correlation coefficient to exclude the cor-

related features.

Table 3.1: Labeled Features

Binary Category Sub-Category
Normal Normal DDoS (HTTP, TCP, UDP)
Anomaly DDoS, Dos, DDoS (HTTP, TCP, UDP),
Scan, Theft OS, Service,

Data Exfiltration, Keylogging

Dataset 2 is obtained from [15]. IoT devices and connecting in-
frastructure make up the testbed for the IoTID20 dataset. The
smart home device and the Wi-Fi camera were used to create a
typical smart home setting, which produced the IoTID20 dataset.
The testbed environment for the proposed dataset is shown in Fig
3.2, whereas, the datset’s respective attack taxonomy can be seen in

Fig. 3.3.

13
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Smart Phone

Figure 3.2: Enviroment Setup

[0TID20 Attack Taxonomy

L Do$ A M | MITM Sean |

Syn Flooding ’ -{Host Brute Force| ARP Spoofing Host Port ‘

*

HTTP Flooding Service 0S

UDP Flooding

Figure 3.3: Class distribution of IoT data

The authors used CICflowmeter application to extracted the flow-
based features from the pcap files. The proposed dataset com-
prises of three label features and 83 network features. The IoTID20
dataset’s most significant advantages are that it imitate a modern
[oT communication trend. A correlation coefficient of 0.70 is used

to filter out highly corelated features.

14
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3.2 Evaluation Metrics

Accuracy: This measures how frequently the classifier makes a cor-
rect prediction. The accuracy is defined as the ratio of correct pre-
dictions and the sum of predictions.

(TP +TN)
(TP+ FP+TN + FN)

Accuracy =

True Positive (TP): Predicted positive, actual positive.
True Negative (TN): Predicted negative, actual negative.
False Positive (FP): Predicted positive, actual negative.
False Negative (FN): Predicted negative, actual positive.

Precision: This measures the number of actual positives among the
predicted positives i.e. how many predicted positives are actually

true
TP

Precision = m

Recall: This measures the number of actual positives classifier able

to predict.
TP

Recall =
T TP Y FN)

F1-Score: This balances the tradeoff between precision and recall.

2 % (Precision * Recall)

F1-S =
core (Precision 4+ Recall)

15
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The target metric in this project is Fl-score. Precision means that
model will only predict as an anomaly if the probability is higher
i.e. to improve the precision the threshold is increased. This will
increase the number of FN. Recall measures the ability of the model
to classify the maximum number of true as positive i.e. to improve
the recall the threshold is decreased. The model will predict the
instance as positive even when the probability is low. This will
result in an increased number of FP. Both of these metrics are not
idle to evaluate the models when the target is to maximize TP while
keeping FN low. To achieve this tradeoff Fl-score is used as key

classification matric to evaluate the performance of the models.

3.3 Oversampling (SMOTE)

The SMOTE algorithm’s main goal is to balance out the data by
creating new minority samples. In particular, the SMOTE algorithm
performs linear interpolation in minority class samples that are close
together. The conventional SMOTE algorithm is briefly described

in the paragraphs that follow [1].

For each sample in the minority class, the SMOTE algorithm looks
for samples that are close neighbours. And then used linear interpo-
lation to select samples at random from these closest neighbouring
samples. Therefore, new samples will be created for each of the
original minority samples. Interpolating between the initial minor-

ity class samples and its nearby samples is the next stage [1]. The

16
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following is the formula for linear interpolation:

Xnew — Xorigin + TCLTLCZ(O, 1) * (Xz - Xorigin)ai - 17 27 ceey N

In the formula above, Xnew stands for the newly synthesised mi-
nority class sample, whereas Xorigin stands for the original samples
that were used to generate the new samples. Xi is a sample that is
randomly chosen from the k neighbouring samples of the minority

class sample Xorigin, and rand(0,1) is a random number between 0

and 1 [1].

3.4 Deeplnsight

The idea behind Deeplnsight is to first convert a non-image sample
into an image form before feeding it into the deep neural network
for classification. Fig 3.4 provides a clear example of how a feature
vector x made up of gene expression values can be translated into
a feature matrix M. The similarity of the features determines where
they are located in the Cartesian coordinate system. For instance
characteristics gl, g3, g6, and gd are located closer to one another.
The expression values or feature values are mapped after the loca-
tions of each feature in a feature matrix have been established. Each

sample will provide a different image as a result [2].

17
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g1 T

gz
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Figure 3.4: Image transformation
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Figure 3.5: Tabular to Image transformation steps in Deeplnsight

7 samples of m x n feature matrices will be produced from Z samples
of d features. All of the d characteristics will be present in this 2D
matrix form. The CNN architecture is then used to process this
collection of N feature matrices in order to train the model and

provide predictions. The image’s single layer includes n normalized
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CHAPTER 3: METHODOLOGY

shades that fall between [0, 1]. As a result, before executing the
image transformation, feature values must be normalised. Two type
of normalization can be performed. (1) each feature was assumed to
be independent, so its minimum and maximum values were used to
normalise it; and (2) the topology of mutual features was somewhat
preserved by normalizing it with the maximum value obtained from

the entire training set [2].
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3 Stage Intrusion Detection

System

4.1 Stage 1

In this stage both datasets are concatenated, and each label class is
assigned with different label. For example, for dataset 1 and dataset
2 normal the label will be ‘normal 1’ and ‘normal 2’ respectively.
Stage 1 not only classify normal and anomaly but also determine the

system type. Performance of the model:
Testerror = 0.013

Accuracy = 0.99

Random forest tree is used for this stage. The classification report

and the confusion matrix are shown in Fig. 4.1 and Fig. 4.2.

F1 score is used as key matric indicator for evaluating the perfor-
mance of the models. Label ‘Attack 1’ have the highest F1 score
and it also the label with the greatest number of instances in the

dataset.
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precision recall fl-score support

Normal 1 a 0.85 - 19320
Attack 1 9 1.00 368770
Normal 2 3 0.59 5 8041

Attack 2 . 0.99 . 117227

accuracy 513358
macro avg . 0.86 513358
weighted avg 3 ; 513358

Figure 4.1: Classification report of Stage 1 model

350000
o 16515 2375 0 430
300000
250000
— 10 0 48
E 200000
<
o~ 1 6 4768 3266 - 150000
-100000
12} 48 693 9 116477 -50000
-0
0 1 2 3
Predicted

Figure 4.2: Confusion Matrix of stage 1 model

4.1.1 Information Gain

Entropy of target variable ‘Label’:
Dataset] : 0.28

Dataset? : 0.34

Information gain of each feature is calculated i.e. E(Label Fea-
ture(n)) in order to get intuition which features have greater im-
pact on reducing the impurity of target variables. This indicates the

features having more impact on model decision-making.
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CHAPTER 4: 3 STAGE INTRUSION DETECTION SYSTEM

For dataset 1 the 3 most influential features are ‘Src_ Port’, ‘Bwd_ Pkts/s’
shown in Fig. 4.3 and ‘Flow_ Pkts/s” and for dataset 2 ‘Dst_ Port’,
‘Src_ Port’, ‘Flow_ Byts/s’ shown in Fig. 4.4. The IG does not nec-
essarily indicate the feature influence on the model but rather give

insight to the degree of impact of each feature on target variable.

Src_Port
Bwd_Pkts/s.
Flow_Pkts/s

Flow_IAT_Mean

Flow_Duration

Feature

Flow_IAT_Max
Dst_Port
Flow_IAT_Min

Bwd_IAT_Mean

Bwd_IAT Tot

0.00 ¥ 3 015 0.20 0.25 0.30
Information Gain

Figure 4.3: Information Gain (dataset 1)

Dst_Port
Src_Port
Flow_Byts/s
Flow_Duration

Flow_Pkts/s

Feature

Bwd_Pkts/s
Flow_IAT_Mean
Idle_Mean

Init_Bwd_Win_Byts

Flow_IAT_Max

0.00 0.05 olo 015 0.20 025
Information Gain

Figure 4.4: Information Gain (dataset 2)
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4.2 Stage 2

4.2.1 Models for each Dataset

Model 1 (System 1)

In this case, a model is only trained on the categories of dataset 1.
Dataset 1 has four categories:

« DDOs

e Dos

e Reconnissance

o Thefy

The model is trained using all the features. Following stage 1, Ran-
dom Forest Tree is used as it gives the best result compared to other
models. The performance of RFT is further improved by hyperpa-

rameter tunning using grid search.

RFT:

e Accuracy: 0.94

The classification report breakdown of each class is shown in Fig.
4.5. It can be seen from the classification report that the model
is performing under par for the category ‘Theft’ with f1 score 0.39
as the number of samples for ‘Theft’ category are considerably less
compare to other categories. Next the model is retuned by perforam-
ing grid search on hyperparameters like ‘number of trees’ and ‘max

depth’ to better fit the training data.
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Classification Report

precision recall fl-score support

DDoS .94 .89 .92 127267

DoS .90 .95 .92 130469
Reconnaissance .00 .99 .00 111434
Theft ] .24 .39 113

accuracy .94 369283
macro avg - o .81 369283
weighted avg . c .94 369283

Figure 4.5: Classification report of model trained on dataset 2

RFT (Tuned):

o Accuracy: 0.98

The classification report along with the confusion metric are shown
in Fig. 4.6 and Fig. 4.7. With hyperparameter tunning not only is
the model accuracy improved the fl1 score for each category is also
improved. The f1 score for category ‘Theft’ improved from 0.39 to
0.97.

Classification Report
precision recall fl-score support

DDoS .98 0.95 .96 127267

DoS .95 0.99 .97 130469
Reconnaissance .00 1.00 .00 111434
Theft .00 0.95 .97 113

accuracy .98 369283
macro avg . . 0.98 369283
weighted avg 5 c .98 369283

Figure 4.6: Classification report of re-tuned model
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120000
DDoS o
100000
DoS o 80000
]
2
2 60000
Reconnaissance o
-40000
-20000
Theft o 0 6 107
-0
DDosS DoS Reconnaissance Theft
Predicted

Figure 4.7: Confusion matrix of retuned model

Feature Importance: The feature importance of the model is

shown in Fig. 4.8. The top 3 influeincing features are ‘Flow-Duration’,

‘Bwd_ Pkts/s” and ‘Flow_[AT-Max’.

Flow_Duration
Bwd_Pkts/s
Flow_|IAT_Max
Flow_|AT_Mean

Fwd_Header_Len

name

Flow_|IAT_Min
Fwd_Pkts/(s
Tot_Fwd_Pkts
Subflow_Fwd_Pkts

Fwd_IAT_Max

0.

=
[=]
o
=]
(=]
o
[=]
4
o
[=]
=]
(=)
[=]
&

010
score

Figure 4.8: Feature Importance of retuned model
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Model 2 (System 2)

Similarly, this model is only trained on dataset 2. Dataset 2 have 4
categories:

e Dos

o Mitm APR Spoofing

e Mirari

e Scan

Random Forest Tree (RFT) classifier is trained and the performance
of the model is further improved via hyperparameter tunning. The

performance of the model is:

RFT:

e Accuracy: 0.86

The model performed poor on ‘Mitm APR Spoofing” with F1 score:
0.26 (Fig. 4.9). This category have the least number of samples in

the dataset due to which model struggles too.

Classification Report
precision recall fl-score support

Mirai .85 97 .91 83364

DoS .00 .00 .00 11628

Scan +15 .44 «55 15027

MITM ARP Spoofing .98 .15 .26 7080

accuracy .86 117099
macro avg . . .68 117099
weighted avg . . .83 117099

Figure 4.9: Classification report of RFT model

26



CHAPTER 4: 3 STAGE INTRUSION DETECTION SYSTEM

RFT (tune): The model is tunned by performing hyperparameter
tuning via grid search to improve the performance of the model,
which can be observed in classification report in Fig. 10.

o Accuracy: 0.92

Classification Report

precision recall fl-score support

Mirai .92 .96 .94 83065

DoSs .00 .00 .00 11810

Scan .82 .89 .86 14774

MITM ARP Spoofing .85 .28 .42 7048

accuracy .92 116697
macro avg c a .80 116697
weighted avg S o .91 116697

Figure 4.10: Classification report of RFT (Optimized) model

Even with hyperparameter tuning, RFT is underfitting on the cate-

gory ‘Mitm Arp Spoofing” The feature importance of the model is
shown in Fig. 4.11. The top three influencing features are ‘Bwd_TAT Min’
, ‘SYN Flag CNT’ and ‘Src_ Port’. The model still underfitting on
category ‘Mitm ARP Spoofing’

SYM_Flag_Cnt

Src_Port

Init_Bwd_Win_Byts

Dst_Port

name

Flow_Duration
Bwd_IAT_Mean
Fwd_Pkt_Len_Mean
Bwd_IAT Tot

Flow_Pkts/s

Figure 4.11: Feature importance of RFT model
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4.2.2 Model on combined Dataset

Both datasets are combined and a label is assigned to each category
via label encoding. Feature space is same but the categories are
different excluding one. Category ‘Dos’ exist in both datasets but
different labels are assigned to them. The accuracy of RFT after hy-
perparameter tuning is 0.96. The classification report of mentioned

model on combined dataset is shown in Fig. 4.12.

precision recall f£fl-score support

DDoS

DoS
Reconnaissance
Theft

Normall

Mirai

DoS

Scan

MITM ARP Spoofing
Normal2

.98
.94
.00
.00
.00
.91
.00
.88
.90
.99

.94
.98
.00
.76
.98
.98
.00
.87
.21
.81

.96 126893
.96 129759
.00 111011
.87 123
.99 19466
.94 83606
.00 11794
.87 14960
.34 7019
-89 8058

OO PO RFEMFEOO
o000 PO O OO
OO0 0O FPOO O OO

accuracy 0.96 512689
macro avg 5 5 .88 512689
weighted avg . . .96 512689

Figure 4.12: Classification report of RFT model

Whereas, its respective confusion matrix is shown in Fig. 4.13.
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9187
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o
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= 72} o o 13 o 17 82116 o 1293 143 24 60000
[r=} o o 2 o ] 17 11765 o o 1
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— o o o o 1 1965 o 12948 26 20
oo o o o o 2 5515 o o 1464 38 — 20000
o o o o o 2 943 o 546 1 6566
-0
o] 1 2 3 4 5 6 7 8 9
Predicted

Figure 4.13: Confusion matrix

The performance of the system 1 model is better than the model
trained on combined data, but the performance of the model train
of system 2 degrades by 4%. The model is still underfitting category
‘Mitm Arp Spoofing’. The lists of the most influencing features for
the model trained on dataset 2 and the model trained on the com-
bined dataset are quite similar which explains why the model still

underfit the target category.

Bwd_Pkts/s

Dst_Port
Flow_Duration

Flow IAT Max

@ Subflow_Fwd Pkts
2 Flow_IAT_Min
Idle_Max
Flow_IAT_Mean
Flow_Pkts/s

Src_Port

0.

(=]

] 0.01 0.02 0.03
score

2
(=]
B

0.05

=
(=]
o

Figure 4.14: Confusion matrix
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The top 10 influencing features are shown in Fig. 4.14. Even the
most influencing features are weakly correlated with the target vari-
able. Due to this linear models like logistic regression perform poorly
on this dataset. To counter this issue decision tree i.e. random forest
tree is used to take advantage of the ensemble method and to further

optimize the performance via hyperparameters tuning.

4.2.3 Feedback from the previous stage

In this process, the feedback from the previous stage is used as a
feature to train the model. Stage 1 not only classifies the ‘Normal’
or ‘Anomaly’ but also predicts the system the data point belongs
to. This is used as a feature to train this model which indicates
which system i.e. 1 or 2 this anomaly belongs to further classify the
category. The accuracy of RF'T after hyperparameter tuning is 0.96.
No improvement in the performance of the model by using feedback

from the previous stage

4.3 Stage 3

4.3.1 Model on Combined Data

Following stage 2, the model is trained on the combined dataset
to further classify the sub-category of the anomaly. The number
of categories is 19. The accuracy of RFT (tunned) is 0.87. The
classification report and feature importance are shown in Fig. 4.15

and Fig. 4.16.
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precision recall fl-score support
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Figure 4.15: Classification report of model trained on combined data

Fwd_Pkts/s
Flow_IAT_Mean
Flow_IAT Std
Protocol

@ Tot_Fwd_Pkts

2 Fued_|AT Tot
Bwd_Pkt_Len_Min
Pkt_Len_Mean
Bwd_Pkts/s

RST_Flag_Cnt

0.05

Figure 4.16: Feature importance of model trained on combined data

The accuracy of the model is above par and this is due to the fact
that model performs well on majority classes but underfit the minor-
ity classes. As the model shows high performance on the majority
classes, the model’s overall accuracy improved. One way to resolve
this is to use an oversampling technique like SMOTE to add more
data points of the minority class so the model have more data to learn

meaningful relation between the features and the minority class.
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4.3.2 SMOTE (Oversampling)

Four sub-categories are oversampled using smote. The detail of over-

sampling is shown in Table 4.1.

Table 4.1: Oversampled Classes

Classes Actual Instances Over sampled Instances
DoS_HTTP 51,112 150,000
DDoS_HTTP 36,539 100,000
Keylogging 384 50,000
Data_ Exfiltration 136 50,000

The accuracy of RFT is 0.81, down from 0.87 on original combine
dataset. This indicates that simply adding more examples of mi-
nority class doesn’t help the model to extract meaningful relation
among features and minority classes. With this many classes, the
features are very weakly correlated with the target variable i.e. the
most influencing feature ‘Fwd_ Pkts/s’ score is 0.06 as shown in fig
4.16. The model is unable to map the relationship between the fea-
tures and the classes. To counter this, category-specific models are
trained. These models are only trained to classify the subcategories

of a specific category.

4.3.3 Category DDoS

The subcategories are:
« DDoS UDP

« DDoS_TCP

« DDoS_HTTP
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The performance of the models are:

o Logistic Regression
e Accuracy: 0.94

o RFT (tuned)
o Accuracy: 1.00

The classification report and confusion matrix of the RFT (tuned)
model are shown in Fig. 4.17 and Fig. 4.18. Confusion metric shows
no error in prediction by the model on test data and hence the F1

score for all the subcategories is 1.

Classification Report

precision recall fl-score support

DDoS_UDP 1.00 1.00 .00 60080
DDoS_TCP 1.00 1.00 .00 59869

DDoS_HTTP 1.00 1.00 .00 7305

accuracy .00 127254
macro avg o o .00 127254
weighted avg iy 1.0 .00 127254

Figure 4.17: Classification report of DDoS model
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60000
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40000

DDoS _HTTP
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DDoS_UDP

DDoS_HTTP DDoS_TCP DDoS_UDP
Predicted

Figure 4.18: Confusion matrix of DDoS model

The feature’s importance is shown in Fig. 4.19. The most influencing
feature i.e. ‘Pkt_Len_Mean’ has a high score of 0.14. By training
the model on a specific category only assist the model in learning
meaningful relation between features and the target variable.
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Figure 4.19: Feature importance of DDoS model
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4.3.4 Category DoS

The sub-categories are:
« DoS UDP

e DoS TCP

e DoS HTTP

The performance of the models are:

e Logistic Regression

e Accuracy: 0.92
« TPR: 0.92

o FPR: 0.06
e RFT (tuned)
o Accuracy: 1.00

The classification report along with the confusion matrix are shown
in Fig. 4.20 and Fig. 4.21. This model also achieves the perfect score

of 1 as all of the data points of test data are classified correctly.

Classification Report

precision recall fl-score support

DoS_TCP 1.00 1.00 .00 60082
DoS_UDP 1.00 1.00 .00 60374

DoS_HTTP 1.00 1.00 .00 10120

accuracy .00 130576
macro avg 5 5 .00 130576
weighted avg 1.0 .0 .00 130576

Figure 4.20: Classification report of DoS model
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Figure 4.21: Confusion matrix of DoS model

The list of the 10 most influencing features for this model is different
(Fig. 4.22). The most influencing feature is ‘Pkt Len Max’ with
score of 0.12 followed by ‘Pkt_Len_Mean’ and ‘Init._ Bwd_Win_ Byts
with scores of 0.11 and 0.08 respectively.
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Pkt _Len_Mean
Init_Bwd_Win_Byts
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Figure 4.22: Feature Importance of DoS model

4.3.5 Category Reconnaissance

« OS

e Service
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The performance of the models are:

o Logistic Regression

o Accuracy: 0.52
« TPR: 0.52

« FPR: 0.52
« SVM

o Accuracy: 0.86
« RFT (tuned)

e Accuracy: 0.93

The model achieves higher precision for sub-category ‘Service’ while
for ‘OS’ higher score for recall. The classification report and confu-

sion matrix are shown in Fig. 4.23 and Fig. 4.24

Classification Report

precision recall fl-score support

Service N .88 0.93 58471
0Ss o o - 53014

accuracy 111485

macro avg . . 111485
weighted avg 5 .93 111485

Figure 4.23: Classification report of Reconnaissance model
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Figure 4.24: Confusion matrix of Reconnaissance model

Again the list of most influencing features is different as compared
to other models of trained on different categories of same dataset.
The most influencing feature for the model is ‘Bwd IAT Mean’
with score of 0.13 as shown in Fig. 4.25. The rest of the influencing

features can be seen in Fig. 4.25.

Bwd IAT Mean
Dst_Port

Bwd_IAT_Min

Flow_|AT_Min

o Bwd_IAT Tot
=

2 Src_Port

Flow_Pkts/s

Flow_Duration

Bwd_IAT_Max

Flow_|AT_Max

0.

=]

0 0.02 0.04 0.06 0.08 0.10 0.12

Figure 4.25: Feature Importance of Reconnaissance model
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4.3.6 Category Theft

The performance of the models:

e Logistic Regression

e Accuracy: 0.73
« TPR: 0.73

« FPR: 0.73
« SVM

e Accuracy: 0.75
e RFT (tuned)

o Accuracy: 0.97

The classification report of Random Forest Tree (RFT) model with
hyperparameters tunned along with confusion matrix are shown Fig.
4.26 and Fig. 4.27. The model achieves a perfect score of 1 for recall

of ‘Keylogging” and for the precision of ‘Data_ Exfiltration’.

Classification Report
precision recall fl-score support

Keylogging 0.96 1.00 0.98 70

Data Exfiltration 1.00 0.91 0.95 32

accuracy 0.97 102
macro avg . . 0.96 102
weighted avg - - 0.97 102

Figure 4.26: Classification report of Theft model
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Figure 4.27: Confusion matrix of Theft model

The most influencing feature is ‘Src_ Port” with a whopping score of
0.26. The next feature inline has a score of only 0.04 (Fig. 4.28).

This score is the highest for any influencing feature for any model in

stage 3.

Src_Port
Fwd_Pkt_Len_Std
Pkt_Len_Mean
Fkt_Size_Avg
W Bwd_|AT_Max

£

2

Down/Up_Ratio
Pkt_Len_Var
Fwd_|AT_Max
Bwd_Seg_Size_Avg

Bwd_Pkt_Len_Mean

(=] III

0.05 0.10 0.15 0.20 0.25
sCore

0.

Figure 4.28: Feature Impotance of Theft model
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Based on feature importance analysis of the stage 3 models, 10 most
influencing features are selected, and models for categories “Recon-
naissance” and “Theft” are trained only on the selected 10 features
to further improve the performance of the models. The selected fea-

tures are:

ACK_Flag Cnt

e Src_Port

e Fwd_Pkt Len_Std

e Dst Port

« SYN Flag Cnt

o Fwd_ IAT_ Std

e Fwd Pkt Len Max
« Bwd IAT Std

e Bwd IAT Tot

e Bwd Pkt Len Std

The accuracy of model for category ‘Reconnaissance’ increase from
0.93 to 0.96. Likewise, the accuracy of the model for category ‘Theft’
improved from 0.97 to 0.99. The classification report of model ‘Theft’
is shown in Fig. 4.29.

Classification Report

precision recall fl-score support

Keylogging 1.00 0.99 0.99 74

Data Exfiltration 0.94 1.00 0.97 17
accuracy 0.99 91

macro avyg 0.97 0.99 0.98 9l
weighted avg 0.99 0.99 0.99 91

Figure 4.29: Classification report of Theft model (top 10 influencing features)
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4.3.7 Category Mirari

The accuracy of the models:

o Logistic regression

o Accuracy: 0.44
« TPR: 0.44

e FPR: 0.44
e« Random forest Tree
e Accuracy: 0.69

The classification report and influencing features are shown in Fig.
4.30 and Fig. 4.31. The features correlate weakly with the target
classes hence the target matrix i.e. F1 score is lower compared to
other models in stage 3. The most influencing feature ‘Protocol’
have a score of only 0.07 which indicates that the model is unable to

map features on the target classes excluding sub-category ‘Mirari-

Y
Hostbrutefroceg’.
Classification Report
precision recall fl-score support
Mirai-UDP Flooding 0.82 0.76 0.79 36640
Mirai-Hostbruteforceg 0.84 0.98 0.90 24199
Mirai-HTTP Flooding 0.30 0.32 0.31 11235
Mirai-Ackflooding 0.27 0.21 0.24 10964
accuracy 0.69 83038
macro avg 0.56 0.57 0.56 83038
weighted avg 0.68 0.69 0.69 83038

Figure 4.30: Classification report of Mirari model
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Figure 4.31: Feature importance of Mirari model
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Figure 4.32: Class distribution on most influencing feature

To model’s below-par performance can be seen in the box plot. The
subcategories are on y-axis, count on the y-axis and each box rep-
resents a nominal protocol value (0,6,17). The subcategory ‘Mirai-
Ackflooding’ have the lowest F'1 score which is due to the fact that
for this subcategory, both protocol values 6 and 17 have roughly
27k instances. Therefore, the model is unable to extract useful pat-
terns from the feature. Same case for sub-category ‘Mirari-HTTP

Flooding’.
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4.3.8 Category Scan

The performance of the models:

e Logistic Regression
e Accuracy: 0.70

« TPR: 0.70

« FPR: 0.70
« SVM

e Accuracy: 0.71
« RFT

o Accuracy: 0.86

The classification report in Fig. 4.33 shows F'1 score for ‘Scan Host-
port’ is 0.71 which improved from 0.08 in combined model. This can
be visualize in the influencing features plot (as shown in Fig. 4.34)
which is dominated by ‘Src_ Port” and ‘Dst_ Port’ with scores of 0.40
and 0.23. The sub classes of the category ‘Scan’ interact uniquely
with the features as no other subclass of either of the dataset have

strong correlation with features.
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Classification Report

precision recall fl-score  support

Scan Port OS 0.85 0.97 0.91 10532
Scan Hostport 0.91 0.58 0.71 4466
accuracy 0.86 14998
macro avg 0.88 0.78 0.81 14998
weighted avg 0.86 0.8B6 0.85 14998

Figure 4.33: Classification report of Scan model

Src_Port
Dst_Port
Init_Bwd_Win_Byts
Fwd_Seg_5ize_Avg

Subflow_Bwd_Byts

name

Pkt_Len_Max
Bwd_Pkt_Len_Max
TotLen_Bwd_Pkts
Bwd_ Pkt Len_Mean

Flow_Byts/s

0.00 0.05 010 015 0.20 0.25 0.30 0.35 0.40
score

Figure 4.34: Feature importance of Scan model

Categories ‘DoS’ and ‘MTM ARP Spoofing’ have only one sub-
category therefore they will not be further classified on stage 3. Table

4.2 displays the overall summary of category-specific models.
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Table 4.2: Stage 3 models performance summary

Sub-Category Models (Best Performing) Accuracy 2 most influencing

DDoS RFT (tuned) 1.00 Pkt_len_mean,
Init_ Bwd_ Win_ Byts

DoS (system 1) RFT (tuned) 1.00 Pkt_len Max,
Pkt Len Mean

Reconnaissance RFT (tuned) 10 Fea 0.96 Bwd_ Iat_ Mean,
Dst_ Port
Theft RFT (tuned) 10 Fea 0.99 Src_ Port,
Fwd_ Pkt Len Std
Mirari RFT (tuned) 0.69 Protocol,

Init_ Bwd_ Win_ Byts

Scan RFT (tuned) 0.86 Src_ Port, Dst_ Port
DoS (system 2) No model NA NA
MTM ARP No model NA NA

Variation in influencing features for each model of stage 3. This
explains why the model trained on combine dataset unable to map
features on target variable. Each category interacts with features
differently therefore, by training models only on categories allowed
the models to avoid underfitting specifically on minority classes as in
this case the influence of the most occurring classes is avoided. This
procedure also removed class im-balancing issues as for a specific
category, the number of instances for all proceeding sub-categories
are in similar range. This is another critical factor which hampers
the performance of the model on minority classes as oversampling
did not yield any improvement in the performance (on combined

dataset). Hence by training category specific models, the issue of
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un-balanced and different way each category interact with features

1S overcome.
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Transfer Learning

Both datasets are converted into images to feed into a CNN model.
Initially, each row of the dataset is converted into a higher dimension
i.e. 50x50x3 using Deeplnsight. The converted data is shown in the
Fig. 5.1.

Figure 5.1: Imgae Data

VGG16 model is loaded with pre-trained weights frozen (hidden lay-
ers) and with the output layer removed. Some additional layers are
attached on top of models which will be used in training on the

converted dataset.

The class-wise breakdown of classification metric scores is shown in

Fig. 5.2.
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VGG16 Model Classification Report:

precision recall fl-score support
0 0.00 0.00 0.00 185
1 0.95 1.00 0.98 3696
accuracy 0. 3881
macro avg 0.48 0.50 0.49 3881
weighted avg 0.91 0.95 0.93 3881

Figure 5.2: Classification report of model

The accuracy of the model is 0.95 which is due to the model perfor-
mance of the majority class. The model is predicting each sample in
the test dataset as an anomaly. The model failed to extract any use-
ful feature representation from the training data. Due to the unique
nature of the dataset, the whole VGG16 model is trained (this time
the hidden layers are not frozen) on MS Azure with higher com-
puting resources but the model is still unable to extract any feature
representation from the dataset to distinguish between target classes.
This can be visualized in the converted images shown above. There

is no pattern in the images which could be learned by the model.

The issue is resolved by converting each row into 8x8x3 RGB image
(72 features). 72 features are converted into 162 pixels. The selec-
tion of the lower dimension of the image in inspired by the number
of features. Using lower dimension assist the model to extract mean-
ingful feature representations in convolution layers. This can also be

visualized in Fig. 5.3.
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Figure 5.3: Image Date in 8x8x3 dimmensions

Training model on 8x8x3 yields best result. Additionally, equal num-
ber of examples from both classes i.e. Normal and Anomaly are

selected and converted into images.

Table 5.1: Samples of each class

Base Dataset Target Dataset

Dataset 1 2
Number of examples 180k 30k
Dimensions 8x8x3 8x8x3

The sample of converted images of dataset 1 are shown in Fig. 5.3.
The target column is label which have two classes i.e. Normal and
Anomaly. Note that for class anomaly the converted image will varies
as it is further categories and sub-categories. This part of project

only focus on the ‘Label’.

5.1 Base Model

A shallow CNN model is trained on the converted dataset. Lower
dimensions of the images limit the number of hidden layers in the

model. Batch size is 32 and epochs are 15.
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The classification report of base model is shown in Fig. 5.4.

CNN Gray Scale Model Classification Report:

recall £fl-score

support

precision
0 0.71 0.90 0.79 18140
1 0.86 0.63 0.73 17860
accuracy 0.77 36000
macro avg 0.76 0.76 36000
weighted avg 0.78 0.77 0.76 36000

Figure 5.4: Classification report of base model

And the train-validation accuracy curves of base model are shown

in Fig. 5.5.

Training Vs Validation Loss
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Figure 5.5: Base model training
.
5.2 Transfer Learning Model

The base model is loaded with the output layer removed. The hidden
layers of the base model are frozen so that the weight information

doesn‘t change during training.A few additional layers are attached
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which will be trained on dataset 2. With similar setting, the transfer

learning model is trained on dataset 2. Only 60k rows are used which

is 1/3 of the sample used for training base model. The accuracy of

the model improved from 0.77 to 0.90. The breakdown of evaluation

metrics for transfer learning model are shown in Fig. 5.6.

Transfer Learning Model Classification Report:

weighted avg

accuracy
macro avg

precision recall fl-score  support
0.85 0.97 0.91 5999
0.97 0.83 0.89 6001
0.90 12000

0.91 0.90 0.90 12000

0.91 0.90 0.90 12000

Figure 5.6: Classification report of TL model

Whereas, the respective train-validation curves for transfer learning

models can be observed in Fig. 5.7.
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Figure 5.7: TL model training

Transfer learning help in improving the performance of the model if

two datasets have similar feature space.
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Conclusion and Future Work

6.1 Conclusion

Intrusion detection systems (IDS) plays vital role in securing modern
[oT infrastructure. This research focus improving the performance
of the machine learning models by classifying each label feature at
different stage and using feature engineering and feature selection to
make model robust in first part. In second part the research focus on
utilizing existing dataset to improve the performance of the model
on sparse dataset if the feature space is similar by first converting
tabular data into images and then using transfer learning using deep

learning models.

6.2 Future Work

This research shows the importance of feature selection in improving
the performance of the models. A more data centric approach i.e.

feature interaction and dimensionality reduction have possibility of
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further improving the performance of the models.
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