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ABSTRACT: 

The type and proportion of materials being used in the construction of a highway facility, 

as well as many other criteria, influence its comfort, ride quality, and service life. While 

constructing the bituminous layers of a highway facility, the type and composition of 

mixes must be carefully considered. These layers must be built with certain care since they 

are directly impacted by the applied load and environmental conditions. Properties of these 

layers are affected by number of factors which are described in the form of Marshal 

Quotient of hot mix asphalt. Calculating the marshal quotient leads the project to an 

uneconomical as calculating this parameter is based on trails and error and requires skilled 

labor and extensive time for calculation. A computer-based model has been developed 

using a data set composed of 110 lab experiments collected from a construction firm 

working on Jehagira to Risalpur road (Khyber Pakhtunkhwa, Pakistan) that can predict the 

values of marshal stability and marshal flow. The collected data was first screened and all 

the inappropriate data points were removed. Prior to modeling, insignificant variables were 

removed to generate a better model. Models were developed using GEP and ANN for both 

Marshal Stability and Marshal Flow using seven input variables. The performance of the 

models developed has been validated using coefficient of determination, RMSE, MAE and 

Adjusted R2. Results shows that the GEP model performs better than ANN and has more 

better predicting power than ANN. Performance of the developed model was also 

validated using unseen data collected from N95 Swat (Khyber Pakhtunkhwa, Pakistan) 

where the models performed significant and were able to predict the output quiet 

accurately. A sensitivity analysis has also been performed to access the relative 

contribution of every variable in predicting the outputs. It was also concluded that the 

marshal stability increases with the increase in air voids and reduction in bitumen content 

while marshal flow increases upon increase in bitumen content and decrease in air voids.    
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CHAPTER 1 

INTRODUCTION 

The effectiveness of the mix design process and the quality of the asphalt concrete have a 

significant impact on the quality of a highway facility. Experts across the world use a 

variety of methodologies, including Superpave mix design, Marshall mix design, Hveem 

mix design, Hubbard field Asphalt Institute Triaxial and others. The Superpave, Marshall, 

and Hveem mix design approaches are the most popular ones. [1]. All these methods 

require intense care and enough time to perform certain set of laboratory test to get to the 

desired results. This process is repeated several times to get an optimum value for the 

parameters of asphalt mix design. 

In Pakistan, Marshall Mix design and modified Marshall Mix design have been widely 

used. Bruce Marshall, an engineer in the highway department of Mississippi developed the 

Marshall Mix design concept in 1939. USA Corps of engineers modified this method in 

1948 while the American Society for Testing and Materials (ASTM) standardized it in 

1958 under the designation ASTM D1559 [2, 3]. This procedure was divided into ASTM 

D6926 and ASTM D6927. The former was framed to mold the asphalt concrete while the 

later was framed to assess the marshal stability and flow of asphalt [4]. Stability is defined 

as the amount of load sustained by a specimen in marshal apparatus before failure while 

flow is the total deformation recorded in the sample at the time of failure or at the time of 

recording stability under specified conditions of temperature. These two properties 

governs many properties of asphalt mix, therefore [5] claims that mix with high flow value 

have a greater tendency to deform as compare to a mix with lower flow value and a mix 

with high stability and low flow will behave as a brittle material and may crack under load.  

1.1. Research Problem Statement:  

Marshall Mix Design is time consuming and requires skilled operators to handle 

equipment, and there is not any mathematical relationship for parameters of Marshall Mix 

Design to predict the values of Marshall stability and flow, so therefore researchers use 

different Artificial Intelligence (AI) techniques to predict the Marshall stability and flow 

which will be the output parameters of this study. 
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It is therefore aimed to develop a computer-based model to predict the parameters 

(Stability and Flow) for Marshal Mix Design. This equation will be used as replacement 

of the Marshal Test. Different statistical tools like calculating Correlation Coefficient, 

Mean Absolute Error (MAE) Root Mean Squared Error (RMSE), Coefficient of 

determination (R2) and Adjusted Coefficient of determination R̅2 will assess the 

significance of the developed model.     

1.2. Literature Review: 

The performance and strength of highways is represented in terms of stability of asphalt 

concrete. A facility with asphalt concrete of low stability may experience various 

distresses  like rutting, creep etc. [6, 7]. Stability of asphalt concrete is effected by, traffic 

conditions, climate conditions, viscosity of bitumen and softening point of bitumen etc. 

[8]. Therefore, selection of type and optimum bitumen content is very important to 

construct a highway that is more resistive to pavement distress. The experimental 

procedure for determining the optimum asphalt content is a time-consuming procedure and 

requires intense care. Therefore, skilled workers are required to determine the Marshal 

Stability and Flow values by following the procedure of marshal test. These values are 

then plugged into various equations to calculate the values for voids in mineral aggregate, 

theoretical specific gravity, voids filled with asphalt and air voids and specific gravity of 

mixture. Therefore, if we are able to develop a model for prediction of flow and stability 

of asphalt, rest of the values can be calculated by following certain mathematical steps [9]. 

In this regard, Gene expression programming (GEP) can be a very convenient way to 

model the outcomes of Marshall Test procedure and help engineers to find stability and 

flow without carrying out destructive tests. The major rationale for adopting the GEP 

model is because it generates prediction equations without assuming the prior nature of 

the underlying connection. As a result, when compared to other Machine Learning (ML) 

approaches such as neural networks, the GEP model might give more insight into 

important linkages while still being capable of modelling complicated non-linear 

relationships. In addition, practitioners can easily use the generated functional relationship. 

GEP is an advance version of genetic programming (GP) which has been widely adopted 

by the civil engineering researchers [10]. 

Gene expression programming was suggested as a mechanism for developing a viable 

solution for forecasting [11]. GEP is a specialized kind of genetic programming (GP) that 
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may also be characterized to as a sort of genetic algorithm since it is fundamentally 

comprised of a collection of mathematical solutions that eventually progresses the 

selection of good solution through an optimization procedure. Individuals in a genetic 

algorithm are computer programmes in a GP, which was initially proposed by [12], These 

computer programmes are evolved by GP using expression trees and a fitness criteria. 

The first step of GEP is to select a function set (+, -, *, /) and a terminal set (X1, X2, 1, 2). 

It then proceeds towards loading data set to the model to investigate the fitness function 

created and generate an arbitrary population of chromosomes. For every chromosome, an 

expression tree is created to validate the fitness criteria. After evaluation, one program is 

selected and is replaced with the whole set of population. The same procedure is iterated 

until a best program is generated. [13].     

Various researchers have adopted the GEP technique to predict different parameter in civil 

engineering. [13] Adopted GEP to predict the pavement roughness using a hybrid GEP-

ANN model.  [14] Evaluated the behavior of aggregate angularity on permanent 

deformation of asphalt mixture. [15] Assessed the rutting resistance of in service middle 

asphalt layer using GEP. [16] generated a prediction model to assess the rutting depth of 

asphalt mixture using GEP and ANN, where GEP outperforms the ANN model. [17] also 

did a comparative study of both GEP and ANN for the prediction of atmospheric 

temperature in Tabuk, Saudi Arabia. GEP has several advantages over other artificial 

inelegance technique. The first advantage is that GEP is not a black box because its 

outcomes are straightforward mathematical equations. Another feature of GEP is its 

capacity to obtain exact connections without taking previous patterns of existing 

associations into account. Unlike ANN, GEP does not have a problem of over training and 

it generates a model in each case which can be adopted by the practitioners for future use 

[16].          

1.3. Research Aim and Objectives:  

A lot of research work is available to calculate the parameters of Mix Design 

experimentally but there is a need of generating a mathematical model to predict the values 

of marshal mix design without performing laboratory testing. This research is aiming to 

predict the Marshal Stability and Flow values for a data set collected from a highway 

project in Risalpur, Pakistan. Keeping these considerations in mind, the following goals 

have been developed:  
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➢ Using the GEP techniques, creating a prediction model for forecasting the values 

of Marshal Stability and Flow. It is aimed to predict these values based on input 

parameters like Aggregate percentage (Ps), Binder content (Pb), Air voids (Va), 

Maximum Specific gravity of Mix (Gmm), Bulk specific gravity of mix (Gmb), 

Voids in mineral aggregates (VMA) and Voids filled with asphalt (VFA) etc.   

➢ Developing a prediction model using Artificial Neural Network with the same set 

of conditions as adopted for developing a GEP model. Separate models will be 

developed for both Marshal Stability and Flow. 

➢ To evaluate the validity of both GEP and ANN model by means of the validation 

set data by utilizing various statistical tools like R2, RMSE, MAE, and Adjusted 

R2. 

➢ Comparing the prediction power of both GEP and ANN and to make 

recommendation about both the tools.  

1.4. Research Methodology 

1.4.1. Data Collection 

Experimental data from Khattak Allied Construction Company has been collected for a 

highway project from Rislapur to JehanGira (Nowshehra) Pakistan. The data set is 

consisting of 110 data points, which will be screened before going into modeling phase.  

1.4.2. Data Screening 

➢ Extracting the data from the collected data sheets and formatting into an easy-to-

read format. 

➢ Eliminating those data sets where a data point is missing. 

➢ Removing repeating data points if any. 

1.4.3. Input Variable Selection 

➢ To select only the significant variables for model development, a sensitivity 

analysis will be performed to check whether the variables are significant enough 

to be placed into a model. Only those variables which have more than 95% of 

significance will be considered as significant.  

1.4.4. Model Development 

➢ GEP Model: GEP model will be developed based on the significant variables 

selected in the previous step to predict the values for Marshal Stability and Flow. 

The data set will be divided into two groups. Trailing data set, composed of 80% 
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of the total data will be used to train the model and 20% will be used to check the 

validity of the generated model   

➢ ANN Model: Techniques of artificial neural network will be adopted to develop 

NN model to predict the same output using the same set of conditions as adopted 

for GEP modeling. The performance of this model will be compared with GEP 

model developed in the previous step.  

1.5. Results and Discussion 

This section will present the results obtained at the end of this study. It is planned to 

develop a model using different artificial intelligence techniques for predicting marshal 

stability and marshal flow.   

1.6. Conclusion and Recommendation. 

Several recommendations will be made based in the conclusions of this study and will be 

lift open for future researchers to work on. 
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1.7. Flow Chart 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Introduction 

Literature Review 

AI Techniques for prediction of 

Marshal Stability and Flow 

 

GEP implementation for 

Transportation Related Issues 
Data Collection 

Data Screening 

Input Variables 

Selection 

Data Modeling 

GEP Modeling        ANN Modeling 

Results and Discussion 

Conclusion and Recommendation 

Adoption of ANN techniques 

for Civil Engineering issues 



7 

 

CHAPTER 2 

LITERATURE REVIEW 

2.1. Application of Artificial Intelligence Techniques in Civil Engineering 

Several transportation and pavement-related challenges have been solved using soft 

computing approaches throughout the last decade.[18] coupled Simulated Annealing and 

Genetic Programing to predict the flow number of asphalt mixture. The researcher 

generated a prediction model based on a data set composed of 118 test results of uniaxial 

dynamic creep tests with input variables as percentage of bitumen, percentages of filler, 

voids in mineral aggregate and marshal stability. A sensitivity analysis was also done to 

investigate the significance of every input variable. It was concluded that percentage of 

filler material is most significant variable among all. The model generated in this study 

was highly recommended to the practitioners due its accurate prediction capabilities. The 

accuracy of the generated model was assessed by measuring the RMSE and MSE. R2 

recorded for the testing data set was 0.979, which is why the generated model was highly 

recommended to the construction practitioners.  [19] predicted the flow number of asphalt 

mixture by adopting Gene Expression Programing. The R2 recorded for the model 

generated with 118 data points of uniaxial dynamic creep tests was 0.955. Genetic 

Programing was adopted by [20], to model the  effect of filler material on the performance 

of the HMA. [14] Evaluated the behavior of aggregate angularity on permanent 

deformation of asphalt mixture. 98 samples used in this study were prepared in laboratory 

by the researchers with varying percentage of angular, sub angular, rounded and sub 

rounded aggregates. Aggregate Imaging System (AIMS) assessed the angularity of course 

aggregate. The generated GEP model showed R2= 0.92 which was obtained after 377974 

trails. The coefficient of determination for GEP model was close enough to that of 

Regression model (0.891) but the regression model overestimated permanent deformation 

for those samples which have higher actual permanent deformation.  

 [15] Assessed the rutting resistance of in-service middle asphalt layer using GEP by 

assessing the compound creep (CCR) of middle layer based on softening point of bitumen, 

proportion of rainy days, bitumen content, aggregate gradation, overloading rate, ESALs 

and mean temperature. 59 field core samples extracted from seven highways in Jiangsu 

China were preconditioned for four hours to achieve a constant temperature of 58°C which 

was termed as the worst high temperature condition for the middle layer in Jiangsu. The 
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developed model performed better and showed R2= 0.912 for the testing data. A multi 

linear regression model was also developed to compare it with the GEP model and it 

showed R2=0.862.  [21-23] Adopted ANN and Fuzzy logic algorithm to predict the 

pavement roughness while [13] did the same job by using a hybrid GEP-ANN model based 

on data extracted from long-term pavement performance (LTPP) database of US. The 

generated GEP-ANN hybrid model showed R2=0.9941 for validation data set. [24] 

Assessed the same parameters using ANN keeping in view the effect of temperature and 

exposure time. A total of 65 asphalt core samples collected from the department of state 

highway (D100-11) turkey were divided into 5 groups and were placed under different 

temperature with different exposure time where 88.66% decrease in marshal stability was 

observed after keeping the samples under 50 C° for six hrs. The researcher generated a 

prediction model using ANN based on five input variables. The significance of the 

generated model was assessed by calculating the R2 value for the model. The generated 

model performed well and showed R2= 0.933 for validation data set.  

2.2. GEP vs. other AI Techniques 

ANNs are mathematical models based on simulations of biological nerve systems. These 

methods might be used to solve complicated nonlinear models and supervised learning 

issues, but techniques like ANN, ANFIS and fuzzy logic algorithms have a drawback of 

not generating a mathematical equation which can be adopted by the practitioners [16]. 

Beside this [25] called ANN as a black box with a drawback of overfitting while on the 

other hand, GEP offers a more clear representation of the final model in the form of 

Expression Trees and Mathematical model. [16] generated a prediction model to assess 

the rutting depth of asphalt mixture using GEP and ANN based on 96 Hamburg Wheel 

Tracking Test Results, where GEP outperforms the ANN model. The researcher developed 

both GEP and ANN model based on 13 input variables. Both these models were validated 

by assessing the coefficient of determination. The value of R2 in case of GEP model was 

recorded, as 0.93 while in case of ANN model it was recorded as equal to 0.84. The 

sensitivity analysis to measure the significance of input variables showed that percentage 

of asphalt binder was having the higher impact on the output variables as compared to 

other input variables. [17] Also compared both GEP and ANN by predicting the 

atmospheric temperature in Tabuk, Saudi Arabia based on the data of 30 years collected 

from Saudi Authority of Meteorology and Environmental Protection where GEP showed 

better results as compare to ANN. A total of 360 data sets were collected to develop these 
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models in which 288 (80%) were used to train the model while the remaining 20% were 

used to test the model. The accuracy of the generated models was checked by calculating 

the co-efficient of determination and the root mean squared error for both the models by 

comparing the observed temperature and the predicted temperature. The results obtained 

in both the cases showed that the GEP model outperforms the ANN model, as the R2 in 

case of GEP model equals 0.91 while R2 in case of ANN model was 0.67.  RMSE recorded 

for ANN model was 20.179 and for GEP model RMSE recorded was 0.44. 

The multi-layer perceptron (MLP) is one of the most often used neural networks which is 

made up of three layers: an input layer (consisting of independent variables), a hidden 

layer (consisting of a number of hidden neurons, there can be one or more hidden layers), 

and an output layer (which contains the target values). These variables are linked together 

using weighted connections. The network's optimal solution is discovered by forward 

feeding the initial solutions, back-propagating the errors across the network, and 

modifying the weights of the connections [26].  

The adaptive neuro-fuzzy inference system (ANFIS) is a Sugeno-type fuzzy inference 

system that also integrates neural network concepts [27]. The method of fuzzy inference 

entails modelling a collection of outputs from a set of inputs using particular membership 

functions, if-then rules and logical operations [28]. Any proposition in fuzzy logic is not 

totally true or untrue, so there is always a proportion of truthfulness or falseness. The 

complication of the membership functions and if-then rules that compose the final model 

is a disadvantage of ANFIS models. 

2.3. Artificial Neural Network 

ANNs is a form of artificial intelligence which is inspired by the human nervous system 

that tries to adopt the pattern of a particular activity after studying its behavior [29]. Such 

algorithm can be used to solve complex non-linear models. ANN is the collection of simple 

processing elements which are arranged into input, output and hidden layers (one or may 

be more) [17]. Researcher have adopted ANN for several application of civil engineering 

[30]. [31] adopted ANN for image processing and crack detection in pavement structures. 

[32] utilized ANN for soil classification using Liquid limit, clay content, plasticity index 

and water capacity as input parameters. ANN has been utilized by [33] as a pavement 

structure analysis tool to predict the defection profile and critical response of full depth 

pavement against heavy loads.            
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2.4. Gene Expression Programming 

Gene expression programming was suggested as a mechanism for developing a viable 

solution for forecasting [11]. GEP is a specialized kind of genetic programming (GP) that 

may also be characterized to as a sort of genetic algorithm since it is fundamentally 

comprised of a collection of mathematical solutions that eventually progresses the 

selection of good solution through an optimization procedure. Individuals in a genetic 

algorithm are computer programmes in a GP, which was initially proposed by [12], These 

computer programmes are evolved by GP using a fitness criteria and expression trees.  

 

Figure 1: Representation of Expression Trees In GEP. [13] 

Fig 1. Shows an example of expression that define the mathematical equation shown 

below. The head and intermediate nodes represent the mathematical functions while the 

tail nodes represent constants and variables. The mathematical equation represented in Fig. 

1 as an expression tree is as follows     

1

(𝑋1 + 𝐶1) − (𝑋2𝑥𝐶1)
 

The first step of GEP is to select a function set (+, -, *, /) and a terminal set (X1, X2, 1, 2). 

It then proceeds towards loading data set to the model to investigate the fitness function 

created and generate an arbitrary population of chromosomes (i.e., computer programs). 

For every chromosome, an expression tree is created to validate the fitness criteria. After 
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evaluation, one program is selected and is replaced with the whole set of population. The 

same procedure is iterated until a best program is generated. [13]. 

 

2.5. Marshal Stability and Flow 

Stability is defined as the amount of load sustained by a specimen in marshal apparatus 

before failure while flow is the total deformation recorded in the sample at the time of 

failure or at the time of recording stability under the specified temperature conditions. 

These two properties governs many properties of asphalt mix, therefore [5] claims that mix 

with high flow value have a greater tendency to deform as compare to a mix with lower 

flow value and similarly a mix with high stability and low flow will behave as a brittle 

material and may crack under load.  

The performance of the highway pavement is determined by the stability of the asphalt 

concrete. Asphalt concrete with low stability can cause number  of problems with asphalt 

pavements [6, 7]. Rutting, Cracking, particularly fatigue cracking caused by repetitive 

loads, has been identified as a significant distress in asphalt concrete pavements. [34]. The 

stability of asphalt concrete pavements depends on viscosity of bitumen, softening point 

of bitumen, bitumen content, stiffness of the mix, construction practice, climate and traffic 

conditions and gradation of aggregate etc. [34]. 

[35] found that the stability of asphalt concrete reduces with environmental temperature 

while investigating the effect of bitumen rheology on low temperature behavior of bitumen 

in laboratory.    Ductility and Viscosity of asphalt concrete increases with the increase of 

temperature. Experts [36-39] believes that the mixing and compaction temperature of the 

asphalt has a great influence on the performance of Hot Mix Asphalt. [40] Found that the 

environmental temperature and exposure time of asphalt concrete to a specific temperature 

increases the ductility of asphalt cement while investigating the effect of increase in 

exposure time and temperature on asphalt concrete.  
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CHAPTER 3 

METHODOLOGY  

3.1. Data Collection  

The research, “Prediction of Marshal Stability and Flow using Gene Expression 

Programing” is based on a data set of 110 data points collected from “Khattak Allied 

Construction Company” working on “Rehabilitation & Improvement of Risalpur to 

Jehangira road (37 km)”. The collected data was first extracted and compiled into excel 

sheets with all the input and output variables. Total input variables and statistics of the 

collected data are shown in table 1. 

Table 1: Descriptive Statistics of Data 
 

Mean Median Maximu

m 

Minimu

m 

Range Standard 

Deviation 

Ps 96.379 96.403 96.891 95.731 1.16 0.282 

Pb 3.619 3.598 4.269 3.109 1.16 0.284 

Pba 0.19 0.228 0.651 -0.112 0.763 0.124 

Pbe 3.444 3.4 4.904 2.85 2.054 0.342 

Gmb 2.422 2.431 2.467 0.425 2.042 0.192 

Gmm 2.56 2.552 2.608 2.521 0.087 0.025 

Gse 2.714 2.719 2.794 2.578 0.216 0.03 

Va 4.706 4.713 6.084 3.765 2.319 0.506 

VMA 13.3 13.118 23.973 11.931 12.042 1.163 

VFA 64.52 65.312 70.662 55.07 15.592 3.604 

Stability 3072.8

1 

3176.1

5 

3655.06 1430.1 2224.9

6 

680.253 

Flow 14.877 15.167 16.6 11 5.6 1.437 

Ps  =  Aggregate Percentage 

Pb  =  Asphalt Content Percentage 

Pba  =  Absorbed Asphalt Content  

Pbe  =  Effective Asphalt Content 

Gmb =  Bulk Specific Gravity of Aggregate. 

Gmm = Maximum Specific Gravity of Mix 
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Gse  =  Aggregate Effective Specific Gravity 

Va  =  Air Voids  

VMA  = Voids in Mineral Aggregate 

VFA  =  Voids Filled by Bitumen 

Properties of the material used in this mix design are as follows: 

Aggregate: 

Source of Aggregate = Babuzai (Swat). 

Table 2: Aggregates Properties 

Name of Test Actual Test Result Project Specification 

Los Angeles Abrasion, (%) 19.8 30 % Max 

Soundness Loss by Sodium Sulphate, 

(%) 

2.68 12 % Max 

Flat and / or Elongated Particles (%) 7.70 15 % Max 

Coating and stripping of bitumen - 

Aggregate Mixtures 

Above 95 % Above 95 % 

Sand Equivalent, (%) 61.0 45 % Min 

Plasticity Index 3.1 4 % Max 

Bitumen: 

Source of Bitumen = Pak-Arab Refinery Company Limited (PARCO) 

Table 3: Bitumen Properties 

Name of Test Actual Test Result Project Specification 

Penetration Grade 66 60 ~ 70 

Flash Point, ºC 312 232 Min 

Fire Point, ºC 296 ~ 

Specific Gravity 1.02 - 

 

3.2. Data Screening  

The data set is composed of 110 data points in which few data points were marked as 

inappropriate for the proposed research and were removed from the data set. Details of the 

data screening are given as follows.  
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          Table 4: Data Screening 

Total Data Points Collected 110 

Inappropriate Data Points 8 

Total remaining Data Points 102 

The data set composed of 102 data points has been divided into training and testing 

samples with 80 and 20% of the total data respectively. [41] suggests that the data points 

should be at least 3 times more than the number of input variables.  In this study, seven 

number of input variables and 102 data points will be used for model development which 

are sufficient as based on results produced by [41] at least 21 data points are required for 

this study.    

3.3. Amputation of insignificant variables  

After splitting the screened data set into training and testing sample with proportion of 80 

and 20 percent respectively, a sensitivity analysis will be performed using Gene 

Expression Programming (GEP). A GEP model will be developed for both Marshal 

Stability and Marshall Flow which will be stretched further to run a sensitivity analysis to 

investigate the significance of input variables used to predict the output variables. All the 

variables with significance lesser than 5 percent will be eliminated from the list and the 

rest will be used for developing GEP and ANN model.  

3.4. Modeling using GEP 

After finalizing the number of input variables, a GEP model will be developed using 

GeneExpro5.0 Tool. The total data will be divided into 80 percent of training data and 20 

percent testing data. The developed model will be deployed into an excel sheet to make it 

easy to use for the construction practitioners. To validate the performance of the developed 

model, R2, MAE, RMSE and Adjusted R2 will be used as validation criterion.  This model 

will also be presented graphically in the form of expression trees to make it easier to 

understand.  

3.5. Modeling using ANN 

ANN model will be developed parallel with the GEP model using nntool (Matlab). The 

same set of data division and validation will be followed for ANN modeling as well. The 

best ANN model will be compared with GEP models generated by adopting Levenberg-

Marquardt algorithm with five number of neurons in hidden layer.  



15 

 

3.6. Results Comparison  

After successfully completing the modeling using both GEP and ANN, the results obtained 

in both the cases will be compared for Marshall Stability and Marshall Flow respectively. 

The validation criteria in both cases will define how precisely the generated model is able 

to predict the output variables.   

3.7. Model Validation using New Data 

As it is intended to develop the model using data from one project, then the main concern 

about its performance is whether this model will perform better in new environment or 

not. For answering this concern, the models developed will be validated using new set of 

data collected from another project with different conditions. 

3.8. Sensitivity Analysis  

After developing a prediction model for both marshal stability and flow, it is intended to 

analyze the contribution of every input variable on the output. Similar mechanism as 

mentioned in section 3.3 will be adopted to investigate this relation. 

  

3.8. Effect Of Variation in Input Variables on the Output 

A parametric study will be performed to access the effect of change in bitumen content, 

aggregate percentage and air voids on marshal stability and flow while keeping the other 

input variables constant. Different combinations (as shown in table) of bitumen content 

and air voids will be investigated in this section. 

Table 5: Parametric Study Variable's Combination 

Air Voids Aggregate Percentage 

% 

Bitumen Content % 

2.5 

97.0 3.0 

96.5 3.5 

96.0 4.0 

95.5 4.5 

95.0 5.0 

94.5 5.5 
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94.0 6.0 

Air Voids  Aggregate Percentage % Bitumen Content % 

3.0 

97.0 3.0 

96.5 3.5 

96.0 4.0 

95.5 4.5 

95.0 5.0 

94.5 5.5 

94.0 6.0 

3.5 

97.0 3.0 

96.5 3.5 

96.0 4.0 

95.5 4.5 

95.0 5.0 

94.5 5.5 

94.0 6.0 

4.0 

97.0 3.0 

96.5 3.5 

96.0 4.0 

95.5 4.5 

95.0 5.0 

94.5 5.5 

94.0 6.0 

4.5 

97.0 3.0 

96.5 3.5 

96.0 4.0 

95.5 4.5 

95.0 5.0 

94.5 5.5 

94.0 6.0 
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CHAPTER 4 

RESULTS 

4.1. Variable Reduction  

Every input variable used for model development has an effect on the output variable. This 

effect is sometime more significant while sometime it is less significant. The variable with 

high significance enhances the prediction ability of the model while on the other hand, 

insignificant variables effect the performance of the model in a negative way. To develop 

a model with more accurate prediction power, it is essential to remove the insignificant 

variables from the model.  

In this regard, this research develops a GEP model to do a sensitivity analysis to assess the 

significance of every input variable in case of Marshal Stability and Marshal Flow 

respectively. For this purpose, after dividing the data into training and testing dataset, a 

GEP model was constructed with 10 input variables in both cases. Input variables used in 

this modeling are as follows: 

Ps  =  Aggregate Percentage 

Pb  =  Asphalt Content Percentage 

Pba  =  Absorbed Asphalt Content  

Pbe  =  Effective Asphalt Content 

Gmb =  Bulk Specific Gravity of Aggregate. 

Gmm = Maximum Specific Gravity of Mix 

Gse  =  Aggregate Effective Specific Gravity 

Va  =  Air Voids  

VMA  = Voids in Mineral Aggregate 

VFA  =  Voids Filled by Bitumen 

4.1.1 Marshal Stability  

In this case, a GEP model was constructed with 10 above mentioned input variables using 

82 (80%) data points for training the model and 20 (20%) data points to test the model for 

predicting the Marshal Stability. The result obtained are as follows.  
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Table 6: Marshal Stability Sensitivity Analysis 

 

Sensitivity analysis for this model reveals that three input variables shows lesser 

significance than 5 percent and that is why they were marked as insignificant for the GEP 

and ANN modeling. The results of the sensitivity analysis are shown in table 6 and figure 

2. 

Table 7: Marshal Stability Input Variable's Effectiveness 

Input Variable Effectiveness (%) 

Aggregate Percentage 16.67 

Asphalt Content 16.67 

Absorbed Asphalt Content 7.14 

Effective Asphalt Content 14.29 

Bulk Specific Gravity of Aggregate 4.76 

Max. Specific Gravity of Mix 11.9 

Aggregate Effective Specific Gravity 7.14 

Air Voids 14.29 

Voids In Mineral Aggregates 4.76 

Voids filled by Bitumen 2.38 

 

 

 

Marshal Stability Sensitivity Analysis  

 Training Testing 

Input Variables 10 10 

Data Points 82 (80%) 20 (20%) 

R2 0.838 0.926 

MAE 193.94 215.66 

RMSE 256.87 255.8 

Adjusted R2 0.812 0.844 
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Figure 2: Marshal Stability Input Variable's Effectiveness 

 

 

 

 

 

 

 

 

 

 

     

 

4.1.2. Marshal Flow 

The same procedure as followed in case of Marshal Stability was adopted for Marshal 

Flow to reduce the number of input variables and remove the insignificant variables prior 

to the GEP and ANN modeling.   

4.1.2.1 First Sensitivity Analysis (Flow) 

Unlike the case of Marshal Stability, the sensitivity analysis results for Marshal Flow 

showed that only one input variable out of ten was not significant for modeling as only 

Effective Asphalt content showed significance of 2.38% which was lesser than the 

threshold mark of 5%. Therefore, it was decided to remove only the one insignificant 

variable and repeat the sensitivity analysis with nine input variables instead of ten. The 

results of sensitivity analysis for Marshal Flow are shown as follows.  
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 Table 8: Marshal Flow Sensitivity Analysis (1st) 

 

 

 Table 9: Marshal Flow Input Variable's Effectiveness (1st)  

 

 

 

 

 

 

Marshal Flow First Sensitivity Using GEP 

 Training  Testing  

Input Variables 10 10 

Data Points 82 (80%) 20 (20%) 

R2 0.85 0.902 

MAE 0.4185 0.448 

RMSE 0.5524 0.6030 

Adjusted R2 0.828 0.793 

Input Variable Effectiveness (%) 

Aggregate Percentage 5.41 

Asphalt Content  18.92 

Absorbed Asphalt Content 5.41 

Effective Asphalt Content 2.7 

Bulk Specific Gravity of Aggregate 13.51 

Max. Specific Gravity of Mix 16.22 

Aggregate Effective Specific Gravity  10.81 

Air Voids  5.41 

Voids In Mineral Aggregates 13.5 

Voids filled by Bitumen 8.11 
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Figure 3: Marshal Flow Input Variable's Effectiveness (1st)  

 

 

 

 

 

 

 

 

 

 

 

 

4.1.2.2. Second Sensitivity Analysis (Flow) 

The second sensitivity analysis is a follow up of the first sensitivity analysis in case of 

Marshal Flow as in the first case, only one input variable was found to be insignificant. In 

this case, the insignificant variable was removed and the sensitivity analysis was 

performed again with nine variables. The results showed extremely different behavior as 

the variables like “Aggregate Percentage, Absorbed Asphalt Content and Air Voids” 

which were hardly crossing the threshold line in first case were found to be pretty 

significant this time. Max. Specific Gravity of Mix and Aggregate Effective Specific 

Gravity were found as insignificant variables this time and were removed from the data 

set prior to GEP and ANN modeling. The possible reason behind this behavior could be 

the multicollinearity of input variables. The results of second sensitivity analysis are 

shown below.  
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Table 10: Marshal Flow Sensitivity Analysis (2nd) 

 

 

 

Table 11: Marshal Flow Input Variable's Effectiveness (2nd) 

 

 

 

 

 

 

Marshal Flow Sensitivity Analysis (2nd) 

 Training  Testing  

Input Variables 09 09 

Data Points 82 (80%) 20 (20%) 

R2 0.883 0.876 

MAE 0.390 0.525 

RMSE 0.470 0.655 

Adjusted R2 0.868 0.752 

Input Variable Effectiveness 

Aggregate Percentage 12.50% 

Asphalt Content  12.50% 

Absorbed Asphalt Content 8.33% 

Bulk Specific Gravity of Aggregate 16.67% 

Max. Specific Gravity of Mix 4.17% 

Aggregate Effective Specific Gravity  4.17% 

Air Voids  20.83% 

Voids In Mineral Aggregates 8.33% 

Voids filled by Bitumen 12.50% 
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Figure 4: Marshal Flow Input Variable's Effectiveness (2nd) 

 

 

 

 

 

 

 

 

 

 

 

4.2. GEP Modeling: 

After removing the insignificant variables, the data set is now ready to be used for 

generating models using Gene Expression Programming (GEP). Marshal Stability and 

Marshall Flow models will be generated using their corresponding input variables. 

4.2.1. Marshall Stability   

Total number of input variables were reduced from ten to seven and were used to generate 

the model for Marshal Stability. List of input variables used in this case is given as follows: 

1. Ps  =  Aggregate Percentage 

2. Pb  =  Asphalt Content Percentage 

3. Pba  =  Absorbed Asphalt Content  

4. Pbe  =  Effective Asphalt Content 

5. Gmm = Maximum Specific Gravity of Mix 

6. Gse  =   Aggregate Effective Specific Gravity 

7. Va  =  Air Voids  

Table 11. shows the parameters used for generating the Marshall Stability model in which 

the number of chromosomes are the number of programs that will be evolved by GEP 

during training, Number of genes governs the total number of sub expression trees, 
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complicity of expression trees is governed by the head size, and linkage function sets the 

relation of every sub expression tree with each other. 

Table 12: Parameter setting for GEP Algorithm for Marshall Stability.   

Parameter Setting 

Number of Chromosome 20 

Number of Genes 5 

Head Size 20 

Linkage Function  Addition 

Fitness Function Error Type MSE 

Function Set +, -, /, *, √𝑥, √𝑥
3

, ^2, ^3 

 

Total of 82 data points were used to train the model while 20 data points were used to test 

the functionality of the developed model. Equation 1. Shows the model developed while 

table 12 shows the model performance in terms of validation criteria and figure 6-10 shows 

the graphical representation of the model in the form of Expression Trees.  

Marshal Stability=((𝐺1𝐶1𝑑0 − 2𝑑0)𝑥(𝐺1𝐶0𝑑0 + 𝑑0
2) − 𝐺1𝐶0𝑑0 + 𝑑0

3𝑥 𝐺1𝐶0
1

3⁄ −

𝑑0𝑑3
2)

1
3⁄

+ 𝑆𝑖𝑛 (√𝑑2 + 𝑑3
2 − 𝑒𝑑3

1
3⁄
) − 𝑑0 − ln(𝑑2𝐺2𝐶1) − 𝑑4 − 𝑑0 − 𝐺2𝐶0

2 −

𝑑0
2 − 𝐺2𝐶0𝑥𝐺2𝐶1 + (√𝐺3𝐶1 − (

𝑑6𝑑0
3𝑑3

2

𝐺3𝐶1−𝑑6
))

1
3⁄

𝑥 (𝑑3 − 𝐺3𝐶1
2 − 𝑡𝑎𝑛−1𝑑4)

1
3⁄

  + 𝑑0 +

(𝑑3𝑑0
2𝑥 (𝑑0 − 𝑑6)𝑥(𝑑3 − 𝐺4𝐶0)𝑥(𝑙𝑛𝑑4 + 𝑠𝑖𝑛𝑑1)

1
3⁄ + 𝑠𝑖𝑛𝑑1)

1
2⁄

− 𝑑6 + 𝑑5 − 𝑑6 +

𝐺5𝐶1𝑑6 + (𝑑1
2𝑑3

2 + 𝑑6)𝑥𝑑2 +
𝐺5𝐶1𝑥𝑑2

1
3⁄

𝑑3𝑑2
  - - - - - - - - - - (1 

Where: 

G1C0 =  9.21 

G1C1 =  -6.43 

G2C1 =  6.05 

G2C0 =  -8.54 

G3C1 =  2.83 
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G4C0 =  0.049 

G5C1 =  -9.59 

d0  =  Aggregate Percentage 

d1  =  Asphalt Content Percentage 

d2  =  Absorbed Asphalt Content  

d3 =  Effective Asphalt Content 

d4 = Maximum Specific Gravity of Mix 

d5 =   Aggregate Effective Specific Gravity 

d6  =  Air Voids  

 

Table 13: Validation Criteria for Marshall Stability Model 

 

 

Marshal Stability Model Using GEP 

 Training  Testing  

Input Variables 7 7 

Data Points 82(80%) 20 (20%) 

R2 0.890 0.942 

MAE 148.2 131.2 

RMSE 216.5 198.2 

Adjusted R2 0.880 0.908 

Figure 5: Regression plot for Marshal Stability Actual and Predicted values 
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Figure 7: Marshal Stability Sub Expression Tree 2 

Figure 6: Marshal Stability Sub Expression Tree 1 
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Figure 8: Marshal Stability Sub Expression Tree 3 

Figure 9: Marshal Stability Sub Expression Tree 4 
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Figure 10: Marshal Stability Sub Expression Tree 5 

Figure 11: Deployed Marshall Stability Model (GEP) 

 

 

 

 

 

 

 

 

 

Fig 6-10 presents the Marshal Stability model graphically in the form of expression trees 

which gives a much easier approach to the practitioner to understand the model. 

Expression trees should be read from left to right and from top to bottom. Beside this, GEP 

enables the practitioners to use the model deployed into an excel sheet where end user will 

simply plug in the input variables and the excel sheet will automatically predict the output 

values. Fig 11 shows a sample of the deployed Marshal Stability model.  
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4.2.2. Marshall Flow 

Total number of input variables were reduced from ten to seven and were used to generate 

the model for Marshal Flow. List of input variables used in this case is given as follows: 

1. Ps  =  Aggregate Percentage 

2. P b  =  Asphalt Content Percentage 

3. Pba  =  Absorbed Asphalt Content  

4. Pbe  =  Bulk Specific Gravity of Aggregates 

5. Gmm = Air Voids 

6. VMA =   Voids in Mineral Aggregate 

7. VFA  =  Voids Filled by Bitumen  

Table 14. shows the parameters used for generating the Marshall Stability model in which 

the number of chromosomes are the number of programs that will be evolved by GEP 

during training, Number of genes governs the total number of sub expression trees, 

complicity of expression trees is governed by the head size, and linkage function sets the 

relation of every sub expression tree with each other. 

Table 14: Parameters setting for GEP Algorithm for Marshal Flow 

Parameter Setting 

Number of Chromosome 20 

Number of Genes 4 

Head Size 20 

Linkage Function  Addition 

Fitness Function Error Type MSE 

Function Set +, -, /, *, √𝑥, √𝑥
3

, ^2, ^3 

Total of 82 data points were used to train the model while 20 data points were used to test 

the functionality of the developed model. Equation 2. Shows the model developed while 

table 14 shows the model performance in terms of validation criteria and figure 13-16 

shows the graphical representation of the model in the form of Expression Tree.    
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Marshal Flow = Cos (d5) + ((Cos√𝑒𝐺2𝐶1𝑥𝑒𝑑5 − (𝑑1𝑥𝑑2𝑥𝑑6
2) + 2𝑑0𝑑4

23
) 𝑥𝑑5 + 𝐺2𝐶0 +

𝑑0)

1
3⁄

+ 𝐶𝑜𝑠(𝑑1𝐺3𝐶0 − 𝐶𝑜𝑠(𝐺3𝐶0)𝑥(𝑑2𝑥(𝑑3 − 𝑑4))
2

+
𝐺3𝐶0

𝑑5
− 𝐶𝑜𝑠𝑑4 + 𝑑0𝑥𝐺3𝐶1 +

(𝑆𝑖𝑛 (𝐺4𝐶0 − 𝑒
(𝐶𝑜𝑠𝑑6+𝐺4𝐶1+𝑑2

𝑑2
𝑑0

𝑥𝐺4𝐶0)
𝑥 𝑒

√𝐺4𝐶0
𝑑1𝑑1

⁄
)

2

− 𝑑0) − 𝐺4𝐶1 - - - - - - - - - - - (2 

Where: 

G2C0  =  -15.88 

G2C1  =  -1.85 

G3C0  =  -3.87 

G3C1  =  0.80 

G4C1  =  -9.58 

G4C0  =  10.61 

d0 = Aggregate Percentage 

d1 =  Asphalt Content 

d2 =  Absorbed Asphalt Content 

d3 =  Bulk Specific Gravity  

d4 =  Air Voids  

d5 =  Voids in Mineral Aggregates  

d6 =  Voids Filled by Bitumen 

Table 15: Validation Criteria for Marshall Flow Model 

 

Marshal Flow Model Using GEP 

 Training  Testing  

Input Variables 7 7 

Data Points 82 20 

R2 0.891 0.895 

MAE 0.389 0.448 

RMSE 0.463 0.607 

Adjusted R2 0.881 0.834 



31 

 

Figure 13: Marshal Flow Sub Expression Tree 1 

Figure 14: Marshal Flow Sub Expression Tree 2 

Figure 12: Regression plot for Marshal Flow Actual and Predicted values 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



32 

 

Figure 15: Marshal Flow Sub Expression Tree 3 

Figure 16: Marshal Flow Sub Expression Tree 4 
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Figure 17: Deployed Marshall Flow Model (GEP) 

 

Fig 13-16 presents the Marshal Flow model graphically in the form of expression trees 

which gives a much easier approach to the practitioner to understand the model. 

Expression trees should be read from left to right and from top to bottom. Beside this, GEP 

enables the practitioners to use the model deployed into an excel sheet where end user will 

simply put the input variables and the excel sheet will automatically predict the output 

values Fig 17 shows a sample of the deployed Marshal Flow model.  

 

 

 

 

 

 

 

 

 

 

 

 

4.3. Comparison of results before and after variable reduction 

Existence of insignificant variables in the model might affect the performance of the model 

in negative way. Therefore, insignificant variables were removed from the data prior to 

the modeling phase for both Marshal Flow and Marshal Stability. This section compares 

the results for both models before and after variables reduction. Results are presented in 

table 15, 16. Table 15 shows the comparison for Marshal Stability where improvement in 

all the validation criterion can be observed in modeling after variables reduction. Table 16 

shows the results for Marshal Flow showing a slight improvement in every validation 

criterion except for R2 in case of testing and the reason for this behavior is that the formula 
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for calculating the coefficient of determination does not counts the number of input 

variables.    

Table 16: Marshal Stability Model Before and After Variable Reduction 

Marshal Stability Model Before and After Variable Reduction 

  Training  Testing 

  Before After Before After 

Input Variables 10 7 10 7 

Data Points 82 82 20 20 

R2 0.838 0.890 0.926 0.942 

MAE 193.94 148.2 215.66 131.2 

RMSE 256.87 216.5 255.8 198.2 

Adjusted R2 0.815 0.880 0.844 0.908 

 

Table 17: Marshal Flow Model Before and After Variable Reduction 

Marshal Flow Model Before and After Variable Reduction 

  Training  Testing 

  Before After Before After 

Input Variables 10 7 10 7 

Data Points 82 82 20 20 

R2 0.85 0.891 0.902 0.895 

MAE 0.4185 0.389 0.448 0.488 

RMSE 0.5524 0.463 0.603 0.607 

Adjusted R2 0.829 0.881 0.793 0.834 
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4.4. Artificial Neural Network (ANN) Modeling  

Similar to GEP modeling, prediction models for Marshall Stability and Marshall Flow 

were created using the same set of data with same input variables by adopting Artificial 

Neural Network technique. Levenberg-Marquardt algorithm was adopted with five 

number of neurons in hidden layer. Selecting the number of neurons in the hidden layer is 

one of the most technical tasks to be performed, as a small mistake might lead to either 

over fitting or under fitting of the model. As no specific formula has been developed till 

today that can be used by the researchers to select the appropriate number of neurons in 

the hidden layer, that is why the number of neurons in the hidden layer were decided based 

on the following rule of thumb [42].  

1. Number of hidden layer’s neurons in the should be lesser than twice the number of 

neurons in the input layer. 

2. Neurons in the hidden layer should be from 70 to 90% of the number of neurons in 

the input layer.  

3. Neurons in the hidden layer should be more than number of neurons in the output 

layer and lesser than the number of neurons in the input layer. 

After analyzing the data in this research, it was concluded that the number of neurons in 

the hidden layer should be 5 as it fulfills all the above thumb rules.  

 

4.3.1.  Marshall Stability Model 

The Marshal Stability model generated using ANN was based on the same input variables 

that were used for developing Marshal Stability model using GEP technique. 82 data points 

were used to train the model and 20 were used to test the validity of the model by following 

Levenberg-Marquardt algorithm with 5 number of neurons in hidden layer. The model 

showed R2 of 0.869 and adjusted R2 of 0.857 in case of testing and 0.774 and 0.643 

respectively in case of testing. The overall performance is shown in table 17 and figure 18.  
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Figure 18: Regression for Marshall Stability Model Developed by using ANN 

Table 18: Performance of Marshal Stability Model Using ANN 

Marshal Stability Model Using ANN 

 Training Testing 

R2 0.869 0.774 

RMSE 234.38 398.55 

MAE  149.68 259.55 

Adjusted R2  0.857 0.643 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.3.2. Marshall Flow Model  

The same setup was followed for developing Marshall Flow model using ANN. 

Levenberg-Marquardt algorithm with five neurons in hidden layer was followed for 

developing this model. Coefficient of determination recorded in case of training was 

0.7496 and 0.813 in case of testing. Similarly, Adjusted R2 recorded in case of training 
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Figure 19: Regression for Marshall Flow Model Developed by using ANN 

was 0.725 and 0.704 in case of testing the model. The detailed performance of the model 

is shown in table 18 and figure 19.     

Table 19: Performance of Marshal Flow Model Using ANN 

Marshal Flow Model Using ANN 

 Training  Testing 

R2  0.7496 0.8137 

RMSE   0.7413 0.6550 

MAE  0.6177 0.5434 

Adjusted R2  0.7259 0.7041 
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4.4. Comparison of Results 

This section of the report shows the comparison of results obtained for Marshall Stability 

and Marshall Flow using GEP and ANN. This comparison sheds light on the performance 

of both GEP and ANN utilized for predicting output using the same set of data and input 

variables in both cases. Results shows that GEP out performs the ANN model in terms of 

performance validated based on the following validation criterion.  

Table 20: Comparison of Marshal Stability Model using GEP and ANN 

 

Table 21: Comparison of Marshal Flow Model using GEP and ANN 

Marshal Stability Model  

 Training Testing Difference (%) 

 GEP  ANN  GEP ANN Training Testing 

R2 0.890 0.869 0.942 0.774 2.410 21.70 

MAE 148.2 149.68 131.2 259.55 0.990 97.80 

RMSE 216.5 234.38 198.2 398.55 8.250 101.1 

Adjusted R2 0.880 0.857 0.908 0.643 2.680 41.20 

Marshal Flow Model  

 Training Testing Difference (%) 

 GEP ANN GEP ANN Training Testing 

R2 0.891 0.7496 0.895 0.8137 18.80 9.990 

MAE 0.389 0.6177 0.448 0.5434 58.79 21.30 

RMSE 0.463 0.7413 0.607 0.6550 60.00 7.900 

Adjusted 

R2 

0.881 0.7259 0.834 0.7041 21.30 18.45 
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Figure 20: GEP vs. ANN (Marshall Stability) 

From table 19, it can be observed that the MS model developed using GEP out performs 

the ANN model in all the validation conditions. Coefficient of determination observed in 

case of MS model developed using GEP is 0.89 while in case of ANN the same value 

observed is 0.869. Comparing the RMSE for GEP and ANN shows that the error recorded 

for ANN model is 8.25% greater than that of GEP model. By comparing the Adjusted R-

Square for the same model in case of training data set shows that the GEP model performs 

better than ANN model. Same behavior is observed for marshal stability model in case of 

testing data set. Figure 20 shows the overall comparison of GEP and ANN for Marshal 

Stability Model.    

Table 20 also reveals the same behavior for marshal flow model where the coefficient of 

determination shows that GEP model performs 18.8% better than ANN model in case of 

training and about 10% in case of testing data set. Adjusted R-Square recorded in case of 

GEP is 21.3% higher than that of ANN model. Same performance is observed for marshal 

flow model in case of testing data set. Figure 21 shows the overall comparison of GEP vs 

ANN for Marshal Flow.          
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Figure 21: GEP vs. ANN (Marshall Flow) 

 

 

 

 

 

 

 

 

 

Figure 20 and 21 presents the comparison of R2 and adjusted R2 observed against GEP and 

ANN model for Marshal Stability and Marshal Flow respectively. The prior figure 

compares the validation criterion for Marshall Stability and the later shows the same 

results recorded for Marshal Flow. The overall picture shows that the model generated for 

both these outputs using GEP performs better than those developed with ANN. Both these 

developed models are capable of predicting the Marshal Stability and Marshal Flow 

without going into traditional destructive testing approach adopted for calculating the 

values of Marshal Stability and Flow. Models developed in this study can be introduced 

with new data (only inputs), outputs will be predicted based these inputs with an accuracy 

of 94 %.   

4.5. Sensitivity Analysis: 

To investigate the effect of every input variable on the output, a sensitivity analysis was 

performed for both MS and MF. In case of MS, percentage of aggregate was found to be 

the most effective input variable followed by effective asphalt content with effectiveness 

of 36.54 and 19.23% respectively. Similarly in case of MF, the effectiveness of aggregate 

percentage with 24% effectiveness was found to be the most effective input variable 

followed by voids in mineral aggregates with effectiveness of 16% in total. The detailed 

result of sensitivity analysis can be observed in fig 22 and 23.  
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Figure 22: Marshal Stability Sensitivity Analysis 

 

 

Figure 23:Marshal Flow Sensitivity Analysis 
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4.6. Performance Validation Using Unseen Data 

Models developed using GEP and ANN for MS and MF has been introduced with a new 

data set collected from a construction firm working on N-95 (Swat 82km). This data set 

was composed of 25 screened data points using which the performance of the developed 

model was validated by using them as a testing data. The performance of the models 

developed for a highway project in Risalpur for the new dataset was almost the same as 

the data used for training. The detailed performance of the models can be observed from 

table 21 to table 25.     

Table 22: MS Model Validation using new data with GEP 

   

Table 23: MS model Validation using new data with ANN 

 

 

 

Marshal Stability Model using GEP 

Data Old Testing Unseen 

R2 0.942 0.915 

MAE 131.2 194.71 

RMSE 198.2 244.238 

Adjusted R2 0.908 0.910 

Marshal Stability Model ANN 

Data Old Testing Unseen 

R2 0.774 0.884 

MAE 259.55 103.72 

RMSE 398.55 216.7 

Adjusted R2 0.643 0.877 
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Table 24: MF Model Validation using new data with GEP 

 

 

Table 25: MF Model Validation using new data with ANN 

 

Marshal Flow using ANN 

Data Old Testing Unseen 

R2 0.8137 0.876 

MAE 0.5434 0.371 

RMSE 0.6550 0.471 

Adjusted R2 0.7041 0.868 

 

 

 

 

 

 

 

Marshal Flow using GEP 

Data Old Testing Unseen 

R2 0.895 0.874 

MAE 0.448 0.496 

RMSE 0.607 0.593 

Adjusted R2 0.834 0.865 
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From table 21 to 25, it can be observed that the model is capable of explaining the new 

conditions with up to 91.5 % accuracy. Comparing the performance of ANN using unseen 

data with the old training data reveals that model is explaining the new conditions better 

than the older data. In case of GEP, the model shows somewhat equal performance for 

both old and new data. After observing the performance, it is recommended to use these 

developed models for new data but the input variables should fall within the maximum 

and minimum limits of the data which was used for developing the model. For environment 

where the data is not falling within the limits of the input variables o training data, then 

the model should be re-tuned by adjusting its parameter by using a 15 % of the new data 

for tuning.   

4.7. Parametric Analysis.  
Results of sensitivity analysis reveals that bitumen content and aggregate percentage is 

having the maximum impact on the output prediction. Therefore, it was intended to 

investigate the values of MS and MF by changing the values of bitumen content and 

aggregate percentage from 3 to 6 percent with a constant interval of 0.5 percent for the 

prior one and similarly from 94 to 97 percent for the later one. These values were changed 

in coordination with percentage of air voids from 2.5% to 4.5%. Results obtained against 

different combination of air voids and bitumen content can be observed in table 25. 

Table 26: Effect of Bitumen Content and Air voids on Marshal Stability 

Marshal Stability  
               Air Voids 

Bitumen 
2.5 % 3.0 % 3.5 % 4.0 % 4.5 % 

3.0 % 2303.8 2449.3 2614.1 2792.6 2980.6 

3.5 % 2719.1 2805.4 2905.3 2993.5 3066.2 

4.0 % 1401.3 1432.2 1455.4 1475.5 1494.9 

4.5 % 1258.1 1261.4 1263.7 1265.3 1266.7 

5.0 % 1253.4 1254.3 1257.6 1258.3 1259.4 

5.5 % 1250.9 1252.4 1254.1 1254.7 1255.1 

6.0 % 1250.3 1251.3 1251.4 1251.4 1251.3 
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Figure 24: Marshal Stability against different Bitumen content and Air Voids. 

 

  

 

 

 

 

 

 

 

 

 

 

From fig. 24, it can be observed that as the air voids increases, marshal stability also 

increase. Effect of air voids on marshal stability up to 4.5% has been observed in this study 

which reveals an increase in marshal stability upon the increase in air voids but after having 

a microscopic look, results show that by increasing the bitumen content while keeping the 

air voids constant increases the marshal stability up to a certain degree but marshal stability 

starts decreasing after a certain range of increase in bitumen content. Maximum values of 

marshal stability can be observed between 3 to 3.5% of bitumen against every percentage 

of air voids. Effect of variation in air voids has been observed to be more effective when 

the bitumen content has been kept between 3 and 3.5% while these variations are not very 

much effective as the bitumen content exceeds 4% by weight. Increase in bitumen content 

from 3.5 to 4 % reduces the stability by almost 50% as recorded against the previous 

combination of bitumen, aggregate and air voids. Rate of change of marshal stability 

against a periodic variation in both bitumen content and air voids approaches zero as 

bitumen content exceeds 4.5%. A similar mechanism was adopted for investigating the 

effect of these variations on marshal flow as well. Results obtained in case of marshal flow 

can be observed from table 27 and fig. 25   
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Figure 25: Effect of Bitumen content and Air Voids on Marshal Flow 

Table 27: Marshal Flow against Bitumen content and Air Voids 

Marshal Flow 

Air Voids 

Bitumen 2.5 % 3.0 % 3.5 % 4.0 %  4.5 % 

3.0 % 17.10 16.70 16.80 16.95 16.75 

3.5 % 19.00 18.15 17.75 17.00 15.60 

4.0 % 22.20 20.75 18.90 16.85 14.55 

4.5 % 24.20 23.20 21.80 20.09 18.45 

5.0 % 31.15 30.45 29.30 27.85 25.90 

5.5 % 31.70 31.00 29.70 28.55 26.85 

6.0 % 32.30 32.25 30.15 28.75 26.95 

 

    

 

 

 

 

 

 

 

 

  

 

From fig. 25, it can be observed that the effect of variation in air voids increases as the 

bitumen content increases as it can be observed that marshal flow obtained against 3% 

bitumen content is almost same for all combinations of air voids. 4% of bitumen content 

and 4.5% air voids results in minimum flow while maximum flow was observed at 6% 
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bitumen content and 2.5 % air voids whereas maximum rate of change in marshal flow can 

be observed from 4 to 4.5 % bitumen content irrespective of air voids. Rate of change in 

marshal flow approaches zero as the bitumen content goes beyond 5.0%. Marshal flow 

increases with the increase in bitumen content. This relation has been observed to be more 

sensitive for bitumen content from 3.5 to 5% but this relation between bitumen content 

and marshal flow turns to be indirect as the percentage of air voids is increased up to 4 % 

or higher and keeping the bitumen content lesser than 4 %. Overall, it can be observed that 

higher the air voids, lesser will be the flow values and vice versa.    
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CHAPTER 5 

CONCLUSION AND RECOMMENDATIONS 

5.1. Conclusion 

Marshal Stability and Flow of hot mix asphalt are derived based on laboratory testing that 

requires due care and time to derive these values. The procedure is consisting of sample 

preparation and testing during which, different temperatures are maintained for a number 

of times during the whole procedure. To reduce the human error, loss of human efforts, 

time and money, this study presents two models developed using different algorithm to 

bypass the need of these tests for both marshal stability and flow. These models have been 

deployed into excel sheets (fig. 11 and fig 17) to make it easy for future use. The 

performance of developed models shows that it can predict these values with up to 94% 

accuracy. From this research, the following points can be concluded.  

1. Marshal stability increases as the air voids increases while keeping the bitumen 

content constant and marshal stability starts decreasing after a certain increase in 

bitumen content while keeping the air voids constant.  

2. Effect of variation in air voids has been observed to be more effective when the 

bitumen content has been kept between 3 and 3.5%. 

3. Marshal Stability is not affected significantly by the variation in air voids as the 

bitumen content exceeds 4% by weight.    

4. Marshal Stability reduces by almost 50% as the aggregate percentage reduces from 

96.5 to 96%. 

5. Rate of change of marshal stability against a periodic variation in both bitumen 

content and air voids approaches zero as bitumen content exceeds 4.5%.    

6. As per the specification of National highway authorities, percentage of air voids 

should be 3.5 % or more but in this study, the marshal stability observed against 

2.5 and 3.0% of air voids using 3.0 % bitumen content is almost twice the minimum 

marshal stability requirement (1200 kg). 

7. Marshal flow decreases as the air voids increases while keeping the bitumen 

content constant and it starts increasing as the bitumen content increases while 

keeping the air voids the same.  

8. Marshal flow has an inverse relation with the percentage of air voids as the flow 

increases as a result of decrease in air voids. 
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9. Marshal flow increases with the increase in bitumen content. This relation has been 

observed to be more sensitive for bitumen content from 3.5 to 5%. 

10. The direct relation between bitumen content and marshal flow turns to be indirect 

as the percentage of air voids is increased up to 4 % or higher and keeping the 

bitumen content lesser than 4 %.  

11. Rate of change in marshal flow is higher for 3.5 to 5% bitumen content, this rate 

has been observed to be lesser for bitumen content falling on either side of these 

limits.  

12. Performance of the models developed in this study shows that models are able to 

predict the output with the same or better accuracy in a new environment as shown 

in section 4.6.  

13. These models are not universal and cannot be implemented everywhere until and 

unless the data used for making predictions is falling within the range of data used 

for training the model as shown in table 1. If the data used for making predictions 

is not falling within these limits, then the developed models should be re-tuned by 

adjusting the parameters shown in table 13.  

14. Before going into the modeling, researcher should select the input variables based 

on the significance of every variable and should remove those variables that may 

worsen the performance of the model. Improvement in the performance of models 

developed in this study has been observed as a result of variable reduction.  

15. Adjusted R2 explains the performance of the model more accurately as compare to 

R or R2. Researchers should use adjusted R2 along with other criterions for 

accessing the performance of models.  

16. This research concluded that the overall performance of GEP model is better than 

ANN. GEP revealed better results for all the performance validation criterion as 

compare to ANN in both training and testing datasets for both Marshal Stability 

and Marshal Flow. Beside this, following are some of the key points observed 

during this study. 

1. Calculating the number of hidden layers, and number of neurons in hidden 

layer is a very critical part of the modeling using ANN, because a slight error 

may lead the model to overfitting or underfitting while GEP does not possess 

such problem.  
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2. GEP offers deploying the model in the form of an equation which can be 

adopted by the practitioners in future while ANN does not offer a model every 

time.  

3. GEP can predict only one output variable at a time, and the user needs to 

develop a separate model for each output variable in case it is intended to 

predict more than one variable while ANN can predict more than one variable 

in a single go.  

4. GEP offers exporting the model graphically in the form of Expression Trees 

which makes it easy to understand the model while ANN does not offer such 

feature. 

5. GEP let the users to deploy the model into an excel sheet which can be used in 

future to predict the output parameters by simply putting the input variables 

without regenerating the model (a sample has been shown in figure 11 and 17). 

On the other hand, ANN does not have such option.   

5.2. Recommendations  

From this study it is recommended to the researchers to check the significance of all the 

input variables before putting them into a model. To enhance the performance of the model 

all the insignificant variables should be removed from the data. To check the validity of 

model’s performance, adjusted R2 should be adopted instead of relying on coefficient of 

determination as adjusted R2 measures the performance of the model better than R2.  

For future studies, it is suggested to work on developing a mechanism for calculating the 

number of hidden layers and number of neurons in the hidden layer for developing a model 

using ANN and a similar mechanism needs to be developed for calculating the head size 

and number of chromosomes in one gene in case of modeling with GEP. After this study, 

it is recommended to work on the integration of GEP and ANN with each other to develop 

an GEP-ANN hybrid model for more accurate results. 
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Appendix I: Input Variables vs Marshal Stability  
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Appendix II: Input Variables vs Marshal Flow  
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Figure 26: GEP performance while predicting Marshal Stability 

Figure 27: GEP performance while predicting Marshal Flow 

Appendix III: GEP performance in predicting Marshal Stability and Flow 
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