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Abstract

Numerous project management applications have made extensive use of machine learn-

ing algorithms wherein risk assessment module plays an important role in project time-

line management. In order to increase the likelihood that software projects will be

successfully developed, research into project management applications that involve risk

assessment has become increasingly popular in recent years, especially with the use

of machine learning techniques to pinpoint project risk indicators before the project’s

development even begins.

In this research, we have applied five cutting-edge machine learning techniques namely

Artificial Neural Network (ANN), Logistic Regression (LR), Naive Bayes (NB), Random

Forest (RF), and K-Nearest Neighbors (K-NN) on two different risk datasets. Moreover,

hyper-parameter tuning is applied using different parameters in each machine learning

technique and find the optimal risk predictions in each of them. On the basis of com-

prehensive literature review, a methodology was proposed which made it easier for the

project manager and subject matter experts to plan and reduce risks at an early stage by

determining the level of risk involved. Moreover, different experiments are performed on

benchmark datasets to compare the models performance based on the applied parame-

ters. This research will assist domain experts, data analysts, developers, and researchers

to better develop ML models and make effective predictions which provide guidance to-

wards making effective decisions to meet the project’s deadline and organizational goals.
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Chapter 1

Introduction

1.1 Overview

Proposed work presents a comprehensive model in context of Project Management (PM)

system. The main aim of the research work is to incorporate predictive analysis through

Machine Learning (ML) techniques using PM modules wherein risk assessment and

project timeline are the key elements. The major contribution of the work is to provide

researchers with an understanding of ML techniques to develop a secure and concrete

PM based platform for monitoring and tracking of tasks and milestones by keeping in

view risk factors involved in projects’ risk report to make effective decisions and meet

various business needs.

The objective of this work is to design ML model in order to predict the probability of

a project having concerns worth being highlighted in the PM risk report. The project

risk report details require a substantial effort, as the analysts need to inspect reports

and related documentation to determine if a project is suffered from high risk factors.

So, by training a discriminative model, we will be able to prioritize the projects that

statistically present a high risk profile and reduce the cost of report elaboration. We also

want to explore the most significant factors that contribute to project risk like scope,

managers, project risk likelihood, risk magnitude, project schedule, and risk priority etc.

In today’s technical environment, organizations are emphasizing on the dynamic ap-

proach in order to compete in market. Here, the main challenge is to manage projects

at run time and to achieve the entire targets within provided constraints, i.e., scope,

time, quality, and budget [1]. The objective of PM is to gain client’s goals and ends up
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Chapter 1: Introduction

with the project successfully. The complex nature projects require an appropriate PM

standard to track the risk factors being involved that effect the project progress dynam-

ically [2]. Any discrepancy in managing the standards affect the goals of the project,

which ultimately affect the organizational goals.

Today, there is a wide diversification and scope in PM based applications and their

importance evolves dramatically. In order to develop such a competitive and successful

applications, IT companies are emphasizing on quality oriented and secure applications

with technical procedures to be implemented [3]. PM, an application of knowledge, tools

and techniques can be accomplished through process of initializing, planning, executing,

monitoring, leading, controlling and closing [4]. In this case, to develop a competitive

PM based application with differential Business Intelligence (BI), we must know the

goals and realistic objectives of the system to be developed, make a proper plan and

create a schedule, identify risk assessment elements, identify activities to be performed,

resources to be allocated, goals to be achieved, milestones to be tracked, and strategies

to be formulated [5]. This way, organizational level processes can be improved and

highlighted in risk report positively to attain targeted goals.

Risk assessment, an important factor of PM aimed to enlist occurrence of events that

could influence either positively or negatively towards project goals and activities [6]. It

was introduced by the Project Management Institute (PMI) and is one of the nine knowl-

edge areas of the Project Management Body of Knowledge (PMBOK) [7]. Generally,

a risk management systems are grounded on the identification and assessment of risks.

However in software development, risk factors cannot be ignored at corporate business

level wherein organization’s stakeholders particularly risk managers are involved to ana-

lyze risks, develop policies for mitigation and control risks and thus reduce their impact

by incorporating appropriate risk management tools and techniques [8].

The predictive analysis of application’s risk assessment towards project timeline is the

critical task for effective PM. Having an accurate project schedule, especially at the

planning phase of software application, may significantly reduce the high risks that are

taken during the application development. However, in some cases risk factors are high

and substantially affect the project progress. Unfortunately, some existing estimation

techniques may not provide required results and project timeline overruns. However, it

was found by analyzing various risk factors using ML techniques may offer more accurate

2



Chapter 1: Introduction

results towards accomplishment of project deadline [9].

Recently, ML plays an important role and achieving remarkable breakthroughs in scien-

tific researches and software applications. For this various ML techniques are evolving

rapidly and applied depending on the nature and domain of application for better de-

cision support. ML encompasses an adaptive mechanism which helps to predict the

performance of applications through statistical and mathematical procedures [10][11].

In this instance, the increase in application development embracing ML principles lead

towards development of higher numbers of intelligent analytical systems.

1.2 Problem Statement

ML is a technique to assist us in different fields and areas like pattern recognition,

medical diagnosis, online transportation network and traffic prediction, crime prediction

through video surveillance system, computer games, and students record prediction etc.

Finding an optimal algorithm and modifying parameters to obtain the optimum model

architecture are tough and time-consuming steps in the process of building an effective

ML model. Different ML techniques are employed previously in different domains to

address few risk factors but no such methodology has been created that co-relates ML

and PM with risk assessment to predict project deadline. Therefore, to predict the risk

assessment inside software projects, we have applied the following ML techniques i.e.,

ANN, LR, NB, RF, and K-NN to predict the accuracy of risk in any SPM application’s

timeline.

1.3 Aims and Objectives

This research mainly focuses to achieve following objectives:

• It provides a comprehensive analysis of current research trends in the field of PM

by incorporating ML techniques.

• It provides a review of state-of-the-art ML techniques including their strengths

and limitations while reviewing risk factors in PM applications.

• It provides a taxonomy for the parameter optimization techniques on the basis of

comprehensive literature review.

3
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• It provides experimental analysis to help in applying various ML approaches to

analyze and evaluate the progress of projects at run time environment effectually.

• It provides a guideline to track and monitor progress of project’s milestones using

BI.

1.4 Research Contribution

The main contributions of this research are:

• By incorporating ML techniques, helps to analyze massive amount of data and

derive predictive insights. For this, five different ML techniques are applied namely

ANN, LR, NB, RF, and K-NN in this work.

• With PM, ML is helpful for increasing the potential and improve various forms of

multidimensional analysis of data to yield specified results.

• In order to apply ML techniques to predict risk in two selected datasets, initially

data preprocessing is performed i.e. filled empty/null values, rename features, and

conversion of multivalued to binary classification in Dataset2 to enable feature

engineering.

• In feature engineering one hot encoding, features selection, and standardization

is performed on numerical features to bring all features to a comparable scale

without distorting the variations in the values’ ranges.

• In addition hyperparameter tunning is applied in each ML technique to optimize

parameters and find best results in terms of accuracy.

• Implementation of different ML algorithms can be fairly compared which helps in

identifying the best ML model for a given issue.

• Therefore, integration of PM with ML is chosen to improve decision-making pro-

cess using BI. In this regard, BI can enable users to make fact based maximum

decision value, minimum risk decisions, and provide optimal performance in a

timely manner.

4



Chapter 1: Introduction

1.5 Summary

By keeping in view aforementioned, implementation of ML techniques can address va-

riety of risk factors in PM. Moreover, it offers experimental analysis and provides as-

sistance in effectively using different ML methodologies to analyze and evaluate the

projects’ progress in a real time scenarios. Performance measures through such kind

of ML applications will be helpful for organizational strategical and tactical decision-

making on project manager and team leads end. Moreover, it can reduce the amount

of human labour as many ML developers are spending a lot of time in applying ML

techniques and setting parameters to optimize the results especially for complex ML

algorithms and large datasets.

1.6 Thesis Organization

Below mentioned thesis organization is presenting the complete structure of the thesis.

• Chapter 1 - Introduction:

This chapter provides an overview of the research topic along with it’s main ob-

jectives. The main research contributions are also discussed in this chapter.

• Chapter 2 - Literature Review:

This chapter provides a comprehensive review of different ML techniques applied

in PM based applications that involve risk assessment.

• Chapter 3 - Proposed Methodology and Experimental Setup:

This chapter provides the proposed research model to predict risk assessment in

project timeline management. Experimental setup is showing five ML models

which includes Artificial Neural Network (ANN), Logistic Regression (LR), Naive

Bayes (NB), Random Forest (RF), and K-nearest neighbors (K-NN) classification.

It also discusses different parameters applied on them using benchmark datasets.

• Chapter 4 - Results and Discussion:

In this chapter, results of all applied ML techniques are compared in terms of their

accuracy. It also provides the analysis on the basis of the computed results.

5



Chapter 1: Introduction

• Chapter 5 - Conclusion and Future Work:

This chapter concludes the entire research by discussing the outcome of the re-

search along with challenges and future research directions.

The taxonomy of each chapter is shown in Figure 1.1.

Figure 1.1: Taxonomy of chapters designed for thesis
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Chapter 2

Literature Review

Previously for PM applications, different features were used to manage applications such

as the classic user interface, carver matrix, eisenhower matrix, activity decomposition,

and market analysis [12]. Most of the work had been done for handling the projects with

limited scope but other features like risk management, contract management, team

management, milestones and task management, project execution management, and

prediction regarding on-time project completion are not implemented for diverse kind

of PM applications.

In current dynamic environment, organizations are required to handle PM based sys-

tems with different level of uncertainties at run time. In this case, risk assessment offers

a wide approach in order to deal with risks and their consequences [13]. Risk identi-

fication, risk analysis, and risk evaluation are the three levels of risk assessment that

must be carried out for software projects, according to International Organization for

Standardization (2018). The process of identifying potential risk components is known

as risk identification. Risk analysis is a procedure to understand, define, and estimate

the level of risk. Risk evaluation is the process of relating the outcomes of risk analysis

with risk criteria to evaluate either the risk and its level of severity is acceptable [14].

Numerous elements or situations that may cause a major threat to the project’s success-

ful completion are considered risks in software projects. The process of identifying and

categorising risk entails calculating its importance, assessing its probability of occur-

rence, assessing its potential impact on project performance, and formulating policies

to address it. Additionally, it might be a breakthrough in management procedures to

determine which operations require more attention in light of potential risks and what
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decisions to make if the situation would occur [15]. Therefore, keeping in view above

factors, based on the technical and integrated approach software project would main-

tain their sustainability by organizing the architecture for the development processes

effectively.

PM monitoring and control applications are dedicated to measure progress on regular

basis. In this case more expertise is required to deal with ambiguities and uncertainties

of data to develop an integrated PM application. To deal with this scenario ML, an

application of Artificial Intelligence (AI) has evolved significantly in the context of data

analysis and computing, enabling the applications to operate in an intelligent and smart

manner particularly [16]. The inventor of ML, Arthur Samuel defined ML as a "field of

study that gives computers the ability to learn without being explicitly programmed"

[17]. ML has emphasized on classification and prediction, in view of known features

already understand and learned from the training information guidelines [18].

In many practical application areas, such as pattern recognition, medical diagnosis,

online transportation network and traffic prediction, crime prediction through video

surveillance system, computer games, students record prediction, facial recognition, etc.,

ML algorithms have demonstrated considerable importance [19]. This is primarily true

in fields where managing huge datasets is necessary, and when investigating some form of

consistency is essential, and a computer must adjust to changes on its own [18]. Various

ML techniques, such as supervised, unsupervised, semi-supervised, and reinforcement

learning, are used depending on the domain and data characteristics.

2.1 Supervised Machine Learning

By using examples provided from outside sources, algorithms that are capable of gener-

ating broad patterns and hypotheses are created through supervised ML [20]. An input

is often mapped to an output via supervised learning, which is based on examples of

input-output pairs. It uses a range of training samples and labelled training data to infer

a function. In a task-driven method, which is when certain objectives are determined

to be reached from a specific set of inputs, supervised learning is carried out [21].

Linear Regression, Artificial Neural Network (ANN), Naive Bayes (NB), Logistic Regres-

sion (LR), Decision Tree (DT), Support Vector Machine (SVM), K-Nearest Neighbors
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(K-NN) are some of the widely used techniques in supervised learning [19]. In general,

these ML approaches and methods provide system’s ability to automatically learn from

experience and improve it without being explicitly programmed.

Unremitting variables are modelled using Linear Regression, and predictions are then

made. Examples include are predicting exam results for students, estimating real estate

prices, predicting changes in the price of stocks on the stock exchange, and estimating

market sales [22]. Regression produces an output by adding the inputs multiplied by a

set of constants. A straight line (regression line) is applied to the dataset to establish

a correlation between the dependent variable Y and the independent variable X, which

may be several independent variables, while relating the linear variables in the dataset

is shown in Figure 2.1 .

Figure 2.1: Linear Regression, creates a correlation between the dependent variable Y and the

independent variable X. Variable X may have several independent variables

Applying regularizing in linear regression makes it simple to avoid overfitting. The

disadvantage of linear regression is that it does not perform well with non-linear rela-

tionships. One dependent variable often depends on a number of independent variables.

Basic linear regression, to put it simply, examines correlations where the input and

output variables are one to one. However, the link between a single dependent (out-

put/response) and number of independent (input/predictor) variables are dealt with

in multiple linear regression [23]. The regression may not necessarily produce better
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predictions if more input variables are included.

Multiple regression, partial correlation, and tabulation methods are used to create a

multivariate methodology. Multivariate strategies complicate statistical methods and

statistical models [22]. For statistical modelling, a large sample size is required to

increase the confidence level in finding better possible outcomes. The evaluation of

automobiles, demand for power, the value of real estate, quality assurance, quality

control, and medical diagnostics can all be predicted using regression analysis with

many variables.

LR, a method for supervised learning, provides a solid method for handling a binary

classification issue. Depending on the values of input variables, it predicts the likelihood

of an outcome having only two values (in terms of 0 and 1) and provides the binomial

outcome, but it requires a lot of iterations and takes a while to train bulk of data [24].

LR prediction in terms of 0 and 1 is shown in Figure 2.2

Figure 2.2: LR, predict the likelihood of an outcome having only two values i.e. 0 and 1

For instance, whether or not an email is labelled as spam is an example of a binomial

result. An LR study may also yield multinomial outcomes, such as a prediction of the

chosen fabric for clothing, such as Chinese, Pakistani, Italian, etc. An ordinal result,

such as a product rating from 1 to 5, is another possibility. Therefore, the goal of LR is

to predict a categorical target variable. Additionally, it deals with prediction values for

continuous variables, such as forecasting store prices over a five-year period.

10
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The application of LR helped to improve regularization ease, training efficiency, and

computing efficiency. LR do not require any scaling of the input features. The majority

of the time, this method is employed to resolve business- or industry-scale issues. How-

ever, because of its linear decision surface, tendency for over fitting, and inability to

perform adequately without the identification of all independent variables, LR is unable

to tackle non-linear problems. Some instances of practical application of LR includes

the likelihood of contracting specific disease, cancer diagnosis, and in engineering, the

probability that a product or system would fail [25].

DT, a common classification algorithm, uses continuous data partitioning depending on

a predetermined parameter to solve classification and regression issues wherein data is

divided into nodes and leaves respectively [21]. The decision variable in a classification

tree is categorical (the outcome is expressed as a yes/no response) whereas in a regression

tree it is continuous. DTs can be applied to situations like project timeline prediction,

tumour diagnostic prediction, and future book use in the library etc. DT for project

timeline is shown in Figure 2.3

Figure 2.3: DT prediction for project timeline in PM based application

Due to the effectiveness of the tree traversal method, the DT offers simplicity in handling

categorical and quantitative data, ease of interpretation, high performance, and the

ability to fill missing values in attributes with the most likely values [26]. RF, based
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on an ensemble modelling approach offers the solution to the over-fitting issue that DT

may provide. Additionally, extreme gradient boosting (XGBoost) and extra trees (ET)

models have been created to improve model performance by combining different DTs.

To solve classification and regression problems, SVM can be used. The principle of lin-

early separating data points by translating them from low-dimensional to high-dimensional

space is the basis of SVM algorithms. Graphically, the categorization boundary is then

created as a hyperplane to separate the data points is shown in Figure 2.4

Figure 2.4: SVM Graphical Illustration, determine how similar two data points x1 and x2 are

to one another

The kernel function f(x), which is employed in SVM models to determine how similar two

data points x1 and x2 are to one another, can be chosen from a variety of kernel types

[27]. As a result, adjusting the kernel type hyper-parameter would be essential. SVM

frequently employs sigmoid kernel, radial basis function (RBF), linear, and polynomial

types. The target of SVM is to correctly identify the objects from the training data

set by using examples. If the right kernel function is determined, SVM can handle

complex functions and both structured and semi-structured data [28]. Since SVM adopts

generalisation and can scale-up with big scale data, there is less chance of over-fitting

in it.

SVM performance declines with large data sets as a result of an increase in training time.
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However, finding an adequate kernel function is also a challenging element. SVM cannot

work well when the dataset is noisy. As this technique cannot provide probabilities in

its output, it is difficult to comprehend the final SVM model. On the other side, SVM

helps in a variety of tasks including text categorization, face detection, handwriting

recognition, and credit card fraud detection. Therefore, SVM may be tested when there

are many observations and features [29].

NB, a different supervised learning method is based on the Bayes theorem. As a model

this method uses a probability table, which is updated using training data [30]. In

real-world applications NB is used for classification of medical conditions i.e. cancer re-

currence prediction, and for other applications like weather forecasting, customer credit

assessments. NB can handle binary and multi-class classification problems and performs

well when using minimum training data [31]. When there are more predictors and data

points, it scales linearly. However, it is challenging to apply NB directly when one

of the features is required to be a "continuous variable" like time [19]. In comparison

to SVM or simple LR, NB requires more runtime memory to make predictions. It is

computationally rigorous, particularly for models involving several variables.

K-nearest neighbor (K-NN) is an easy to use ML technique. This technique attempts

to create categories of sample data points that is supplied to it as a classification issue

using a database that encompasses data points divided into various types [32]. K-NN

is considered non-parametric since it cannot take into account any data distribution

parameters. It is a highly flexible form of categorization technique that performs well

for classes that use many modalities. K-NN, however, is not appropriate for categorizing

pricey and unidentified records. The size of the training set increases as the method

becomes more computationally intensive and its accuracy decreases when there are too

many distracting or irrelevant features.

As managing huge bulk of data require expensive calculations, more dimensional data

in K-NN cause a drop in region accuracy [33]. K-NN can be employed in the diagnosis

of a variety of illnesses, the prediction of health status, the modelling and detection

of biosystem chronic disorders, and the recognition of human action, and handwriting

recognition [34]. For instance, if there are two categories: Category A and Category

B, and we have a new data point x1, which category does this data point relates to?

We require a K-NN algorithm to address this kind of issue which makes it simple to
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determine the category or class of a given dataset. This scenario is shown in Figure 2.5.

Figure 2.5: K-NN, category A and category B with data points

In recent years, ANN have gained popularity due to its superior presentation. A group

of artificial neurons coupled together form the ANN [35]. Each connection is given a

weight, and depending on the problem’s complexity, each neuron’s output is either a

linear or a nonlinear function. ANNs have historically been built using the error back

propagation (BP) algorithm. Three layers make up a standard ANN: an input layer, a

hidden layer, and an output layer. Such neural networks acquire an assortment of input

features at the input layer, which are subsequently converted into output features by

tying together hidden layers, an activation function, weights, and biases [36]. The cost

function is the dataset’s difference function between expected output and actual output,

which is used to modify the weights and biases using the gradient descent methodology.

The BP algorithm then feeds the neural network with these adjusted weights and biases.

In order for an ANN with multiple layers to get an ideal result, the input patterns must

be repeatedly performed while the weights are being changed, is shown in Figure 2.6.

Researchers have recommended modifying the network structure to address these prob-

lems [37]. Modifying the activation function such as the cost function (Mean Square

Error, Rastrigin, etc.), Weight-and-Structure-Determination (WASD), and swapping out

the BP algorithm with meta-heuristic algorithms are common alterations.
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Figure 2.6: ANN, creating a network with input, hidden, and output layers

2.2 Unsupervised Machine Learning

ML techniques known as unsupervised learning algorithms use a set of input vectors (x)

as training data without any associated target values. Unsupervised learning, or a data-

driven technique, is used to find previously unidentified patterns in unlabeled datasets

without the need for human interaction [38]. Clustering and dimensionality-reduction

algorithms are the two main categories of unsupervised learning techniques. Unsuper-

vised learning approaches include using a similarity measure to group data points and

dimensionality reduction to project high dimensional data to smaller subspaces. Clus-

tering is used in unsupervised learning to find applications for anomaly detection [39].

Two well-known examples of unsupervised learning techniques are the use of cluster-

ing e.g. to predict heart illness and the use of principal component analysis (PCA), a

dimensionality reduction method e.g. to predict hepatitis disease [40].

In PM applications, unsupervised learning is typically employed before supervised learn-

ing while performing exploratory data analysis in order to generate classes based on

groupings. Clustering is one example of a data compression technique that can be

applied. Every dataset contains clusters, and distance-based clustering can be more

successfully applied to large data sets using unsupervised feature ranking [41].

Clustering algorithms are divided into a few categories that are specifically exclusive,

overlapping, hierarchical, and probabilistic. A data point may only be included in

one cluster according to the grouping method is called as exclusive clustering. The
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K-means approach, which divides data points into K groups based on how far apart

they are from each other’s centroid, is a good example of exclusive clustering [42]. The

data points that fall into the same category are those that are closest to a certain

centroid. Greater K values indicate smaller groupings and higher granularity whereas

smaller K values indicate bigger groupings and less granularity. Market segmentation,

document clustering, image segmentation, and image compression all frequently use

K-means clustering [43].

Hierarchical clustering, also known as hierarchical cluster analysis (HCA), is a type

of unsupervised clustering that can be categorised as either agglomerative or divisive

[44]. Agglomerative clustering is a "bottom-up technique" in which data points are

initially separated into distinct groupings and once one cluster has been obtained, they

are progressively combined based on similarity [45]. The opposite of agglomerative

clustering is referred to as divisive clustering which adopts a top down approach in

which divisions between data points inside a single data cluster are made [46]. Even

though divisive clustering is not frequently employed, it is important to be aware of

in the context of hierarchical clustering. A dendrogram, which resembles to tree-like

figure is frequently used to illustrate clustering processes, can be used to demonstrate

the merging or splitting of data points at each iteration is shown in Figure 2.7

Figure 2.7: Cluster Dendogram, a tree-like figure, which is typically used to display the clus-

tering processes

Density estimates, often known as "soft" clustering problems can be solved using an

unsupervised technique called a probabilistic model. In probabilistic clustering, data

points are categorised based on how likely it is that they will fit into a particular dis-

tribution. One of the most popular probabilistic clustering techniques is the Gaussian
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Mixture Model (GMM), falls within the category of mixture models, which is formed

by arbitrary number of probability distribution functions [47]. The main application of

GMMs is to identify the Gaussian or normal probability distribution. Its illustration is

shown in Figure 2.8

Figure 2.8: GMM, when combining different datasets trying to organize both clusters appro-

priately

If the variance or mean are known, we can determine which distribution a given data

point relates to. Since these factors are unknown in GMMs, we presume that a hidden

variable exists in order to cluster data points properly. The Expectation-Maximization

(EM) algorithm is frequently used to estimate the assignment probability for a given

data point to a specific data cluster. By using the final clusters, the EM algorithm is

targeted to maximize the overall probability of data [48].

A rule-based approach for connecting variables in a particular dataset is known as an

association rule. Huge volume of data is analyzed using association rule mining to un-

cover linkages and relationships. This rule displays the number of times an itemset

appears in a transaction e.g. a market-based analysis serves as a common illustration

[49]. Other alternative algorithms including FP-Growth, Apriori, Eclat are employed

to produce association rules. Among them, Apriori algorithms have gained popularity

through market basket analysis. A hash tree is used by apriori algorithms to count

itemsets while they traverse the dataset in breadth-first manner. By creating a large

number of candidate itemsets, the Apriori algorithm determine frequent itemsets [50].
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Unsupervised techniques can be used to achieve dimensionality reduction, which refers

to the techniques used to represent fewer characteristics of data in a dataset while re-

taining as much variance as is feasible in the original dataset [51]. The sparse latent

structure decreases the number of attributes, which reduces the amount of data pro-

cessing needed in the future and gets rid of redundant features. Data can be changed

from one modality to another in other contexts by employing dimensionality reduction.

Therefore, it effectively improves the overall performance of the ML algorithms [52].

The dimensionality reduction technique maintains the dataset’s integrity as much as pos-

sible when a dataset has an excessive number of dimensions and features while lowering

the number of data inputs to a suitable level. There are a few dimensionality reduc-

tion techniques that can be followed, including Principal component analysis (PCA),

Singular value decomposition (SVD), and Autoencoders [53].

Principal component analysis (PCA), an established linear technique is a form of dimen-

sionality reduction technology that use feature extraction to decrease duplication and

compress datasets [54]. The direction that gain the variance of the dataset is the first

principal component. The largest variance in the data is comparably found by the sec-

ond principle component, but it is completely unrelated to the first principal component

and produces a dimension that is orthogonal, or perpendicular to the first component.

First and second principal component with 3-covariates setting is shown in Figure 2.9

Figure 2.9: First and second principal component in a 3-covariates setting

Depending on the number of dimensions, this process is repeated, with each subsequent

main component pointing in the opposite direction from the previous component with

the highest variance [55].

Another dimensionality reduction technique is singular value decomposition (SVD),
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which factors a matrix A into three low-rank matrices. Many applications like PageR-

ank algorithm used by Google, and Netflix’s recommender system, an image compression

make use of SVD [56]. Formula used for SVD, A = USVT where S is a diagonal ma-

trix, and its values are considered singular values of matrix A, and U and V are the

orthogonal matrices. SVD is frequently used for data search and image processing [57].

Most often used for dimensionality reduction and unsupervised pre-training of feedfor-

ward NNs, an autoencoder for ANN compresses and encodes representations of data.

Because of its higher versatility, it is frequently chosen [58]. They are often trained using

BP and stochastic gradient descent (SGD) approaches and developed using approxima-

tion functions. When autoencoders compress the input layer before reconstructing it in

the output layer, the hidden layer specifically acts as a bottleneck. When training NN,

autoencoders learn the input data function by reproducing the input at the output (a

process known as encoding/decoding). In essence, a straightforward autoencoder uses

recurrent patterns that are similar to low-dimensional representation of the input data

[59]. Autoencoders is shown in Figure 2.10 representing its input, hidden, and output

layers.

Figure 2.10: Autoencoders with input, hidden and output layer wherein hidden layer act as

main bottleneck

Autoencoders came in different forms that have been effectively used in an extensive
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range of applications like natural language processing (NLP), speech recognition, and

computer vision [60]. It is determined that model-based collaborative filtering, unsu-

pervised ML, and the categories utilized in it are used to improve prediction accuracy

and accelerate processing.

2.3 ML and PM

Earlier, researches had been done on web based applications linked with ML techniques

like web application attacks detection using ML techniques [61], effort estimation of

web-based applications using ML techniques [62], implementation of ML algorithms into

embedded systems with web application user interface [63], and survey on detection and

prevention of web vulnerabilities in ML context [64]. ML techniques are evolved in

projects and play an important role in web application’s measured and statistical work,

i.e., modules progress [65] which helps to analyze, predict and evaluate the project’s

progress, enhance the adaptability level for organizational processes towards continuous

development. Pasupuleti et al. suggested applications of ML techniques in software

PM have been broadly developed and applied in various fields such as healthcare, fi-

nance, manufacturing, electronic commerce, automotive industry, and entertainment.

Significant improvements in software platforms for ML development have served as the

foundation for these practical applications [66].

According to Shaikh et al., ML projects that apply predictive analytics, it is important

for a project manager to "understand the experimental nature of discovery and devel-

opment while balancing the requirements against organizational constraints to ensure

that experimentation drive towards a solution-oriented deliverable that can benefit the

organization" [12]. Strong communication abilities and understanding of the effects of

changes are needed to balance the competing stakeholder interests. The project man-

ager must also be able to assemble group of individuals with divergent priorities and

assure that they are working towards a unified objective.

The main responsibilities of PM, from an operational standpoint are to establish mile-

stones and coordinate tasks and activities, communicate with stakeholders, identify and

recruit skilled personnel, and ensure effective delivery of projects based on planned

strategy [67]. Uysal et al. commended that many contemporary organizations pro-
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duce business value through initiatives to adapt to the dynamic and cutthroat business

environment, according to the perspective of digital transformation. PM plays a signif-

icant part in the organization and growth of corporate innovation processes since it has

implemented effective technologies to promote innovation [68].

To complete the project’s objectives within the imposed timeline is the main challenge

facing by the project manager. The hardest part of their task may generally be deter-

mining the exact timeline for project completion. The management of software project

timelines can be progressive significantly with the use of ML. For this, Wei Wang et

al. tested ML with PM software like ClickUp to predict potential user behavior [69].

Based on this, Kumeno et al. suggested that the project timeline management utiliz-

ing ML technology should be able to predict and assign tasks to the appropriate team

members, automatically tag users that are pertinent to them, visualize notifications and

updates based on their relevance to a particular user, and from the aforementioned cri-

teria predict and determine the deadlines and adjust task time estimates accordingly

[70].

Given that many project metrics can be categorized as soft characteristics that are

difficult to quantify, it can be difficult to assess how predictable a project’s metrics are.

Additionally, each project is distinct, which makes it challenging to develop a universal

strategy for quantification. Despite these challenges, a general measure has been created

based on discussions with the experts for every critical project metric [71]. When the

prediction tool is created and a dataset is acquired, the specified measures and metrics

are used as input. The prediction tool then eventually produce a classification that

can be either success or failure. Additionally, it allows for the effective management

of project execution and the preservation of the expertise of experts within businesses.

Anie Bermudez et al. claimed that when ML is used for project evaluation, companies

are able to adapt to changing management styles as a result of their capabilities and

ongoing progress [72].

According to Marchinares et al. by applying an intelligent PM tools and ML techniques,

the users may be given the right guidance, which makes it much easier for managers

to extract critical success factors and make effective decisions and enable the software

being developed to expand into additional markets [73]. The timeline management of

projects still has a lot of flaws in small and medium-sized businesses today. Using con-
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ventional project schedule management techniques, it is challenging to deliver finished

projects to customers within the specified time [69]. By incorporating ML techniques

into software PM, managers can receive useful guidance that will enable them to plan

the software development cycle rationally and, ultimately, deliver finished projects to

customers within the specified time.

2.4 ML and PM with Risk Assessment

The practical ML approach towards PM software deals with the goal to assist project

manager to develop project plans, identify, and overcome risks in an early stage of the

project. According to M. N. Mahdi et al., project risk assessment using ML is more

effective in minimizing the loss of the project, increasing the likelihood that the project

will succeed, offering a different ways to effectively reduce project failure probabilities,

increasing the output ratio for growth, and facilitate analysis on software fault prediction

based on accuracy [9].

In previous researches, ML techniques were applied to assess risk in various domains.

Like in banking sector including loan risk, credit risk, liquidity risk, market risk, and

operational risk. Dataset was created for the construction industry, and ANN approach

was applied to give evidence-based decision-making, utilising interdependent, active, and

dynamic risk factors for formulating suitable project risk management strategies. The

study’s findings assisted managers and decision-makers in determining the risk associ-

ated with managing forthcoming events under atypical circumstances, which increased

operational effectiveness. Additionally, it functioned as a valuable knowledge repository

for planning and predicting the effects of risk driven policies, which helped to signifi-

cantly increase the robustness of sustainable business operations [13] [74].

At industrial area, deep neural network (DNN) was applied against cyber-crimes to

assess security risk measures to protect system networks, hardware, and software from

digital attacks. The result of the predictive analysis ensured cybersecurity professionals

to make proactive decisions in order to prevent cyber-attacks and security threats. In

transportation area, ML helps to predict routes and recommend to follow different paths.

Eventually, these learning-based data-driven models help to improve the traffic flow,

enhance the usage and efficiency of sustainable transportation modes, and decrease real-
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world disruption by modeling and visualizing future changes. The established model

could predict risk increase (or decrease) with respect to the change in route system, in

order to provide proper support for decision making process [19]. Moreover, there is

involvement of ML techniques in health care decision making i.e. to analyze complex

data, medical reports, and medical images to identify risk factors which became cause

of different disease [75].

ML, the predominantly area of AI has been a key element of digitalization solutions

that has drawn a significant attention in the digital arena. Various ML techniques are

currently being utilized to support risk assessment phases such risk identification, risk

analysis, and risk evaluation. Jeevith Hegde et al. has compiled work done on different

ML methods for engineering risk assessment wherein ANN, SVM, DT, NB are used in

various applications’ sectors like automotive, aviation, construction, cyber security, en-

ergy, environmental engineering, healthcare, geology, maritime, railway, road safety, oil

and gas, urban planning, and workplace safety [76]. Both historical and real-time data

are being applied in different articles to develop ML models capable of providing inputs

to traditional risk assessment techniques. With over 20% of articles published, the auto-

motive sector is in the forefront of the use of ML for risk assessment. The construction

industry is closely behind with over 15% of articles published. The most widely used ML

algorithm for risk assessment is artificial neural networks (ANNs), followed by support

vector machines (SVMs). More than 70% of the publications constructed the ML model

using historical information, while more than 20% use real-world scenarios. One-fourth

of the proposed techniques have been applied in a real-time situation, and around half

of them use a case-study based approach to develop ML models. It was concluded,

that the proposed ML is most frequently used to support the risk identification phase

of risk assessment. However, the various safety regulatory agencies must address ways

to confirm the use of ML in risk assessment.

In 2018, Zain Shaukat et al. worked on the dataset that contains required data from

four various SRS sources that have been verified by IT professionals. The proposed

dataset’s primary goal was to offer a data source for risk decision support systems in

order to improve risk prediction at the outset of the software development life cycle

[77]. This dataset contains 5 levels of risks, 14 attributes, and 299 instances. Various

ML approaches are used on the proposed dataset to estimate the project’s risk. The

dataset was validated using a K-NN classifier, and the accuracy rate was 52.8%. Three
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preprocessing filters were additionally used to increase accuracy. Because most of the

values in the proposed dataset are categorical, both normalization and standardization

produced results with equal accuracy. In addition, k-fold cross validation is applied with

K-NN 10 folds. Various aspects of software project development such as software risk

prediction, requirement and risk prioritization, effort estimation, and cost estimation

can be supported by the suggested dataset.

In 2021, Zain Shaukat et al. worked on empirical assessment of ML methods for soft-

ware requirements risk prediction [78]. Work was done on same aforementioned dataset

wherein different ML techniques were applied like K-NN, Naive Bayes (NB), Decision

Tree (DT), and Random Forest(RF) for which 58.19%, 90.97%, 97.99%, and 83.27%

accuracy was gained respectively. For each classifier, 10-fold cross validation was per-

formed to assess the performance of the model. The proposed dataset can be expanded

by new requirement specifications for further software projects. Additionally, it might

create new challenges for predicting risks throughout the requirement gathering process.

Another research work was done using ML models which encompasses the risk fea-

tures of the software project. The objective of this study is to offer a methodology

for software requirement risk prediction utilizing a requirements risk dataset. To iden-

tify a better solution for risk prediction in software requirements, the suggested model

is benchmarked against seven different ML techniques. This dataset contains 5 levels

of risks, 13 attributes and 253 instances. A model is proposed based on AdaBoostMl

and J48 (ABMJ) for risk prediction in software requirements [79]. The outcomes of

the proposed ABMJ are compared with seven different ML techniques. The accuracy

found with ABMJ was 97.62%, Cost-Sensitive Decision Forest (CSF) with 77.47%, Naive

Bayes (NB) with 90.9%, Multilayer Perceptron (MLP) with 62%, Decision Tree (J48)

with 96.83%, Average One Dependency Estimator (AODE) with 90%, Random Forest

(RF) with 82.6%, and Support Vector Machine (SVM) with 62% of accuracy. The 10-

fold cross validation was performed against each classifier to assess the effectiveness of

the model.

Based on the results of the aforementioned research project, it was determined that

several ML techniques are compared to the suggested ABMJ using a few performance

evaluation indicators. However, there is a chance that new approaches may exhaust the

tactics that have been developed if they are added. Using the most recent performance,
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evaluation metrics resulted in improved outcomes than the existing findings, which is

very supporting.

Mohammad Ibraigheeth et al. worked on the risk assessment of software project using

ML approaches [80]. The purpose of research was to develop an evidence-based risk

assessment model that use historical failure data from several past software projects

as a training data to effectively assess software project risks using ML. Six core failure

factors that were used in this work are unrealistic objectives, staff technical problems,

lack of users involvement, instability of requirements, problems in the used technology,

and management problems in the project. For developing the model, six techniques were

applied namely, NB, LR, DT, SVM, ANN and adaptive neuro-fuzzy inference systems

(ANFIS). The accuracy provided by NB is 68%, LR with 71%, DT with 75%, SVM

with 83%, ANN with 67%, and ANFIS with 82%. To demonstrate the high prediction

performance and the ability to precisely pinpoint the contributing factors to software

risk, cross-validation analysis was carried out. The performance results demonstrated

that the best average prediction performance is provided by SVM and ANFIS. The

NB and ANN model has the low average prediction performance. The remaining LR

and DT models seemed to be reasonably accurate and deliver respectable performance

outcomes.

Andre Oliveira Sousa has created a research work on software projects assessing risks

through ML approaches [81]. The dataset for this work is offered by Strongstep, one of

the project’s partner companies, as a number of spreadsheets containing various project-

related data in their project management software SCRAIM. This data set comprises

of 18 projects, 140 risk items, and 13 variables. The data was split into two sets: one

for hyperparameter tuning validation (40 instances), and the second set (100 instances),

which was added to the first set for model training and testing. The dataset was con-

verted from multi-class to binary classification for many test and train cases and tests

were run on both of them.

Six different ML algorithms were tested, three of which were deemed interpretable i.e.

Gradient Boosted Trees (GBT), RF and NB and three of which were deemed non-

interpretable i.e. ANN, SVM, and K-NN with the target to compare their outcomes and

determining whether or not the common performance trade-offs in non-interpretable

algorithms are justified by the reduced amount of information that can be obtained.
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After the conversion from a multi-class to a binary classification problem, it was found

that the results of the interpretable models in the risk impact and risk likelihood tests

matched and frequently exceeded those of the non-interpretable models. In these tests,

two algorithms in particular saw significant declines: Complement NB with 27% in

the risk likelihood model testing and ANN with 61% in the risk impact model tests.

However, SVM gave the best accuracy for the predictions of risk impact level which is

69%.

M. Hanefi Calp et al. has worked on software projects’ risk estimation using ANN [82].

In this research, 20 software projects, and 45 risk factors were used wherein 30% of data

is used for testing, and 70% kept for training purpose. Evaluation metrics provided the

test accuracy of 99.3% and training accuracy of 99.7%. The suggested model as it took

into account the project scope, was found robust enough to predict the risk variables

that may be present in software projects in various fields.

Yong Hu et al. applied SVM and ANN ML approaches to establish a model for risk

evaluation in project development [83]. A vector of software risk indicators collected

through interviews with 30 experts was the model’s input, and the project’s final result

is its output. 120 actual software projects were used as the source of the data for

modelling purpose. In dataset, project was classified as “successful”, “challenged” or

“failed”. The accuracy found by applying NN was 70% and SVM with 80% of accuracy.

The study and management of project risks were found to benefit from an intelligent

risk appraisal methodology.

Wen-MingHan worked on discriminating risky software project using NN which com-

prises of 40 projects and 22 attributes in OMRON database [84]. In this work, 80% of

data was used for training and remaining 20% for testing. Two levels of risk were in-

volved in it i.e. risky or not risky. The main aim of this research was to predict how risk

factors are intricate in projects. Two ML techniques were applied in this work i.e. NN

and LR which has gained the accuracy of 82.2% and 87.5%. According to experimental

findings, the NN method was used to determine the risk factors that are involved in.

In particular, this approach outperformed LR model created from the same database in

terms of sensitivity and accuracy by more than 33.3% and 12.5% respectively.

Osamu Mizuno et al. led a research work in which a risk-management technique i.e.

Software Risk Evaluation (SRE) was used to identify risk for a software development
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project wherein risk taxonomy table was employed for systematically identifying project

risks [85]. In dataset, project was classified as either runaway or success. Bayesian

classifiers were used for experiment purpose and found an accuracy of 82.5% with 10-

fold cross validation technique. A model was created for empirical evaluation using

actual project data has shown that 33 out of 40 projects were predicted appropriately

and reflected the risk factors involved in the projects.

Another research was conducted on probabilistic software risk assessment and estimation

model for software projects [86]. The primary aim of the study was to make software

risk analysis and determine the relationship between risk indicators and projects. An

empirical experiment has been carried out using data collected from software projects

used by an organization in order to evaluate the model. In dataset, three levels of

risk factors are classified as low, medium, and high risk for which 27 risk factors are

assessed in 12 software projects. Bayesian classifiers were used and found value of Mean

Magnitude of Relative Error (MMRE) with 0.0384 and Balanced Mean Magnitude of

Relative Error (BMMRE) with 0.03911 which indicated good estimation accuracy.

YongHu et al. conducted a research work from 302 software projects collected through

questionnaires using 10-fold cross validation for testing [87]. Bayesian networks (BNs)

tool is used for various risk management techniques for software development projects

has been investigated. In this instance, classification of project’s performance based

on risks identified as “low” or “high” is used. ML techniques applied in this work are

DT and NB which has provided the accuracy of 70.86% and 72.85% respectively. For

the risk analysis of software development projects, a model utilizing BNs with causality

constraints (BNCC) has been presented. It was proved that the suggested model can

not only uncover causalities in accordance with the expert knowledge but also perform

well to predict other algorithms, such as LR.

A research work was done by M. Zavvar et al. in 2017 with 530 samples of a data set

created from information of software development projects wherein 70% of data was

used for training and 30% for testing purpose [88]. In this work, project risk has clas-

sified either as low risk and high risk and ML technique SVM was incorporated which

found an accuracy of 99.51%. It was determined that the proposed approach reduced

developer work and increased accuracy in identifying the harmful risk factors.
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Yong Hu et al. in another research has formulated a model for risk identification and

collected actual cases from software development companies [89]. For this, 120 projects,

and 64 risk factors were extracted wherein 16.7% used for testing and 83.3% of data

used for training constraint. In order to evaluate the model performance, two ML

algorithms ANN and SVM were compared in which 75% and 85% accuracy was found

respectively with GridSearch cross validation which indicated that SVM has achieved

better performance in risk prediction model.

In 2015, T. Christiansen et al. has designed a research for which data was obtained

from 70 software projects through questionnaires. Based on project risk classification

either as risk or non-risk, multiple LR technique was employed consisted of causal risk

factors and risk stratification analyses [90]. The main aim of the work was to anticipate

and minimize risk through risk factors during software development processes. LR with

90% accuracy resulted in leading the development strategies and highlighted main issues

pertaining to manage, control and reduce the risk constraints.

Analytical work was performed by thefonseca in which project data was found from the

Microsoft Project Server database. The goal of this effort was to create an ML model

that would forecast the possibility that a project would have concerns significant enough

to be included in the PM risk report [91]. From 70 projects, 20 features, and by training

a discriminative model, projects were prioritized that presented a high risk profile and

compact the cost of report elaboration. Most significant factors that contributed to

project risk like scope, managers, and seasonality etc. were also explored in this work.

ML techniques like SVM, RF, K-NN, and GaussianNB were applied and found that the

proposed model is capable to detect a high percentage of risk projects i.e. 70% on test

data. Hyperparameter tuning was applied wherein GridSearchCV with cv value 6 is

used to predict the performance of the model.

ML along with PM has offered a wide range of applications to be developed on different

platforms. It has supported web and software applications in a multi-dimensional way

i.e. efficient modularity, high scalability, and usability. Therefore, implementing ML and

PM using interactive BI architecture has led to highly efficient and scalable business

system [92]. BI is a framework architecture for organizing data into proper business

model wherein information management and technology components are used to shape

BI systems into data analytics and reporting purpose [93].
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Decision making through BI is of two types i.e.traditional and operational BI. In preced-

ing researches, traditional BI was used which includes low level processes with limited

user access. In contrast, operational or dynamic BI is used for real time and fact based

decision making in organizations at strategic and tactical levels. The role of BI has

become more prevalent and affecting the way information is perceived, applied and

evaluate [94]. As output organizations can decide, measure, and manage the overall

progress and performance of projects at an optimum level. Hence, the target of BI is to

gain the maximum courses of action at minimum time.

The BI applications are based on fact based knowledge to enhance business oriented

understanding. Both BI and ML has facilitated each other and perform in conjunction

at an optimal level to utilize bulk of data for meeting business needs. Here, ML offer

mathematical and predictive modeling, statistical analysis, performance management,

and advanced reporting features whereas BI applications used to collect, analyze, inte-

grate, and perform certain calculations to provide output which provide guidance for

appropriate strategies and decision making [95]. Therefore, both ML and BI aim to im-

prove business understanding and management to compete in a dynamic environment.

2.5 Literature Review Table

The literature review table contains all previous research works that has been done to

predict risk assessment in PM applications in shown in Table given below.

2.6 Summary

ML approaches in PM applications are gaining widespread development and used in

numerous fields at corporate level. However, connectivity of ML and PM with risk esti-

mation policies are required to be formulated to incorporate risk management strategies

in organizations to reduce the level of risk by understanding and practising the effective-

ness of ML models in various applications. In this domain, and by keeping in view the

aforementioned research works, a proposed model will assist in PM applications to make

concrete decisions and successfully achieve the organisational objectives. The proposed

methodology and experimental setup on five ML techniques are detailed in Chapter 3.
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Proposed Research Methodology

and Experimental Setup

3.1 Introduction

Research on ML techniques with BI integration is yet to be done in web based PM

system. For medium and large size organizations, management of projects is quite

important in order to keep track of all tasks through some software application platform.

To optimize business-level activities and to assess risk in applications, BI tools and

processes are used to transform data into information and information into fact-based

knowledge [96]. Moreover, ML and BI will provide a guidance to assist in decision

making to deal with high risk factors in a very effective manner.The proposed model

has elaborated this scenario in Section 3.2.

For experimental setup, before making predictions on a new collection of data, ML mod-

els must first be trained on it. To increase the accuracy and predictability of the models,

the data that was used to train them was first reviewed and examined for consistency

and quality. Different data preparation procedures that are used in the application be-

fore using the data to train the models are discussed in Sections 3.3 and 3.4 of this

chapter. The characteristics of the data set that was utilized to train the ML models

are detailed in Section 3.5.
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3.2 Proposed Methodology

On the basis of two benchmarked datasets, a methodology is proposed to predict risk

assessment in project timeline management. The attributes in both the risk datasets

are those that are connected to the risks and specifications of the software project. The

suggested model will allow the project manager and domain experts to easily predict

and mitigate the risks at earlier stages before the development phase by using the set

of PM-based application requirements as input to estimate the level of risk involved.

Both the datasets are analyzed and compared with the main risk factors like project,

risk, project schedule, risk likelihood, impact, report count, dimension and priority etc.

Moreover, models are evaluated based on the risk consequences that are occurred in

the PM applications. In order to make risk predictions, five different ML techniques

were applied and discussed in Section 3.5 and Chapter 4. Proposed methodology is

validated and their outcomes are identified in order to make effective decision making

which ultimately effect the project’s timeline. In addition, ML provides a guidance to

assist in decision making whereas BI helps to convert data in meaningful information.

The proposed methodology illustrated in Figure 3.1 has shown complete flow.

Keeping in view advancements towards science and technology, ML techniques and pro-

liferation in BI provides the core information in proposed model and permit multidimen-

sional analysis of data via different parameters and procedures adopted in ML techniques

which helps to predict the maximum possible outcomes in the form of accuracy. Fur-

thermore, operational BI is involved with concrete specifications, project performance

measures, dynamic configurations, and real time alerts to deal with risk factors in run

time scenarios. This way, PM applications facilitate project managers to monitor over-

all project progress dynamically and check whether the project will be completed and

meeting the deadlines with no lags and delays.
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Figure 3.1: Proposed methodology to predict risk assessment in project timeline management.

Main elements are risk model analysis, comparison, evaluation, perform prediction,

validation, and decision making to meet project timeline goals

In order to analyze both the risk datasets, various experiments were performed to train

the models and to find the accuracies in them. Its explanation is given in Section 3.3.

3.3 Datasets for Experimental Work

The dataset is made up of many different pieces of data, however it may be used to

train an algorithm to look for predicted patterns throughout the entire dataset. Two

datasets were taken in this work to make a comparison for experimental work. Dataset1

is used to predict risk factors that are involved in project risk report and determine

either project is suffered from high or low risk factor [91]. Projects with a statistically

high risk profile are given priority, and the cost of report formulation is decreased by

training the discriminative model. Previous model in which risk act as a central class is

shown in Figure 3.2.
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Figure 3.2: Previous model in which risk act as a central class is based on binary classification

The Dataset1 was found from the Chamber of Deputies’ corporate projects’ wherein

data was extracted from Microsoft Project Server. It contains total 1022 records with

20 attributes and is based on seventy projects. A dependent variable (main class) “risk”

is based on binary classification.

Dataset2 is used during the requirement gathering phase to determine software risk

factors [78]. This dataset comprehends specification from the Software Requirement

Specification (SRS) of 4 different open source projects and comprises of total 299 records

with 14 attributes. A dependent variable (main class) “Risk” is based on multivalued

classification i.e. ranges from 1 to 5.

Both of the datasets were analyzed completely and checked numerical data, categorical

values, time series data, and text data for preprocessing before applying ML techniques.

These techniques were carried out using the Python libraries Numpy, Pandas, and Scikit-

Learn. The Numpy and Pandas packages provided useful utility functions for common

activities like loading the data set and extracting the required variables, while Scikit

learn was used to create the ML models and perform data preparation tasks before the

models were trained, such as encoding and standardization.
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3.4 Data Preprocessing

Any data mining and ML-oriented challenge must be successfully preprocessed in order

to be solved. Data preprocessing was performed to remove impurities wherein data

cleaning technique was adopted in Dataset2 as few of the feature names were creating

conflicts with data samples. In Dataset1, there were empty/null values exists against

one feature i.e. Compliance, for which median of categorical values was taken and

incorporate values in that feature. This way both datasets became organized by remov-

ing anomalies or duplicate records to improve the quality of data and efficiency of the

models. Both models’ strengths and weaknesses became prevalent by comparing not

just their predictions but also the class probability estimations for risk effect class. As

Dataset2 was multivalued as discussed in Section 1.4 , but in order to compare both

datasets effectively the dependent variable “Risk” was encoded to “0” and “1” wherein

Risk values 1 and 2 are encoded to “0” (low risk) and Risk values 3,4 and 5 are encoded

to “1” (high risk).

Feature engineering was applied wherein categorical values in both datasets are encoded

using a one hot encoding. The range of the values of the numerical independent vari-

ables was also scaled using feature scaling. This is an important phase because if one

attribute’s range of values shifts noticeably more than another attribute’s, the former

will become dominant the latter in the data set and therefore creating an anomaly and

lower the models’ ability to predict performance of the models. For this, StandardScaler

was applied on numerical features to scale all values between min and max so that they

fall within a range from minimum to maximum values.

Moreover, to select which of the remaining independent features will be used to train

both models, feature selection was also carried out. For this, one of the important part

of the entire ML process was performed wherein both datasets were split into training

and testing datasets. The training dataset was used to train the models, and the testing

dataset was used to evaluate how well both the models have performed is discussed in

next Section 3.5.
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3.5 Experimental Work with ML Techniques

Numerous experiments have been performed to put theory into practice. Each ML model

with its default configurations are trained and assessed as baseline models at the initial

stage. At this point, train-test split was applied to see how well the learned model will

generalize to new data. Later, configurations are changed to make multiple tests and

thereafter, each ML model is assessed with the set parameters and selected techniques

to provide comparison in terms of their accuracy. Each ML approach is configured to

reduce the model error on the validation dataset using a fixed set of hyper-parameters

for each ML model. A cross validation score and GridSeachCV are applied with different

cv values to estimate the performance of the ML algorithms. Different line graphs are

created from given range of values to check test and train accuracies in the form of a series

of data points on X and Y coordinates for the models. Furthermore, the results of each

model is visualized in the form of a confusion matrix using Heatmap via matplotlib and

seaborn. In addition, a classification report is also created to evaluate the effectiveness

and performance of the predicted model using results from the confusion matrix.

The train-test split, a model validation procedure was used to estimate the performance

of ML algorithms when they are used to make predictions on data. Model trained on

the training set i.e. “x_train” and “y_train” and Model tested on the testing set i.e.

“x_test” and “y_test” and evaluated the performance. Each time the code is executed,

the identical train test split is reproduced using a pseudo-random number parameter in

a random state. However, to test how effectively the model is generalised to updated

data, "random state" is set to "0". The train test split and random state on different ML

techniques applied in Dataset1 and Dataset2 are shown in tables 3.1 and 3.2 respectively.

In Dataset1 and Dataset2, while creating an ANN, “ann” abject was initialized layers

are created. In network 1 input layer, 1 hidden layers and 1 output layer was created

initially. For further tests in network, 1 input layer, 2 hidden layers and 1 output layer

was created. All the layers are created by using Dense class which is part of layers’ mod-

ule. Each class has accepted two inputs i.e. units and activation. In Dataset1, input

layer has contained 32 neurons, hidden layers encompasses 12 neurons in each layer and

for the second input activation function “relu (rectified linear unit)” was used for input

and hidden layers. In Dataset2, input layer has included 16 neurons, 2 hidden layers

encompasses 14 neurons in each layer and for the second input activation function again
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Table 3.1: Finalized values of train-test split method and random state in Dataset1 after ex-

periments

ML Techniques Train Size Test Size Random State

ANN 0.7 0.3 2

LR 0.9 0.1 101

NB 0.75 0.25 0

RF 0.7 0.3 1

K-NN 0.8 0.2 0

Table 3.2: Finalized values of train-test split method and random state in Dataset2 after ex-

periments

ML Techniques Train Size Test Size Random State

ANN 0.8 0.2 42

LR 0.7 0.3 42

NB 0.75 0.25 0

RF 0.7 0.3 2

K-NN 0.8 0.2 0

“relu” was used for input and hidden layers. In order to avoid overfitting, regularization

using dropout and learning rate are used to enhance Deep learning model’s accuracy.

An output layer was employed to provide specified output wherein Dense class is again

used. As it’s a binary classification, only one neuron was allocated for output result

and activation function “Sigmoid” was used in both the datasets. A method “compile”

was used to compile the network which accepted three inputs i.e. optimizer, loss, and

metrics. While making experiments “RMSProp” and “adam” optimizers are used to

check which optimizer provide the optimum output. Loss specified the loss function

for which “binary crossentropy” was used as binary classification and to compute the

performance, “accuracy” is used as a performance metric.
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After compilation, “fit” method is used to train the ann. The “fit” method accepted

4 inputs here. “x_train” as feature matrix for the training dataset and “y_train” as

dependent variable vector for the training dataset. A batch size was used to see how

many observations would be there in the batch. For this, different values are tested for

batch size with default and other values. Epochs are used to check how many times NN

will be trained for which 20, 50, 90,100, and 150 epoch values are tested in both the

datasets. By carrying out the cross-validation process repeatedly provided average result

against all folds and runs has shown that the average predicted result provided more

accurate assessment of the model underlying an average performance on the dataset.

In Dataset1 and Dataset2, while apply NB classifier, we have applied a technique namely

GaussianNB. After splitting, we trained the GaussianNB on the training set. In both

datasets for GaussianNB, cross validation score was applied with different cv levels

wherein for each iteration, the data is repeatedly separated into a testing and training

set. The testing set is used to compute the scores once the estimator has been trained

on the training data. The cross validation score’s input consists of an estimator (using

the fit and predict method), the cross-validation object, and the input dataset.

In order to implement LR in both Dataset1 and Dataset2, a pipeline method from

sklearn pipeline, an instance of pipeline is constructed after the train-test split. The

GridSearchCV class in Python Sklearn is used to implement the grid search. In this case

the fit, predict, and score method used in the class provided the best model constructed

with the most ultimate hyperparameters. GridSearchCV received the instance of the

pipeline through the estimator. To pass the parameter grid to GridSearchCV using

param grid, a JSON array with the grid’s parameters erected and all the values in it are

tested.

The accuracy score in LR is determined by using the scoring parameter, which is set to

"accuracy". On the GridSearchCV instance containing training data and a corresponding

label, the method fit is called. The following characteristics are utilized to obtain critical

information when the GridSearchCV estimator is fitted where “best score” provided

the score for the best model that is built using the most effective configuration of the

hyperparameters, “best params” gave the most ideal hyperparameters that is utilized to

obtain the best model, and “best estimator” provided the best model constructed with
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the most optimal hyperparameters.

In order to implement RF in Dataset1 and Dataset2, different hyperparameters like “max

depth”, “min samples leaf”, and “n estimators” are applied and tested with different

values to enhance the predictive capability of the models. Moreover, “n jobs”, “random

state”, and scoring are applied and checked to make the models faster. Here, “n jobs”

with 1 and -1 is tested to permit single or multiple processors and “random state”

controlled the randomness of the sample. In both the datasets, hyperparameter tuning

for RF is performed using GridSearchCV and fit the models. Additionally, features

importance was also checked to see which risk feature reflects the most in order to make

optimum predictions are shown in Chapter 4. A graph is created showing the best

accuracies and error rates. A forest is created based on the best estimator value with a

given “max depth” and “min sample leaf”.

Using the training set, we created and trained the K-NN model. Three parameters are

used in the model creation. Number of neighbors “n neighbors” was set with different

values, means which neighborhood points are required for classifying a given point,

metric as “minkowski” and “p” indicates the Manhattan Distance wherein “p” with 1,

Euclidean Distance wherein “p” as 2, and Cheybchev Distance where “p” is dedicated

with infinity value. However, we have tested p with 1 and 2 values in both the datasets.

After model creation, we predicted the output for the test set. The actual and predicted

values are compared and our model is evaluated using confusion matric and accuracy

score by comparing the actual and predicted test values.

3.6 Summary

By incorporating ML techniques, helps to analyze massive amount of data and derive

risk predictive insights. ML is now playing an important role towards the emergence

and progressively development of the applications [97]. In above-mentioned method-

ology perspective, multidimensional analysis of data is performed by using effective

BI techniques like predictive modeling, analytics, and model visualization to monitor

project’s progress successfully. Therefore, integration of PM with ML is selected to en-

hance decision-making process utilizing BI.
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All five ML techniques were tested, which provided their respective test and train ac-

curacies. Before training the models, data preprocessing i.e. filled empty/null values

in Dataset1, renaming of attributes and conversion of multivalued to binary conversion

in Dataset2 was performed to enable feature engineering in both the datasets i.e one

hot encoding, features selection, and standardization. Results and discussions made for

each ML techniques on Dataset1 and Dataset2 are found in Chapter 4.

The Experimental setup of ML techniques applied in Dataset1 and Datset2 are found

in Section 3.5 and final results are found in Chapter 4, Figure 4.45 and Figure 4.46.

Further results are also demonstrated in Chapter 4 from Table 4.1 to 4.6 respectively.
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Results and Discussion

The results of using various ML techniques are examined and contrasted in this chap-

ter. The main objectives of the work completed for this dissertation were to examine

the state-of-the-art in research on risk assessment in software projects and its impact

on project timeline management, particularly with the application of ML techniques

to improve risk management processes, and the development of a software module ca-

pable of predicting the effects of various risk factors in a new software project before

implementation phase gets initiated.

To analyze the results of our performed experiments, the evaluation techniques and

performance measures are set up. We have used accuracy as our performance measure

to compare the results of different ML techniques.

4.1 Results and Discussions

Five ML techniques evaluated on both the Dataset1 and Dataset2 are given below.

4.1.1 ANN

When generating an ANN in Datasets 1 and 2, an “ann” abject was created using a

definite class of Keras called Sequential. After compilation using “adam” optimizer and

binary_crossentropy, the ann is trained using the "fit" approach. The batch size of

40 in Dataset1 and 32 in Dataset2 was found to be the most practical out of all the

numbers examined. Finally, 145 epochs for Dataset1 and 100 epochs for Dataset2 were

employed. The accuracy of both datasets improved and the loss is decreased in each
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epoch. Moreover, k-fold cross validation is used with a cv value of “10” to gauge how

well an ANN algorithm is performing.

In Dataset1, ANN presented the test accuracy of 99.34% and 99.56% of train accuracy.

The dropout value 0.2 is used for input and hidden layers to avoid over-fitting and

improve the model. In addition, k-fold cross validation attained the test accuracy 99.2%

and train accuracy 99.4% respectively. A confusion matrix of predictions made by ANN

tested for this model is shown in Figure 4.1.

Figure 4.1: ANN Confusion Matrix of Dataset1

The confusion matrix has shown 287 correct predictions and 2 incorrect predictions. In

classification report, 0.0 indicated “low risk” and 1.0 indicated “high risk” class. ANN’s

report is shown in Figure 4.2.

Precision indicated that the predicted model has owned a large impact of correctly

predicted positive risk outcome i.e. 100%. Recall has shown 97% of the risk factors, the

model correctly predicted the outcome. The f1-score i.e. harmonic mean of precision

and recall is 98% which is the optimum value. However, the support value has shown

an occurrence how risk belonged to each class in the test dataset i.e. 226 with low risk

and 63 having a high risk effect.
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Figure 4.2: ANN Classification Report of Dataset1

The model accuracy depicted the ANN’s test and train accuracy. Approximately on

85 epochs, 77.5% of test and train gave same output and after that both of accuracies

continued to increase above 99% is shown in Figure 4.3.

Figure 4.3: ANN model’s epoch vs accuracy plot on the train and test Dataset1

The model loss against train and test is shown in graph, indicated that loss is reducing

at comparable values and reached to 0.1 on around 140 epochs, which is shown in Figure

4.4.

The aggregated accuracy and loss validation illustrated that accuracy and validation

accuracies both were increased one after the other with comparable values. Similarly,

loss and validation loss reduced with analogous values and as the value of accuracy and

validation increased, loss and validation loss got decreased. This is shown in Figure 4.5.
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Figure 4.4: ANN model’s epoch vs loss plot on the train and test Dataset1

Figure 4.5: ANN model’s accuracy and loss plot on the train and validation in Dataset1

In Dataset 2, ANN presented testing accuracy of 99.2% and training accuracy of 99.58%.

Regularization is used to avoid over-fitting in which The dropout value 0.2 is used in

input and hidden layers and LR value 1e-4 with compile function to improve ANN.

Furthermore, k-fold cross validation is used with cv value “10” and presented testing

accuracy of 98.9% and 99.3% training accuracy respectively. The summary of prediction

outcomes is displayed in confusion matrix is illustrated in the Figure 4.6. It has shown

59 correct predictions and 1 incorrect predictions.

In classification report, precision indicated that the predicted model has a large impact

of correctly predicted positive risk outcome i.e. 100%. Recall has shown 97% of the risk
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Figure 4.6: ANN’s model confusion matrix of Dataset2

factors, the model correctly predicted the outcome. The f1-score is 98% which is the

optimum value. However, the support value has shown an occurrence how risk belonged

to each class in the test dataset i.e. 33 with low risk and 27 having a high risk effect. It

is shown in Figure 4.7.

Figure 4.7: ANN’s model classification report of Dataset2

As the number of epochs increased, both test and train accuracy increased. After 20

epochs, both accuracies continued to increase at comparable level. The model accuracy

is shown in Figure 4.8 indicated the test and train accuracy.
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Figure 4.8: ANN model’s epoch vs accuracy plot on the train and test Dataset2

The model loss against train and test is plotted, indicated that loss is reduced from 0.7

to 0.1 as the number of epochs increased till the model’s execution ended is shown in

Figure 4.9.

Figure 4.9: ANN model’s epoch vs loss plot on the train and test Dataset2

The aggregated accuracy and loss validation of the model is shown in Figure 4.10. It

illustrated that accuracy and validation accuracies both were increased with comparable

values and after 20 epochs both of the accuracies continued to increase. Similarly, loss

and validation loss reduced with similar values and reached to 0.1 and as the value of

accuracy and validation accuracy increased, loss and validation loss decreased.

45



Chapter 4: Results and Discussion

Figure 4.10: ANN model’s accuracy and loss plot on the train and validation in Dataset2

4.1.2 LR

In Dataset1, numerous values against parameter grid are tested and found “best params”

values of 0.5 and 10 which presented the optimal results “best score” with “best esti-

mator”. The random state of 101 is used with penalty “L2” and solver “lbfgs”. By

using the fit method LR gave the test accuracy of 98.96% and train accuracy of 99.55%.

The GridSearchCV was applied with cv value “5” and attained the test accuracy of

96.89% and train accuracy of 99.4%. The line graph presented the accuracy and loss

with varying number of “param grid” as shown in Figure 4.11 below.

Figure 4.11: LR model’s loss and accuracy plot on the train and test Dataset1

LR confusion matrix using heatmap is illustrated in the Figure 4.12 below which has
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shown 96 correct predictions and 1 incorrect prediction.

Figure 4.12: LR’s model confusion matrix of Dataset1

In classification report, precision has shown that the predicted model has a significant

influence on accurately predicting a favorable risk outcome. Recall revealed that the

model properly predicted 96% of the risk factors. The f1-score is 98% which is relatively

high. The support value, however, demonstrated an instance of how risk belonged to

each class in the test dataset, with 74 having low risk and 23 having a high risk effect.It

is shown in Figure 4.13.

Figure 4.13: LR’s model classification report of Dataset1
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Receiver Operating Characteristic (ROC) represented a probability curve for many

classes. It indicated in terms of the predicted probability, how well the model can

differentiate between the specified risk classes. Below Figure 4.14 has depicted a perfect

ROC curve indicated the LR performance with True Positive and False Positive rate

exceeding from 0 to 1.

Figure 4.14: LR’s model ROC plot on Dataset1

In Dataset2, a range of values are evaluated against the parameter grid and the “best

params” value was found to be 0.5, which provided the test accuracy of 98.8% . A

random state 42, solvers “lbfgs” and “newton-cg”, and penalty “L2” is used. Using the fit

approach, LR produced test and train accuracy values of 98.8% and 100%, respectively.

The GridSearchCV was applied with cv level 5 and attained the test accuracy and train

accuracy of 98.5% and 99.8% respectively. As shown in the Figure , the line graph

displayed the accuracy and loss with changing numbers of “param grid”. Figure 4.15

below.

LR confusion matrix using heatmap is illustrated in the Figure 4.16 has shown 89 correct

predictions and 1 incorrect prediction.

In classification report, precision has shown that the predicted model had a significant

influence on accurately predicting a favorable risk outcome i.e. 100%. Recall revealed

that the model properly predicted the result for 98% of the risk factors. The f1-score,

which is 99%, is more or less at 100%. The support value demonstrated an instance

of how risk belonged to each class in the test dataset, with 49 having low risk and 41

having a high risk effect is shown in 4.17.
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Figure 4.15: LR model’s loss and accuracy plot on the train and test Dataset2

Figure 4.16: LR’s model confusion matrix of Dataset2
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Figure 4.17: LR’s model classification report of Dataset2

The ideal ROC curve in the graph depicted the LR performance with a True Positive

and False Positive predicted probability rate greater than 0 to 1. It is shown in Figure

4.18

Figure 4.18: LR’s model ROC plot on Dataset2

4.1.3 NB

In Dataset1, NB classifier including GaussianNB presented the testing accuracy of 99.1%

and 99.3% of train accuracy. Cross validation was applied with cv value “6” and attained

96.2% and 98.8% value of the test and training accuracy respectively.

A confusion matrix made for NB classifier for the model is shown using heatmap is

illustrated in the Figure 4.19 has shown 239 correct predictions and 2 incorrect model

predictions.

In NB’s classification report, precision revealed that the predicted model has a large

impact on correctly anticipating a positive risk outcome which is 95%. Recall showed
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Figure 4.19: NB’s model confusion matrix of Dataset1

that for all of the risk factors, the model accurately predicted the outcome. In general,

the f1-score, which is 98% is nearer to 100%. With 200 having low risk and 41 having a

high risk effect, the support value illustrated how risk belonged to each class in the test

dataset is shown in Figure 4.20.

Figure 4.20: NB’s model classification report of Dataset1

In Dataset2, NB classifier including GaussianNB presented the testing accuracy of 98.6%

and 99.56% of train accuracy. Cross validation was applied with cv level “6” and gained

95.9% and 99.1% value of the testing and training accuracy respectively.

A confusion matrix of predictions made by NB for the model is shown in Figure 4.21,

indicating 74 correct predictions and 1 incorrect prediction.
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Figure 4.21: NB’s model confusion matrix of Dataset2

The classification report has shown the precision, the predicted model contributed sig-

nificantly to correctly predicting a positive risk outcome, which is 97%. Recall demon-

strated that the model completely predicted the outcome 100% for each risk factor. The

f1-score 98% is nearly equal to 100%. In the test dataset, risk belonged to each class,

with 45 having low risk and 30 having a high risk effect by the support value is shown

in Figure 4.22.

Figure 4.22: NB’s model classification report of Dataset2
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4.1.4 RF

In Dataset1, classifier RandomForestClassifier was applied using “gini” criterion, 4 “n

estimators”, random state 1, and “n jobs” -1 which provided the test accuracy of 97.6%

and train accuracy of 99.5%. GridSearchCV level of 10 was applied and attained the

test accuracy of 94% and training accuracy of 96.73%.

Previously, features importance was checked to see which feature reflects the most in

order to make optimum predictions. Numerous tests were conducted by giving different

values of estimators. Moreover, different values against “max depth” and “min sample

leaf” are tested. Below Figure 4.23 has shown that estimators 4 and 5 gave the best

testing and training accuracy values with 4 “max depth” and 5 “min samples leaf” are

used for minimum number of samples required to be at a leaf node. On estimator 2 and

3, when testing and training accuracy is reduced the testing and training error increased.

On the other side, estimator 4 and 5 has presented an increased in testing and training

accuracy while reduction in testing and training error.

Figure 4.23: RF model’s loss and accuracy plot against no. of estimators on the train and test

Dataset1

The forest created for optimal results with “estimator” 4, “max depth” 4, and “min

sample leaf” 5 is shown in Figure 4.24 below.

RF confusion matrix using heatmap is illustrated in the Figure 4.25 has shown 282

correct predictions 7 incorrect model’s predictions.
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Figure 4.24: RF model’s forest with optimal results “estimator” 4, “max depth” 4, and “min

sample leaf” 5 in Dataset1

Figure 4.25: RF model’s confusion matrix of Dataset1

In classification report, precision has shown that the predicted model had a significant

influence to accurately predicting a favorable risk outcome i.e. 100%. Recall revealed

that the model properly predicted the result for 90% of the risk factors. The f1-score is

94%. The support value demonstrated an instance of how risk belonged to each class in

the test dataset, with 222 having low risk and 67 having high risk effect. The report is
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shown in Figure 4.26.

Figure 4.26: RF model’s classification report of Dataset1

Features importance is demonstrated in Figure 4.27 based on the results extracted from

above scenario. Class “risk” has shown drastic consequences in the project risk report,

next “report count” presented the number of reports available for the projects, and

“project risk likelihood” indicated the risk occurrence probability.

Figure 4.27: RF model’s features importance attained after making experiments in Dataset1

In Dataset2, classifier RandomForestClassifier was applied using “gini” criterion, “esti-

mators” 2, random state 2, and “n jobs” -1 which provided the test accuracy of 92.2%

and train accuracy of 95.7%. GridSearchCV level was applied with cv level “10” and

attained the test accuracy of 92% and training accuracy of 93.7%.

Earlier, features importance was checked for which various tests were conducted by

giving different values of estimators. Moreover, different values against “max depth”

and “min sample leaf” are also tested. Among them, estimator 2 gave the best testing

and training accuracy values with “max depth” 4 and “min samples leaf “5 is shown

in Figure 4.28, used for minimum number of samples required for a leaf node. On
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estimator 2, when testing and training accuracy increased the testing and training error

got decreased.

Figure 4.28: RF model’s loss and accuracy plot against no. of estimators on the train and test

Dataset2

The forest created for “estimator” 2, “max depth”4, and “min sample leaf” 5 is shown

in Figure 4.29.

Figure 4.29: RF model’s forest with optimal results “estimator” 2, “max depth” 4, and “min

sample leaf” 5 in Dataset2

RF confusion matrix using heatmap is illustrated in the Figure 4.30 has shown 83 cor-

rect predictions and 7 incorrect predictions.
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Figure 4.30: RF model’s confusion matrix of Dataset2

In RF’s classification report, precision presented the predicted model had a significant

influence on accurately predicting a favorable risk outcome i.e. 100%. Recall revealed

that the model properly predicted 83% of the risk factors. The f1-score is 91%. The

support value demonstrated an instance of how risk belonged to each class in the test

dataset, with 49 having low risk and 41 having high risk effect is shown in Figure 4.31.

Figure 4.31: RF model’s classification report of Dataset2

Features importance is demonstrated in Figure 4.32 based on the results extracted from

above criterion. Class “Risk” has shown a radical change, “Probability” has shown

probability of risk occurrence, and "Medium" indicated the risk magnitude level.
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Figure 4.32: RF model’s features importance attained after making experiments in Dataset2

4.1.5 K-NN

In Dataset1, from a range of 1-9 multiple values for “n neighbors (k)” are tested with

values of “p” as 1 and 2. The train and test accuracy graph was plotted to check which

value of “k” gave the best accuracy with “p” as 1.

Figure 4.33: K-NN model’s no. of neighbors vs accuracy plot on the train and test Dataset1

when value of k is 2 and p is 1 (Manhattan Distance)

The graph indicated that “k” with 2 and “p” with 1 gave the better test and train accu-

racy of 90.6% and 92.4% respectively. Here, main point was emphasized where both the

test and train accuracy values got increased. At “k” with 3, train accuracy improved

and test accuracy reduced so this point is ignored. In order to make more test to find

the best accuracy, loss and accuracy graph was plotted with same parameters. This is

shown in Figure 4.33.
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Figure 4.34: K-NN model’s loss / accuracy vs no. of neighbors plot on the train and test

Dataset1 when value of k is 2 and p is 1 (Manhattan Distance), attained optimal

results

The graph indicated when testing accuracy is increased, testing error is reduced and

when training accuracy is increased, training error decreased on “k” with 2 and “p” as

1 value. This is shown in Figure 4.34. Moreover, when testing accuracy is decreased,

testing error is increase and when training accuracy is increased, training error decreased

on “k” with 3 and “p” as 1 value.

Figure 4.35: K-NN model’s no. of neighbors vs accuracy plot on the train and test Dataset1

when value of k is 2 and p is 2 (Euclidean Distance)
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The graph illustrated that at “k” with 2 and “p” with value 2 gave the test and train

accuracy of 88% and 90% respectively. Again, that point was emphasized where both

the test and train values got increased. At “k” with value 3, train accuracy improved

and test accuracy reduced so this point is ignored. In order to make more test to find

the best accuracy, loss and accuracy graph was plotted with same parameters is shown

in Figure 4.35

Figure 4.36: K-NN model’s loss / accuracy vs no. of neighbors plot on the train and test

Dataset1 when value of k is 2 and p is 2 (Euclidean Distance)

The graph illustrated in Figure 4.36 has shown that when testing accuracy is increased,

testing error is reduced and when training accuracy is increased, training error decreased

on “k” with 2 and “p” with 2 value. Moreover, when testing accuracy is decreased,

testing error is increase and when training accuracy is increased, training error decreased

on “k” as 3 and “p” as 2.

From above all, best testing accuracy was 90.6% and training accuracy on which the

model was trained has attained 92.4% accuracy on “k” as 2 and “p” as 1 is shown in

Figure 4.33 and Figure 4.34. Moreover, cross-validation was applied with cv level “10”

and attained testing accuracy of 83.9% on training accuracy of 84.9% respectively.

K-NN confusion matrix using heatmap is illustrated in the Figure 4.37 has shown 175

correct predictions and 18 incorrect predictions.

In K-NN’s classification report, precision has shown the accuracy of predicted model

for which the risk outcome is predicted as 88%. Recall has shown that for 48% of the
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Figure 4.37: K-NN model’s confusion matrix of Dataset1

risk factors, the model accurately predicted the outcome. 62% is the f1-score. With 162

having low risk and 31 having high risk effect, the support value illustrated how risk

belonged to each class in the test dataset is shown in Figure 4.38

Figure 4.38: K-NN model’s classification report of Dataset1

Similar to Dataset1, in Dataset2 multiple values for “n neighbors (k)” are examined

from the range of 1 to 9, with values of “p” as 1 and 2. To determine which value of “k”

delivers the best accuracy when “p” is 1, the train and test accuracy graph was plotted.

The graph illustrated that the test and train accuracy were better at 96.67% and 98.7%,

respectively, when “k” with value 7 and “p” as 1 as shown in Figure 4.39. Here, the place
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Figure 4.39: K-NN model’s no. of neighbors vs accuracy plot on the train and test Dataset2

when value of k is 7 and p is 1 (Manhattan Distance)

where the test and train accuracy values improved was underlined. This argument is

disregarded since at “k” with 3 and “k” with value 5, test accuracy decreased and train

accuracy increased. Loss and accuracy graphs were plotted using the same settings in

order to conduct further tests to determine the best accuracy.

Figure 4.40: K-NN model’s loss / accuracy vs no. of neighbors plot on the train and test

Dataset2 when value of k is 7 and p is 1 (Manhattan Distance), attained optimal

results

The graph indicated when testing accuracy is increased, testing error is reduced and

when training accuracy is increased, training error decreased on “k” with 7 when “p”
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with value 1. This is shown in Figure 4.40. Moreover, when testing accuracy is de-

creased, testing error is increased and when training accuracy is increased, training

error decreased on “k” with 3 and “k” with 5 when p=1.

Figure 4.41: K-NN model’s no. of neighbors vs accuracy plot on the train and test Dataset2

when value of k is 3 and p is 2 (Euclidean Distance)

The above graph illustrated that “k” with 3 and “p” with 2 gave the test and train

accuracy of 92% and 98.2% respectively is shown in Figure 4.41. Again, that point was

emphasized where both the test and train values got increased. At “k” with value 7, test

and train both accuracies are also increased but these accuracies are below as compared

to “k” with 3 value so this point is ignored. In order to make more test to find the best

accuracy, loss and accuracy graph was plotted with same parameters.

The graph given below indicated, when testing accuracy is increased, testing error is

decreased and when training accuracy is increased, training error decreased on “k” with

3 when “p” as value 2 is illustrated in Figure 4.42. Moreover, when testing accuracy

is increased, testing error is reduced and when training accuracy is increased, training

error decreased on “k” with 5 but after that training accuracy and training error has

shown somewhat straight on “k” with 7 and “p” as value 2.

From above all, the testing accuracy was 96.67% and training accuracy on which the

model was trained has attained 98.7% accuracy on “k” with 7 and “p” as 1 gave the

optimal results. Moreover, cross-validation was applied using cv level “10” and presented

test accuracy 95% and train accuracy 97% on same parameters of “k” and “p”.
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Figure 4.42: K-NN model’s loss / accuracy vs no. of neighbors plot on the train and test

Dataset2 when value of k is 7 and p is 2 (Euclidean Distance)

K-NN confusion matrix using heatmap is illustrated in the Figure 4.43 below has shown

58 correct predictions and 2 incorrect predictions.

Figure 4.43: K-NN model’s confusion matrix of Dataset2
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In K-NN’s classification report, precision has depicted that the predicted model had a

significant influence on accurately predicting a favorable risk outcome i.e. 100%. Recall

revealed that the model properly predicted the result for 92% of the risk factors. The

f1-score is 96%. The support value demonstrated an instance of how risk belonged to

each class in the test dataset, with 35 having low risk and 25 having high risk effect is

shown in Figure 4.44.

Figure 4.44: K-NN model’s classification report of Dataset2

4.2 Final Results and Findings

Based on the best tested and resulted parameters, both the test and train accuracies are

plotted for which bar graphs against both Dataset1 and Datset2 with their accuracies

are shown in Figure 4.45 and Figure 4.46 by keeping in view accuracies found in all

applied ML techniques.

Figure 4.45: Final findings of test and train accuracies of each ML techniques in Dataset1

While comparing both the datasets, the most optimal results are provided by the ANN

model i.e. test accuracy of 99.34% in Dataset1 and 99.2% in Dataset2. Second level best
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Figure 4.46: Final findings of test and train accuracies of each ML techniques in Dataset2

accuracy is provided by the NB model in Dataset1 which is 99.1% and LR in Dataset2

which is 98.88%. In addition, LR and NB has provided comparable results in both the

datasets. However, K-NN with 90.6% in Dataset1 and RF with 92.2% in Dataset2 have

showed decline as compared to other applied ML techniques. The findings of test and

train accuracies attained in each ML technique in Dataset1 and Dataset2 are highlighted

in Table 4.1.

Table 4.1: Final findings of test and train accuracies attained for each ML technique in Dataset1

and Dataset2
Benchmark Datasets Inputs Outputs Algorithms Evaluation Metric(s)

A machine learning

model to predict project risk

20 risk attributes with

70 projects

Binary classification

i.e. 1 - high risk, 0 - low risk

Test and Train Accuracy of

ANN, LR, NB, RF, K-NN

ANN= 99.34%, 99.56%

LR= 98.96%, 99.55%

NB= 99.1%, 99.3%

RF= 97.6%, 99.5%

K-NN= 90.6%, 92.4%

Empirical Assessment of

Machine Learning Techniques

for Software Requirements Risk

Prediction

14 risk attributes with 5

levels of risks identified

and including 4 projects

Multi-class classification

problem to a binary classification

i.e. 3,4,5 - 1 (high risk),

1,2 - 0 (low risk)

Test and Train Accuracy

of ANN, LR, NB, RF, K-NN

ANN= 99.2%, 99.58%,

LR= 98.88%, 100%

NB= 98.6%, 99.56%

RF= 92.2%, 95.7%

K-NN= 96.67%, 98.7%

In both Dataset1 and Dataset2, following parameters are used and found accuracies, pre-

cision, recall, and f1-score against each applied ML technique. Results found in ANN,

LR, NB, RF, and K-NN models are shown in Table 4.2, 4.3, 4.4, 4.5 and 4.6 respectively.
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Table 4.2: Types of parameters, test and train accuracies, precision, recall, and f1-score used

for ANN model in Dataset1 and Dataset2
Dataset1 Parameters Accuracy Precision Recall F1-Score

ANN

Test size=0.3

Train size=0.7

Units=32 (input layer)

Units=12 (hidden layers)

Classifier=Sequential

Activation =’relu’ (input and hidden layers)

Activation=’sigmoid’ (ouput layer)

Optimizer=’adam’

Random state=2

Batch size=40

Epochs=145

Dropout=0.2

Cv=10

Test=99.34%

Train=99.56%

0.99

1.00

1.00

0.97

1.00

0.98

Dataset2 Parameters Accuracy Precision Recall F1-Score

ANN

Test size=0.2

Train size=0.8

Units=16 (input)

Units=14 (hidden layers)

Classifier= Sequential

Activation=’relu’ (input and hidden layers)

Activation=’sigmoid’ (output layer)

Optimizer=’adam’

Random state=42

Batch size=32

Epochs=100

Dropout=0.2

LR= 1e-4

Cv=10

Test=99.2%

Train=99.58%

0.99

1.00

1.00

0.97

1.00

0.98
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Table 4.3: Types of parameters, test and train accuracies, precision, recall, and f1-score used

for LR model in Dataset1 and Dataset2

Dataset1 Parameters Accuracy Precision Recall F1-Score

LR

Test size=0.1

Train size=0.9

Classifier=LogisticRegression

Penalty=L2

Solver= ‘lbfgs’

Random state=101

Cv=5

Test=98.96%

Train=99.55%

0.99

1.00

1.00

0.96

0.99

0.98

Dataset2 Parameters Accuracy Precision Recall F1-Score

LR

Test size=0.3

Train size=0.7

Classifier=LogisticRegression

Penalty=L2

Solver= ‘lbfgs’

Random state=42

Cv=5

Test=98.88%

Train=100%

0.98

1.00

1.00

0.98

0.99

0.99

Table 4.4: Types of parameters, test and train accuracies, precision, recall, and f1-score used

for NB model in Dataset1 and Dataset2

Dataset1 Parameters Accuracy Precision Recall F1-Score

NB

Test size=0.25

Train size=0.75

Classifier=GaussianNB

Random state=0

Cv=6

Test=99.1%

Train=99.3%

1.00

0.95

0.99

1.00

0.99

0.98

Dataset2 Parameters Accuracy Precision Recall F1-Score

NB

Test size=0.25

Train size=0.75

Classifier=GaussianNB

Random state=0

Cv=6

Test=98.6%

Train=99.56%

1.00

0.97

0.98

1.00

0.99

0.98
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Table 4.5: Types of parameters, test and train accuracies, precision, recall, and f1-score used

for RF model in Dataset1 and Dataset2

Dataset1 Parameters Accuracy Precision Recall F1-Score

RF

Test size=0.3

Train size=0.7

Classifier=RandomForestClassifier

Random state=1

Stratify=y

Criterion=’gini’

N_Estimators=4

N_jobs=-1

Min samples leaf=5

Max depth=4

Cv=10

Test=97.60%

Train=99.50%

0.97

1.00

1.00

0.90

0.98

0.94

Dataset2 Parameters Accuracy Precision Recall F1-Score

RF

Test size=0.3

Train size=0.7

Classifier=RandomForestClassifier

Random state=2

Stratify=y

Criterion=’gini’

N_Estimators=2, 25

N_jobs=-1

Min samples leaf=5

Max depth=4

Cv=10

Test=92.2%

Train=95.7%

0.88

1.00

1.00

0.83

0.93

0.91
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Table 4.6: Types of parameters, test and train accuracies, precision, recall, and f1-score used

for K-NN model in Dataset1 and Dataset2

Dataset1 Parameters Accuracy Precision Recall F1-Score

K-NN

Test size=0.2

Train size=0.8

Classifier=KNeighborsClassifier

Random state=0

N_neighbors=2

Metric= ‘minkowski’

P=1 (Manhattan Distance)

Cv=10

Test=90.60%

Train=92.40%

0.91

0.88

0.99

0.48

0.95

0.62

Dataset2 Parameters Accuracy Precision Recall F1-Score

K-NN

Test size=0.2

Train size=0.8

Classifier=KNeighborsClassifier

Random state=0

N_neighbors=7

Metric= ‘minkowski’

P=1 (Manhattan Distance)

Cv=10

Test=96.67%

Train=98.7%

0.95

1.00

1.00

0.92

0.97

0.96
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When comparing the resulted accuracies of previous research work with our work, most

significant accuracies are found in test accuracies wherein all the applied ML techniques

has beaten the results of the previous works in both the datasets, shown in graph given

below 4.47. In Dataset1, all the applied ML techniques has attained accuracies above

90% which was around 70% in previous work. Similarly, all the applied ML algorithms

has shown accuracies above 90% in Dataset2. In addition, two more ML techniques

are applied in both Dataset1 and Dataset2 i.e. ANN and LR wherein ANN model has

shown the best accuracy results overall. Even K-NN with lowest accuracy 90.60% in

Dataset1 and RF with lowest accuracy 92.20% in Dataset2 has beaten results plus NB

has achieved good results in both the Datasets as compared to previous works.

Figure 4.47: Comparison of Previous and New Research Work in Dataset1 and Dataset2

It is determined that the proposed methodology approach has increased accuracy in de-

tecting the high risk factors while reducing development efforts in PM based applications

to meet the project’s deadline. The outcomes attained in this work, specially ANN model

resulted in leading the development strategies and highlighted main elements pertaining

to assess, manage, control and reduce the risk constraints in application’s development.
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4.3 Summary

By properly analyzing the datasets, after data preprocessing and feature engineering

different optimized level parameters are applied by following the hyperparameter tech-

niques in order to attain the best accuracy results. By comparing the test accuracy in

both the datasets, ANN has gained a competing edge in both the datasets as compared

to all other ML techniques applied whereas NB has attained the accuracy of second

level. In order to visualize the outcomes, confusion matrix is created using heatmap and

classification reports are generated to check the performance against each ML technique.
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Conclusion and Future Directions

5.1 Conclusion

A growing number of researchers are working and contributing on the dynamic field

of risk prediction in different PM applications. We have conducted a comprehensive

overview of ML algorithms for PM based applications to determine the risk assessment

in project timeline. This study intends to investigate ML methods using risk-related

datasets. Five ML techniques were investigated for risk prediction, and a thorough

comparison of these techniques is performed for the proposed model.

The datasets are used to build ML models and trained to predict the risk levels based on

different attributes of Dataset1 and Dataset2 such as project risk liklihood, risk previous,

priority, estimated days finished, report count, status, dimension, probability, and the

magnitude to determine how risk factor can effect the project timeline management and

whether the impact of risk is high or low. Different parameters are plotted and tested

graphically to predict and find best model accuracies. In this research, five distinct ML

techniques are contrasted and evaluated for reducing error rates and increasing accuracy

of the proposed model. Among all these techniques while comparing the benchmarked

datasets, ANN in Dataset1 and Dataset2 has attained greater test accuracy i.e. 99.34%

and 99.2%, as compared to other ML techniques. LR and NB in both datasets has

provided comparable results while RF in Dataset1 has improved in test accuracy i.e.

97.6% as compared to Dataset2. Furthermore, K-NN in Dataset2 gave better results as

compared to K-NN in Dataset1 and executed 96.67% of accuracy.
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Chapter 5: Conclusion and Future Directions

When comparing the ML techniques utilized in this work to earlier research works,

both the datasets has depicted good outputs in which ANN outperformed and attained

the best accuracy. Moreover, by adopting data preprocessing, feature selection, and

hyperparameter tuning in five ML approaches, both Dataset1 and Dataset2 accuracies

has improved in terms of test and train, as seen in Figure 4.47 and Table 4.1 when

comparing the findings of this research.

5.2 Future Research Directions

The thorough findings of this study can serve as a guideline for other research works.

Regarding improvements in risk prediction can be made by adopting any other tech-

niques or any framework. There are also some directions for the future stated because

the proposed methodology might use different parameters and pre-processing methods

in order to reduce the errors and enhance the accuracy of model/s.

It may also bring new challenges in the risk prediction process to assess its effect on the

project timeline and it may addressed with practical solutions in diverse PM applica-

tions. Finally, we believe that our study on ML-based applications serves as a technical

reference for experts, professionals and decision-makers in business and academia, as

well as for future research and PM based solutions.
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