
Glossing of American Sign Language (ASL)

Author

Muhammad Arslan Thaheem

Regn. Number

317764

Supervisor

Dr. Karam Dad Kallu

MS ROBOTICS & INTELLIGENT MACHINE ENGINEERING

DEPARTMENT OF ROBOTICS & AI

SCHOOL OF MECHANICAL & MANUFACTURING ENGINEERING

NATIONAL UNIVERSITY OF SCIENCES AND TECHNOLOGY

ISLAMABAD
Nov 2022



Glossing of American Sign Language (ASL)

Author

Muhammad Arslan Thaheem
Regn Number

317764

A thesis submitted in partial fulfillment of the requirements for the degree of

MS ROBOTICS & INTELLIGENT MACHINE ENGINEERING

Thesis Supervisor:

Dr. Karam Dad Kallu

Thesis Supervisor’s Signature: ____________________________________

MS ROBOTICS AND INTELLIGENT MACHINE ENGINEERING

DEPARTMENT OF ROBOTICS & AI

SCHOOL OF MECHANICAL & MANUFACTURING ENGINEERING

NATIONAL UNIVERSITY OF SCIENCES AND TECHNOLOGY

ISLAMABAD
Nov 2022





Thesis Acceptance Certificate
It is certified that the final copy of MS Thesis written by Muhammad Arslan Thaheem

(Registration No. 317764), of Department of Robotics & AI (SMME) has been vetted by

undersigned, found complete in all respects as per NUST statutes / regulations, is free from

plagiarism, errors and mistakes and is accepted as a partial fulfilment for award of MS Degree. It

is further certified that necessary amendments as pointed out by GEC members of the scholar

have also been incorporated in this dissertation.

Signature: ____________________

Date: ____________________

Dr. Karam Dad Kallu  (Supervisor)

Signature HOD: ____________________

Date: ____________________

Signature Principal: ____________________

Date: ____________________

FreeText
i



Declaration
I certify that this research work titled “Glossing of American Sign Language (ASL)” is

my own work. The work has not been presented elsewhere for assessment. The material that has

been used from other sources it has been properly acknowledged / referred.

Signature of Student

Muhammad Arslan Thaheem
317764

FreeText
ii



Plagiarism Certificate (Turnitin Report)
This thesis has been checked for Plagiarism. Turnitin report endorsed by Supervisor is

attached.

Signature of Student

Muhammad Arslan Thaheem
317764

Signature of Supervisor

Dr. Karam Dad Kallu

FreeText
iii



Copyright Statement
● Copyright in the text of this thesis rests with the student author. Copies (by any process)

either in full, or of extracts, may be made only in accordance with instructions given by

the author and lodged in the Library of NUST School of Mechanical & Manufacturing

Engineering (SMME). Details may be obtained by the Librarian. This page must form

part of any such copies made. Further copies (by any process) may not be made without

the permission (in writing) of the author.

● The ownership of any intellectual property rights which may be described in this thesis is

vested in NUST School of Mechanical & Manufacturing Engineering, subject to any

prior agreement to the contrary, and may not be made available for use by third parties

without the written permission of the SMME, which will prescribe the terms and

conditions of any such agreement.

● Further information on the conditions under which disclosures and exploitation may take

place is available from the Library of NUST School of Mechanical & Manufacturing

Engineering, Islamabad.

FreeText
iv



Acknowledgements
First of all I am thankful to Allah Almighty for guiding me throughout this journey.The

success of this thesis wouldn’t have been possible without His help.

I would like to express my gratitude to my research supervisor, Dr. Karam Dad for his

exceptional support throughout this journey. I would also like to acknowledge my committee

members Dr. Hasan Sajid and Dr. Jawad Khan for their continuous help and encouragement

during my journey.

I am very thankful to my parents and family members for continuously motivating and

uplifting me to complete this research.

FreeText
v



Dedication

Dedicated to my mother who would have been very happy if she

was with us. After that, dedicated to my father and family for continuous

support.

FreeText
vi



Abstract

American Sign Language (ASL) is a sign language used in America with slight

modifications across different regions. Over the years it has developed and included a

lot of new signs in it. In order for the deaf community to take notes and communicate

with common people, ASL glossing is done which is an organized sentence structure of

ASL. The goal of this research is to make a rule-based engine that can convert English

sentences into ASL Gloss. The research included three phases. Firstly, we collected the

English to ASL sentences from different resources including books, websites, etc.

Secondly, we made rule-based engine to standardize the format of glossing. Since there

are no proper set of rules written till now for ASL, we extracted common rules from

sentences collected from different sources and continued our research on the basis of

that. Thirdly, the engine was checked using different English sentences. We were able

to achieve a BLEU score of 20.85 on the test set.
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CHAPTER 1: INTRODUCTION
The world is changing at an extreme pace and the communication between people has

entered a new era. With the advent of the internet and smartphones, people can now

communicate instantly with one another over large distances however, the deaf community is

still facing issues to communicate with the world even with all these technological

advancements.

The deaf community still faces issues while watching videos on digital platforms as most

of the videos do not have captions and even if there are captions they mostly are available in a

limited number of languages. Even if the captions are available, the deaf community usually has

issues comprehending them because their usual mode of communication is sign language

The deaf community usually communicates with sign language which is a visual form of

communication. It is highly misunderstood that sign languages are derived from their spoken

languages. Sign languages have their own grammar and linguistic features.

Just like all other languages, different sign languages are evolving day by day and from

region to region. Often times there is a need to include a new sign for a new word, for example,

previously there was no sign for COVID - 19 but afterward it has a specific sign in many sign

languages. Also, the sign for COVID-19 varies from one sign language to another.

American Sign Language (ASL) is a sign language signed in most of America. It is

surprising to know that even ASL has different variations in different regions of America. ASL is

being taught in different institutes and organizations but as mentioned above communication has

always remained a challenge for the deaf community, especially when it comes to the

communication between the deaf community and common people. To fill this communication

gap and to make communication faster we have made a rule-based engine that can easily convert

an English sentence to its gloss.

Our rule-based engine is a part of a project where the English sentence is first converted

to its gloss and then to ASL. Conversion to gloss is necessary as gloss helps to remove the

unnecessary words and do any other changes needed for the sign language.
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1.1 Problem Statement

Traditionally ASL is being taught in a conventional way in different educational institutes for

deaf people. Since ASL resources are limited only to the people who are connected to this field

like ASL teachers and students, the communication between common and deaf people is always

a big challenge. To our knowledge, there is no current platform that supports the automated

glossing of English text which can lead to a new era of communication within the deaf

community.

1.2 Proposed Solution

As a solution we propose to make a rule-based engine that can automatically convert an English

sentence into ASL gloss. Although there are apps, and websites, which teach ASL, just like any

other language learning ASL can also take time but our rule-based engine will provide beginners

and common people to communicate effectively with the deaf community. Since the application

will give ASL gloss on the run time so this will effectively reduce the time that might be wasted

otherwise if a common and a deaf person are trying to communicate.

1.3 Expected Outcome

The aim of this project is to solve the problem of the communication gap between

common people and the deaf community. The first outcome of the research is expected to

compile real English to gloss examples from different sources like websites, books, etc. The

second expected outcome is the set of standardized rules that can later be used as a reference for

further research. The third outcome is to make a rule-based engine that can automatically convert

text to gloss and facilitate communication between common people and the deaf community.

1.4 Methodology

The research was conducted in three phases. Firstly, we had to manually collect English

to ASL sentences from different books, workbooks, websites, etc. We collected data of 837

examples from almost 5 different resources. Secondly, the available data was then divided into 3

types namely wh-questions, polar questions, and simple sentences. Thirdly, linguistic features
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were then extracted from the above sentence types using the spaCy library. Then, by comparing

the English text and its respective gloss, the linguistic features like parts of speech, tags and

dependencies, etc were used to specify the rules.

1.5 Thesis Overview

This thesis is divided into the following chapters, firstly the thorough study of literature

available publicly is presented in detail in the Literature Review chapter. The chapter also

highlights the problems associated with the machine learning approach to the problem.

Afterward, in the Methodology chapter, a thorough analysis of the problem at hand is

mentioned. The chapter also includes the details of gathering the dataset and the technical

problems associated with that. The last part of the chapter explains the making of the rules

according to the linguistic features extracted from the spaCy library. The outcomes from

different types of English sentences are presented in the Results chapter, which also includes the

BLEU score of the rule-based engine. Future Work chapter discussed the research ideas that can

be implemented after this research. Finally, the Conclusion chapter discusses the overall

research and it’s outcomes.
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CHAPTER 2: LITERATURE REVIEW
We have divided the Literature review into the following three parts:

1. Related Work

2. Discussion on Datasets

3. ASL Rules

2.1 Related Work

Communication by a system of gestures is not exclusively human activity so in a broad

sense of the term, sign language is as old as the race itself and its earliest history is equally

obscure [1].

Stokoe [1] proposed the first annotation system for writing American Sign Language

using graphical symbols.

Tmar at al. [2] addressed the problem of the lack of a large parallel corpus in the field of

American Sign Language translation. They used a rule-based approach to convert a large English

text into an ASL gloss dataset called the ASLG-PC12 dataset. Before this paper, a lot of research

on ASL was based on video recordings. They made the dataset public thus paving way for

advanced search in the field of ASL. A lot of research work mentioned below used the

ASLG-PC12 dataset, as a base dataset for their paper.

Bungeroth at al. [3] presented the ATIS sign language corpus for five languages, English,

German, Irish sign language, German Sign Language, and South African Sign Language. The

corpus contains English phrases and sentences related to travel information as the corpus is based

on the Air Travel Information System (ATIS) dataset.

Bonham [4] used the small parallel corpus of English text and American Sign Language

gloss from The Church of Jesus Christ of Latter-day Saints. After cleaning the corpus, they

trained the corpus on a Moses MT system. After fine-tuning and several iterations, they were

able to yield a good BLEU score.

Manzano [5] made a video-to-video translation system that would generate a puppet

interpreter for a given video and translate the speech signals into ASL. The main steps were to

get an audio transcription of the video and then use a Neural Machine Translation (NMT)

module to convert text to ASL. Lastly, an avatar would make the signs. The data used was
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ASLG-PC12 and the BLEU score attained was 17.73.

Arvanitis at al. [6] used a sequence-to-sequence attention mechanism to convert ASL

gloss to text. Using the attention mechanism helped to align the encoder and decoder hidden

states. They implemented a sequence-to-sequence attention system, using two different

architectures with promising results. The data used was ASLG-PC12 and the BLEU score

attained was 0.65

Kayahan at al. [7] proposed a hybrid translation approach to translating the Turkish

Language into Turkish Sign Language (TID). Turkish text is first translated from Turkish to

Turkish Sign Language gloss using pre-defined rules. After that, the translated text is fed into a

statistical translation component to complete the translation process. They used an online

Turkish to TID dictionary built by the Turkey Ministry of Family and Social Policies. The

dictionary contained video and gloss representations of the TID signs. It also had Turkish to TID

sample sentences with relevant glosses. They created a parallel corpus using sample

sentences from each word translation. The task was accomplished by combining 2000

alphabetically grouped words and a website crawler to extract 3561 sentence pairs.They

defined 13 rules to translate Turkish to TID. They were able to achieve a BLEU score of 12.64

using this hybrid approach.

San-Segundo et al. [8] proposed a translation system for deaf people. They

implemented a brilliant idea of helping the deaf community by making a system that would help

the deaf community for making or renewing ID cards. They focused on data containing

sentences spoken by an employee while helping people for making ID cards.The translation

was divided into 3 parts. Firstly, a speech recognizer would convert speech to text/words.

Secondly, the text was converted to sign language by implementing rule-based and statistical

methods separately, using a natural language translator. Lastly, a 3D avatar would convert the

sign language to signs in 3D. The system was able to achieve a BLEU score of 0.578 using a

rule-based approach while a score of 0.4941 using the statistical translator approach. The paper

also addresses the delay issues between the spoken utterance and the 3D animation.

Stoll et al. [9] proposed a novel approach to using Generative Adversarial Networks

(GANs) to create their own sign language video instead of relying on the traditional approach of

using avatars for showing sign language. This approach made it possible to achieve the task by

using minimum annotated data and gloss. They divided the task into two parts. Firstly, the text

was converted to gloss using Natural Language Translation component. Secondly, after the

data-driven mapping, they used GANs to make sign language video sequences. For

spoken-to-sign language gloss, they employed encoder-decoder architecture [25] with Luong's
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attention [26]. The data used by them was the PHOENIX-Weather 2014T Sign Language

Translation dataset reporting a BLEU-4 score of 16.34/15.26 on dev/test sets. Due to the limited

number of signers in the PHOENIX-Weather 2014T dataset, they used another large dataset,

the SMILE Sign Language Assessment dataset [27], to train the multi-signer (MS) generation

network.

Kayo Yin et al. [10] introduced the STMC-Transformers obtaining the BLEU score of 5

and 7 using gloss-to-text and video-to-text translation on the PHOENIX-Weather 2014T dataset.

Also, they obtained a BLEU score of over 16 on the ASLG-PC12 dataset. They have also

claimed that weight-tying or pre-trained embeddings GloVe3 [28] and fastText [29] that are used

by them on PHOENIX-Weather 2014T have never been employed in Sign Language Translation

SLT.

Jiangbin Zheng et al. [11] identified that SLT systems based on neural translation

frameworks recently used have made progress but they do not perform as efficiently on long

sentences that often require long-distance dependencies.They tackled the problem in two steps,

Firstly they used a frame stream density compression (FSDC) for shortening long sign

sentences without losing information. Secondly, the traditional encoder is improved by using a

temporal convolution (T-Conv) unit and a dynamic hierarchical bidirectional GRU (DH-BiGRU)

unit sequentially. The dataset used was PHOENIX-Weather 2014T data and they were able to

attain a 1.5+ BLEU score gain as compared to state-of-the-art models.

2.2 Discussion on Datasets

A parallel corpus is a large and structured text aligned between source and target languages.

They are used to do statistical analysis and hypothesis testing, checking occurrences, or

validating linguistic rules on a specific universe. [2]

In Neural Machine Learning, the availability of a large parallel corpus is necessary. While for

spoken languages large amounts of the parallel corpus are available online for Neural Machine

Translation, such is not the case for Sign Languages.

Manzano [5] pointed out that there is no proper dataset for sign language translation. The

existing ones are very small that can affect the training process in NMT.

In the past, several attempts have been made to convert video recordings into ASL gloss.

According to [6], this process is done in the following steps:

1. Capture video from signers

2. Extract features from processed frames
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3. Map features to corresponding text

Few of the datasets used in the field of Sign Language are described below:

1. Tmar at al. [2] used a rule-based approach to covert a large English text into an ASL

gloss dataset called the ASLG-PC12 dataset. ASLG-PC12 contains 87710 parallel

sentences. Since 2013, this dataset is widely used in the field of American Sign

Language.

2. Bungeroth at al. [3] presented a sign language corpus of five languages, called ATIS Air

Travel Information System (ATIS) dataset. The corpus is mostly related to Air travel

Information.

3. Forster et al. [12] introduced the PHOENIX-Weather 2014 dataset. Their strategy

included gathering data from German public TV and weather forecasts of a subset of

386 editions were transcribed using gloss notation. Using an open-source speech

recognizer they transcribed spoken German from videos.

4. Sang-Ki Ko et al. [13] created their own video dataset called the KETI (Korea Electronics

Technology Institute) Sign Language dataset, which consists of 14,672 videos of high

resolution and quality.

5. Dilek Kayahan at al. [7] composed the Turkish to TID parallel corpus using an online

Turkish to TID dictionary built by the Turkey Ministry of Family and Social Policies.

6. Bonham [4] mentions a Text-to-Gloss dataset from The Church of Jesus Christ of

Latter-day Saints.

7. The European Cultural Heritage Online organization (ECHO) published corpora for 3

sign languages namely British, Swedish, and Netherlands. [14,15,16]

8. An ASL Linguistic Research group from Boston University published a corpus in

American Sign Language [17].

2.3 ASL Rules

It is important to understand the fact that a spoken language and its sign language are

grammatically not the same. Also, the sign languages vary from area to area for example the

American Sign Language (ASL) is different from British Sign Language (BSL).

Upon starting this project, the first and foremost hurdle was to find the standards for American

Sign Language (ASL). According to [5] the absence of a global standard in sign language
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makes sign language-related tasks very difficult.

[18] has excellently demonstrated the issue of the grammatical difference between an English

text and its gloss using the figure below

Figure 2.1: Grammatical difference between ASL gloss and English sentence

In an effort to find standards/rules for ASL we managed to contact some professionals in

America who are working in institutions related to the deaf community or have worked in the

field of ASL. We got some very good answers from those individuals. We will be adding those

responses here

2.3.1 First Response

“Arslan

I am glad to see someone like you caring about “defining ASL”. I am not an ASL specialist or

educator. I am a retired librarian and a library advocate Supporting quality deaf cultural books

and programs in local communities of the nation, the public library. My author friend Nancy has
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been working on a book about Laurent CLERC who invented ASL. We have been searching for

how we should define ASL. She uses the Oxford University Dictionary. And she also added a

true fact about it. Let me know if you are interested in helping Friends of Library for Deaf Action

with the best definition. ”

2.3.2 Second Response

“Alice,

Just a reminder:

No one person ever "invents" a language. Laurent Clerc did not "invent" ASL.

His French sign language influenced the development of American Sign Language, along with

the deaf students' "home signing" that they brought from their homes. All languages develop

naturally over time among groups of people.”

2.3.3 3rd Response

“Arslan

Yours is a good question that gets asked rather often. Chris made an important point and I

would like to add a bit to that as a deaf observer and advocate, and not as an ASL or language

expert. Language development is a fascinating thing and I wish I knew more but the essence of

what Chris is saying is that the development is much like that of regional accents or dialects;

different areas have different signs for the same thing. Signs can be disparate even within a

given state or region and there are naturally a host of other factors that make ASL a very

dynamic language that is continually evolving.

The advent of social media is stirring that "melting pot" we have and we are creating certain

signs that get invented on the fly, like Covid-19 (an open hand rotating behind a closed fist to

mimic the spike proteins), and these often become adopted signs nationally, even

internationally. I believe this mimics regular language use or the lingua franca whereas certain

words enter a common lexicon or common use that is then sprinkled into whatever dialect is

being used. In other words, you'd recognize some signs but be flummoxed by others.

9



Naturally, we defer to organizations like ASLTA, ASL Teachers Association, RID, Registry of

Interpreters of the Deaf, NAD, or National Association of the Deaf for language use and norms

but standardization has always been a challenge. Personally, I think that interpreter training

programs should have at least two distinct parts --one national and one regional-- because they

effectively deal with different languages and language structures; there is one type you need in

order to interpret on a national phone relay company (VRS or Video Relay Services) and

another type you need in order to provide regional in-person services in Murfreesboro,

Tennessee. This means that if you learn in one area or state and then move to another, you will

want to take some time to acclimate to the regional ASL dialect --use expressions, idioms, and

the like.

Finally, the dearth of information is precisely what Alice is working on when she talks about

NDHM, National Deaf History Month, DCDL, Deaf Culture Digital Library, library programming,

or just any old library. Anything you find in your studies can potentially contribute to content

development, e.g., books, studies, and/or stories that further common understanding and/or

sharing. I am sure people here would be thrilled to see what discoveries you might make in

pursuit of ASL and the challenges posed by the concept of language”

From the above conversation and self-study, we concluded that there is no proper set of

standards for ASL gloss and that we will have to consult different sources like books, websites,

etc for extracting common rules. The next chapter explains the methodology to come up with a

set of rules in ASL.
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CHAPTER 3: METHODOLOGY

3.1 Data Collection

As mentioned in the sub-section of Chapter 2, “Discussion on Datasets”, it has always

been challenging for researchers to have a good dataset to conduct research in the field of ASL.

The two most common datasets that have been used in the research are the ASLG-PC12

dataset and PHOENIX-Weather 2014 dataset. These two data sets are very important in the field

of ASL. This can be seen from the fact that the above two datasets are used, in a total of 6 times

in the research work mentioned in the sub-section of Chapter 2, “Related Work”.

Before we start explaining our data collection process it is important to understand the

need for custom data collection and why we didn’t use the already present datasets. This project

is a sub-project of a big project that aimed to minimize the communication gap between the deaf

community and common people. The deliverable of the project was to make a system that can

convert an English text into gloss and later the gloss can be converted into signs.

As a part of this big project, we were assigned the task of Text-to-Gloss. After the

literature review, we used the common approach used by other researchers. We used the

ASLG-PC12 dataset and applied Neural Machine Translation using the transformers-based

approach with an attention mechanism [30]. The accuracy results that we achieved were quite

promising but there were a few limitations mentioned below

1. ASLG-PC12 dataset was created using a rule-based algorithm so the accuracy of the

Neural Machine Translator was quite promising but the data set obviously doesn't include

all the vocabulary of the English language. The requirement of our application was to

convert any English text to gloss but the limited vocabulary of the data posed a

limitation.

2. The rules of ASL and the grammatical structure were not quite clear that actually limits a

reader to have a full grasp of the subject.

Some of the results of Neural Machine Translator are given in Table 3.1
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Example 1

Input together with the other countries of europe , we will be
able to overcome the challenges we currently face .

Ground Truth desc-toger with desc-or country europe , x-we will be
desc-able to overcome challenge x-we desc-currently face
.

Prediction desc-toger with desc-or country europe, x-we will be
desc-able to overcome

Example 2

Input ask the student where he lives.

Ground Truth ask-him student where ix-he live

Prediction ask student where x-he life.

Table 3.1: Results of Neural Machine Translator

The above-mentioned reasons compelled us to tackle the given problem with a different

approach than Neural Machine Translation. This led us to move toward the rule-based approach

that was originally used to create the ASLG-PC12 dataset. The first task in making a rue-based

engine was to collect real examples of English to gloss. As mentioned in the sub-section of

Chapter 2, “ASL Rules”, the ASL is evolving day by day, and we would need to consult multiple

sources to extract data and ASL rules. Therefore, upon searching we found some very good

resources from which we manually extracted text-to-gloss data. The sources are mentioned

below

1. Life Print Website ( https://www.lifeprint.com/ )

2. The American Sign Language Phrase Book, Third Edition, by Barbara Bernstein

Fant, Betty Miller, Lou Fant.

3. ASL Grammar - The Workbook (2018), by Rochelle Barlow

4. ASL Workbook by Grace Chapel Deaf Ministry

5. Signing Savvy Website ( www.signingsavvy.com )

Collecting the data manually from different sources was a cumbersome task as not all the

books available on the subject had proper text-to-gloss examples. Out of all the books, websites,

etc., we were able to extract relevant examples from the above-mentioned 5 sources. By the end,

we were able to collect 837 examples. (587 samples were used to create the rules and 250
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samples were used for testing)

It is important to mention here that for a machine learning task the number of extracted

examples won’t be enough but for a rule-based approach, these 837 examples proved to be

sufficient for extracting many rules of ASL glossing.

3.2 Sentence Division

After collecting the data and thoroughly analyzing the data, we divided the data into 3

main types of sentences namely:

1. Wh - Questions

2. Polar Questions

3. Simple Sentences

The sentences are further divided into their subcategories in order to divide the problem into

subparts for easy dealing with sentences and for making different rules.

It is important to mention here that the division is based purely on the collected data.

Although it covers most variations of English sentences, adding all types of variations is quite

impossible. However, the rule-based engine is made in a way that it will cater to almost any kind

of single English sentence. The different variations of sentences are listed in the table below
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1st Category 2nd Category 3rd Category English Sentence

Wh - Questions

Regular Wh - Questions What kind of soup do you
like?

How Wh - Questions How often do you go to the
library?

Choice Wh - Questions
Which do you prefer to
drink, water, milk, pop, or
beer?

Polar Questions

Regular Polar Question Do you have a backpack?

If Polar Question

Regular If Question If your dog gets sick do you
take it to the veterinarian?

Choice If Question
If you go to church, do you
wear pants or do you wear
a dress?

Choice Polar Question Do you prefer hamburgers
or hotdogs?

And Polar Question Do you like green eggs and
ham?

Simple Sentences

Regular Sentence Yesterday I bought a dog.

Rhetorical Sentence

Regular Rhetorical
Sentence

My sister got into a car
accident because of black
ice.

And Rhetorical Sentence I love the fall because of the
rain and the wind.

But Sentence His wife has red curly hair,
but I don't know her name.

Comma Separated
Sentence

I want a new bowl, this one
is old.

And Sentence

Type 1 The moon and stars are
bright tonight.

Type 2 The mountain is here and
the farm is just below it.

Type 3 He pays me the money and
I go out and buy the food.

Table 3.2: Variations of English sentences in our data

3.3 Preprocessing

In the processing part the data was analyzed properly and we found the following two

bottlenecks

1. Contractions

2. Multiple sentences/questions in one example
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3. Fingerspelling and body movement information

3.3.1 Contractions

Contractions are the shortened form of words. The collected data had a lot of

contractions like don’t, didn’t, etc. that were removed using the “contractions” library of python.

A few examples of removed contractions are given below

Examples from data Contractions Removed

I don't care about that class. I do not care about that class.

I don't mind it's better than being late. I do not mind it is better than being late.

Why didn’t you tell me? Why did not you tell me?

I didn’t tell him. I did not tell him.

Table 3.3: Examples of Contractions

3.3.2 Multiple sentences/questions in one example

Although most of the data contained single sentences in one example but few

examples had more than one sentence. This posed a limitation as we designed our rule-based

engine to process one sentence at a time to give better results. Hence, the examples with more

than one sentence were omitted or reduced to one sentence.

Some of the examples with more than one sentence are given below

Examples from data

Do you have a car?--if so--How many doors?

Do you have a pet? What is its name?

I'm going to a party Saturday night.  Do you want to go with me?

if so) WHAT-huh? What, if any, habits do you have?

Table 3.4: Examples of Multiple sentences/questions in one example
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3.3.3 Fingerspelling and body movement information

We removed the finger spelling and body movement information from the

human-translated gloss as it was not needed for our project.

Original Gloss After Preprocessing

SUMMER [bodyshift]-OR WINTER, YOU
LIKE BETTER WHICH?

SUMMER OR WINTER, YOU LIKE
BETTER WHICH?

YOUR HAMBURGER WANT M-A-Y-O
YOU?

YOUR HAMBURGER WANT MAYO
YOU?

Table 3.5: Gloss preprocessed for fingerspelling and body movement information

3.4 Linguistic Features using spaCy Library

As the primary purpose of this project is to make a rule-based engine for converting

English text into ASL Gloss, so in our search for making such an engine, we looked for different

Natural Language Processing NLP libraries in python. Some of the amazing libraries in the field

of NLP are

1. NLTK

2. Stanford CoreNLP

3. spaCy

4. Textblob

Out of the above libraries we selected spaCy for making our rule-based engine. The main

reason for selecting spaCy is that it is much faster and provides a range of linguistic features that

can be used for making an efficient rule-based engine.

The main functionalities of spaCy that were used in our rule engine are as follows:

1. English Model - Small

2. Parts-of-speech tagging

3.4.1 English Model - Small

spaCy already has pre-trained models for English. We have used the small English

model namely “en_core_web_sm”. The reason for using this model is that it works perfectly on
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the CPU and it is lightweight. The figure from [19] shows the details of the model

Figure 3.1: Details of small English model of spaCy

3.4.2 Parts-of-speech tagging

[20] explains that after tokenization, spaCy can parse and tag a given Doc.

Predictions are made using a trained pipeline and its statistical models. The predictions tell us

about the tags or labels present in the text. A trained component includes binary data that is

produced by showing a system enough examples for it to make predictions that generalize across

the language – for example, a word following “the” in English is most likely a noun. Figure from

[20] below shows the predictions on a text “Apple is looking at buying U.K. startup for $1

billion”
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Figure 3.2: An example of linguistic features predicted by spaCy

The different terminologies in the header of the above table are explained below.

According to [20]

Figure 3.3: spaCy terminologies

For further understanding, we used the displaCy visualizer that uses spaCy to display the

POS and dependencies in a sentence. In the figure below the predictions below the sentence are

POS and above the sentence are dependencies
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Figure 3.4: Visual representation of linguistic features by spaCy

[21,22] give the idea of labels that we used to make our rule-based engine. To the best of

our knowledge, POS, tags, and dependencies combine to make 110+ labels that helped us, in

different combinations, to mkae our rule engine.

Figure 3.5: Different Parts of Speech labels by spaCy
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Figure 3.6: Different tags and dependencies by spaCy

3.5 ASL Rules

As mentioned in the sub-section of Chapter 2, “ASL Rules” and sub-section of Chapter 3,

“Data Collection”, ASL is a dynamic language and there is no proper set of rules/ standard for

ASL gloss. ASL also varies from area to area and it is continuously evolving. Also, the datasets

that exist for ASL do not incorporate/explain all the rules in detail.

In an effort to find a standard for ASL glossing, we found the workbook “ASL Grammar

- The Workbook” (2018), by Rochelle Barlow [23]. Rochelle has actually done a great job of

bringing ASL into a structured form.

The main rules given by Rochelle [23] are given

TIME+ TOPIC+ COMMENT+ QUESTION

TIME+ TOPIC+ COMMENT+ REFERENT+ QUESTION

TIME+ TOPIC+ COMMENT+ QUESTION + REFERENT

TIME+ TOPIC+ COMMENT+ ACTION +QUESTION
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TIME+ TOPIC+ COMMENT+ QUESTION +COMMENT

An example is given below for a further understanding of the rules

We take the following points from the above rules

1. The rules are very well designed but after looking at our data we came to the idea

that they are a bit generalized version of rules.

2. An example is that the “COMMENT” includes an adjective, adverb, or verb but

there are a lot of different English sentences with different types of grammatical

labels that is why a detailed version of the rules is required.

3. The rules do not cover, in detail, some complex English sentences mentioned in

Table 3.2.

Because of the above points and keeping into consideration the different types of

sentences mentioned in Table 3.2, we concluded that detailed standards for ASL glossing are

needed.

For making a rule-based engine with ASL standards we used the data from 5 sources

mentioned in the sub-section of Chapter 3, “Data Collection”. The approach was to divide the

sentences into 1st, 2nd, and 3rd categories mentioned in Table 3.1 and then set standards,

according to the given human-translated glossing as a reference, using the labels used in spaCy

library as mentioned in the sub-section of Chapter 3, “Linguistic Features using the spaCy
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library”.

The rules that we have set are basically divided into two major categories

a. Wh - questions

b. Polar questions and simple sentences

We have used our own label names to define the rules. Also, some of the labels are

named the same as predicted by spaCy English model. It is important to note that, we are

mentioning the main labels that are important as mentioning all the rules and labels won’t be

possible here.

3.5.1 Wh - Questions Rules

The rules for wh - questions are given below

TIME_PREFIX + TIME + [POINT_AT + POINT_AT_OBJECT +

POINT_AT_ADJECTIVE] + [POSSESSIVE + POSSESSIVE_HEAD +

POSSESSIVE_ADJ + POSSESSIVE_OBJECT] + DIRECT_OBJECT + NMOD +

[COMPOUND + COMPOUND_ATTRIBUTE / NOUN] + [CLOCK_PREFIX + CLOCK] +

OBJECT_OF_PREPOSITION + NOMINAL_SUBJECT + NEGATIVE + MAIN_VERB +

XCOMP + ADVERBIAL_MODIFIER + ADJECTIVAL_COMPLEMENT + DATIVE +

[QUESTION + HOW_QUESTION_LABEL+ QUESTION_ATTRIBUTE ]
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Few examples are given below.

Sentence Gloss Gloss divided
into words

Labels

Where is my
phone?

my phone where?

my POSSESSIVE

phone POSSESSIVE_HEAD

where? QUESTION

What did you do
in school?

school you do what?

school OBJECT_OF_PREPOSITION

you NOMINAL_SUBJECT

do MAIN_VERB

what? QUESTION

Table 3.6: Examples of rules for wh - questions

3.5.2 Polar Questions and Simple Sentences Rules

The rules for Polar Questions and Simple Sentences are given below

TIME_ADVERBIAL_MODIFIER + TIME_PREFIX + TIME + [POINT_AT +

POINT_AT_OBJECT + POINT_AT_ADJECTIVE] + [POSSESSIVE +

POSSESSIVE_ADJ + POSSESSIVE_OBJECT] + APPOSITIONAL_MODIFIER +

NUMERIC_MODIFIER + DIRECT_OBJECT + NMOD + [COMPOUND +

COMPOUND_ATTRIBUTE / NOUN] + [ CLOCK_PREFIX + CLOCK] +

NOMINAL_SUBJECT + NEGATIVE + MAIN_VERB + XCOMP +

ADVERBIAL_MODIFIER + ADJECTIVAL_COMPLEMENT + [ADJECTIVE +

OBJECT_OF_PREPOSITION] + DATIVE + [ QUESTION +

HOW_QUESTION_LABEL+ QUESTION_ATTRIBUTE  ]

Few examples are given below.
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Sentence Gloss Gloss divided
into words

Labels

The moon is
beautiful tonight.

tonight moon
beautiful.

tonight TIME

moon NOMINAL_SUBJECT

beautiful ADJECTIVAL_COMPLEMENT

Do you like to
cook?

you like cook?
you NOMINAL_SUBJECT

like MAIN_VERB

cook? XCOMP

Table 3.7: Examples of rules for polar questions and simple sentences
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CHAPTER 4: RESULTS & DISCUSSION

4.1 Performance Metrics

There are two major methods to evaluate a translation task. It can either be done by a

human or by using the performance metrics scores for machine translation. One of the most used

scores is the BLEU score.

According to [24] BLEU (Bilingual Evaluation Understudy) score, indicates similarity

between two texts, with values closer to one representing more similar texts. BLEU score gives

an overall evaluation of Machine Translated text.

BLEU score is measured on a scale of 0 to 1, zero means that there is no similarity

between the two texts (low quality) and 1 means the two texts are completely similar (high

quality) .

The mathematical representation of the BLEU score is given below

Figure 4.1: BLEU Score Formula

4.2 Performance Metric Results

The BLEU score was calculated on test data. The user has to add the human-translated

text and machine-translated text as separate files and then the user can get the result immediately.
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The BLEU score that we achieved is given below

BLEU Metric Score

BLEU-1 68.12

BLEU-2 44.22

BLEU-3 29.76

BLEU-4 20.85

Table 4.1: BLEU scores for our test data

[7] has compared its BLEU score results with [8], [5] and [9]. Just like [7], for our

understanding, we will be naming different contributions as System-1, System-2, etc. Also, we

added some more papers for detailed comparison. The naming convention is given below

System Research Sign Language

System-1 San-Segundo et al. [8] Spanish

System-2 Our Rule-Based Engine American

System-3 Manzano [5] American

System-4 Bonham [4] American

System-5 Stoll et al. [9] German

System-6 Kayahan at al. [7] Turkish

Table 4.2: Naming convention for different researches

The results are given below (Systems 1, 3 and 4 only have BLEU-4 score)

System BLEU-1 BLEU-2 BLEU-3 BLEU-4

System-1 ( San-Segundo et al. [8] ) 0 0 0 57.8

System-2 ( Our Rule-Based Engine ) 68.12 44.22 29.76 20.85

System-3 ( Manzano [5] ) 0 0 0 17.73

System-4 ( Bonham [4] ) 0 0 0 17.65

System-5 ( Stoll et al. [9] ) 50.67 32.25 21.54 15.26

System-6 ( Kayahan at al. [7] ) 53.17 31.48 19.28 12.64

Table 4.3: Comparison of our BLEU scores with related studies
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Figure 4.2: Comparison of our rule-based engine with related studies

The comparison of ASL based studies is given below

System BLEU-4 Score Sign Language

System-2 ( Our Rule-Based Engine ) 20.85 American

System-3 ( Manzano [5] ) 17.73 American

System-4 ( Bonham [4] ) 17.65 American

Table 4.4: Comparison of our BLEU scores with ASL based studies
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Figure 4.2: Comparison of our rule-based engine with ASL based studies

4.3 Glossing Results

The glossing results of different variations of sentences given in Table 3.2 are given in

table below

1st Category 2nd Category 3rd Category English
Sentence

Human
Translated

Results
Generated By

Our
Rule-Based

Engine

Wh - Questions

Regular Wh -
Questions

What kind of soup
do you like?

soup, you like
what-kind?

soup you like
what kind?

How Wh -
Questions

How often do you
go to the library?

library, you go
how-often?

library you go how
often?

Choice Wh -
Questions

Which do you
prefer to drink,
water, milk, pop,
or beer?

water, milk, pop,
beer, you prefer
drink which?

water milk pop or
beer? you prefer
drink which .

Polar Questions
Regular Polar
Question

Do you have a
backpack?

backpack, have
you?

backpack have
you?

If Polar Question Regular If If your dog gets suppose your dog suppose your dog
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Question sick do you take it
to the
veterinarian?

sick, you carry
vet?

sick, it you take
veterinarian?

Choice If
Question

If you go to
church, do you
wear pants or do
you wear a
dress?

suppose you go
church, pants or
dress you which?

suppose you go
church, pants you
wear or dress you
wear ?

Choice Polar
Question

Do you prefer
hamburgers or
hotdogs?

you prefer
hamburger or
hotdog?

hamburgers or
hotdogs, you
prefer?

And Polar
Question

Do you like green
eggs and ham?

you like green
egg and ham?

you like, green
eggs and ham?

Simple Sentences

Regular Sentence Yesterday I
bought a dog.

yesterday dog i
buy

yesterday dog i
buy.

Rhetorical
Sentence

Regular
Rhetorical
Sentence

My sister got into
a car accident
because of black
ice.

my sister car
accident why?
black ice

my sister car
accident get why?
black ice.

And Rhetorical
Sentence

I love the fall
because of the
rain and the wind.

fall i love why?
rain wind

fall i love why?
the rain and the
wind

But Sentence

His wife has red
curly hair, but I
don't know her
name.

his wife red curly
hair name i do not
know

his wife red have
curly hair, her
name i not know

Comma
Separated
Sentence

I want a new
bowl, this one is
old.

this bowl it old
new bowl i want

new bowl i want,
this one old.

And Sentence

Type 1
The moon and
stars are bright
tonight.

tonight moon star
bright

tonight bright, the
moon and stars

Type 2
The mountain is
here and the farm
is just below it.

mountain there/
farm there

mountain here,
farm just it.

Type 3

He pays me the
money and I go
out and buy the
food.

he pay-me
money. I go-out
buy food.

money he pay
me, i go out, food
buy.

Table 4.5: Comparison of glossing results translated by human and those generated by our

rule-based engine
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4.4 Discussion

As it can be seen in Figure 4.2 above the BLEU score for our system has outperformed
the 4 major systems. The reason for System-1 to have such a high BLEU score is that it is only
calculated on data that is related to a specific domain (ID card offices) [8].

The comparison of ASL-based studies in Table 4.4 shows that our rule-based engine has
the highest BLEU-4 score.

The cumulative BLEU-4 score of 20.85 that we achieved was calculated using max n-gram = 4,
however, upon looking at our results on the individual sentences from test data we found that 8.8
% of sentences had a cumulative and individual BLEU-4 score of 0.00, although many of the
machine translations were 100 % accurate (when compared to human translations) for the
penalized sentences. The reason that the penalized sentences had a BLEU-4 score of zero was
because of their short length. A few examples of penalized sentences with their machine
translation are given below

Human Translated Results Generated By Our
Rule-Based Engine

BLEU-4 score

you full you? you full? 0.00

waiter where? waiter where? 0.00

student he? student he? 0.00

open door door open. 0.00

asl teacher are you? teacher you? 0.00

Table 4.6: Examples of penalized sentences with n-gram = 4

Considering the fact that a BLEU score with n-gram = 4, would penalize our machine
translations, we calculated the results of individual sentences using max n-gram = 3. The
cumulative BLEU score we got was 29.76. and the percentage of sentences with a BLEU score
of 0.00 reduced to 1.2 %. The penalized sentences with max n-gram = 3 were either totally
wrong or too short.

From the above results, we concluded that for ASL glossing, a BLEU score with n-gram = 4
might not be a very good option as can be seen in Table 4.6. ASL glossing generally reduces the
number of words from the original English sentence and therefore, considering the results above,
BLEU score with n-gram = 3 would be a better option for ASL glossing.
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CHAPTER 5: FUTURE WORK
Research in the field of ASL is being done for a number of years but still there is a lot to

be done in this field. From the research point of view, the researchers can work on combining a

rule-based engine with Artificial intelligence to predict results in a better way.

Field-related ASL rules can also be built that will not only provide more insight into the

subject at hand but will give better results for that specific field.
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CHAPTER 6: CONCLUSION
The motivation behind this research was to reduce the communication gap between

common people and the deaf community. We are quite thankful to Allah Almighty that to the

best of our knowledge we were able to attain the highest BLEU score (20.85) as compared to

studies based on ASL. The research has not only helped me to sharpen my technical skill but it

has also helped me to understand the day-to-day struggle of the deaf community. This research

will surely pave way for further research opportunities in this field thus leading to the reduction

of the communication gap between us and our deaf brothers and sisters.

We also conclude that a better metric system in the field of Sign Language will help the

researchers to get better results as the commonly used BLEU score might not be a good metric

overall. Moreover, custom metrics can also be made for different sign languages to help future

researchers in the respective field.

We also conclude that there is a need for more publications from the ASL interpreters,

teachers, and professionals in the field of Text-to-Gloss as finding and extracting the data

manually was a cumbersome task and further publications can help future researchers to have

easy access to data.
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