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Abstract

With the outbreak of COVID-19, people worldwide started wearing face masks to cover

their mouths and noses to avoid the negative effects of the pandemic. The conven-

tional face biometrics systems were not designed to handle masked faces. Some facial

features like the nose and mouth get hidden under the mask, resulting in performance

degradation in face biometrics systems. Several studies also reported this degradation in

face biometric systems performance when a mask is worn. In addition, several methods

involving complex and computationally expensive deep learning models proposed for

solving masked face recognition problems had downgraded performance in unmasked

face recognition settings. Therefore, there was a need for a biometric face recognition

system that could not only recognize faces with good performance in masked scenarios

but has at least the same performance as state-of-the-art in unmasked scenarios. This

thesis proposes the Masked Face Unveiling Model (MFUM) to cope with this problem.

The MFUM works on top of existing face recognition models and is built on the concept

that facial embeddings get corrupted for masked faces. This model makes masked facial

embeddings of a person similar to unmasked facial embeddings of the same person and

different from unmasked facial embeddings of other persons. Different ablation studies

have been conducted using face recognition model backbones, MFUM architectures, and

loss functions. Results are evaluated on the LFW dataset with synthetic masks and a

real-world masked face recognition dataset, i.e., MFR2. We have reported the perfor-

mance of the proposed model in different unmasked and masked settings using evaluation

metrics adopted globally for reporting the performance of biometrics systems, i.e., Equal

Error Rate, False Match Rate, and Fisher discriminant ratio. The results show that the

MFUM having Face Unveiling Attention Augmented Dense Residual Unit architecture

and trained using Quadruplet loss has outperformed state-of-the-art methods in addition

to other evaluated MFUM architectures with different losses.

xxiii



Chapter 1

Introduction

The field of Computer Vision has advanced significantly in the last decade, particularly

after the use of Deep Learning based techniques. These Deep Learning based methods

have outperformed the conventional Machine Learning based methods in the applications

like Image Classification, Object Detection, Instance Segmentation, Semantic Segmen-

tation, Object Tracking, Action Recognition, and 3D reconstruction. Face Recognition

is one of the most prominent use cases of computer vision which is the combination of

image classification and object detection techniques. It is a biometric technology that

identifies a person through his/her face image. In this section, we shall look into the

background, significance, and challenges of face recognition systems, particularly in the

COVID-19 scenario. Further, we shall discuss the research gaps and provide a brief

overview of our contribution to the challenges.

1.1 Background

1.1.1 Biometric Verification Systems

Biometrics verification systems have been in use for quite a long time. Facial Recog-

nition, Iris Recognition, Fingerprint recognition, and Gait based verification systems

are some examples of biometric verification systems. There are two major categories of

biometric systems, i.e., the one which requires contact with the sensor and the other one

which does not require contact with the sensor (contactless). Fingerprint verification

systems are an example of biometric systems which require contact with the sensor,

whereas facial recognition systems, Iris recognition systems, and Gait-based verifica-
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tion systems are an example of contactless biometric systems. These biometric systems

require special sensors to work; for example, fingerprint recognition systems require

fingerprint sensors, Iris recognition systems require iris scanners, and Gait recognition

systems require motion sensors and video cameras. These sensors are very expensive

compared to the sensor required by a face recognition system, i.e., a camera. In addition

to this, the accuracy of face recognition systems is higher as compared to the accuracy

of other biometric systems. Therefore among all available biometric systems, face recog-

nition is the most popular and widely used biometric technique due to its efficiency and

cost-effectiveness. A brief comparison of these biometric systems is given in Table 1.1.

Table 1.1: Brief comparison of existing biometric systems

Biometric System Nature Accuracy Limitations

Finger Print Recognition Contact 98.60% Suffer with skin cuts and

other deterioration prob-

lems.

Iris recognition Contact Less 90-99% Suffer due to eye color

and race variation. Person

must be very close to sen-

sors.

Gait Recognition Contact Less 98.70% Lots of initial data require-

ment for each person along

with specialized hardware

requirement.

Face Recognition Contact Less 99.97% Suffer with pose, illumina-

tion and occlusion.

1.1.2 Face Recognition

Face Recognition technology has been in use for more than 50 years. It is a biometric

technique that identifies people with the help of facial images. Before the deep learning

era, most of the algorithms were based upon mathematical approaches like Principal

Component Analysis (PCA) and then local feature and shallow feature learning-based

approaches. Then with the rise of Deep Learning (DL), the focus of research in facial
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recognition shifted toward DL. These DL-based techniques produced state-of-the-art

(SoTA) results resulting in their applications in a variety of areas, for example, surveil-

lance systems, attendance systems, transportation ticket verification systems, border

management systems, etc. The details of various Face Recognition techniques are shared

in the literature review section.

1.1.3 Face Recognition vs Face Verification

The terms face recognition and face verification are often interchangeably used. But

in literature, there is a difference between the two. The main difference between these

two terms is the type of matching. Face recognition is termed as one-to-many matching

whereas face verification is termed as one-to-one matching. In face recognition, a probe

image is compared with many images to find the exact person. Whereas in face verifica-

tion, a probe image is compared with a single reference image to output whether these

two images are of same identity or not.

1.1.4 COVID-19 Impact on biometric systems

The first case of Coronavirus disease (COVID-19) caused by the SARS-CoV-2 virus was

reported in December 2019. As a result, the globe was confronted with a catastrophic

disaster in the form of a global pandemic. The pandemic caused a global socio-economic

crisis that affected every single individual, organization, and country. Researchers found

out that the disease spread due to close proximity to the infected patient. When people

breathe, the contaminated droplets which contain the virus go to the lungs of a healthy

person resulting in infection. To cope with the afflictive effect of the pandemic Standard

Operating Procedures (SOPs) were issued to be followed by everyone. Covering the

face, particularly the nose and mouth, was the most prominent and effective SOP of

all SOPs. To comply with this SOP, people started wearing face masks. In addition,

it was also mentioned in the SOPs that a person should not touch their face and facial

mask. Further, it was also advised to reduce the points of common contact. Due to this,

the biometrics systems like fingerprint recognition systems requiring physical contact for

working were left useless due to the higher risk of the spread of the disease. At that time,

there was a need for a contactless biometric verification system. Therefore, the demand

for contactless biometric verification systems increased. Face Recognition technology,
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the most popular, economical, and widely used contactless biometric technique, was

used extensively as an alternative to fingerprint-based verification systems.

1.2 Motivation

Before COVID-19, Face Recognition techniques were very mature in non-challenging

scenarios like good illumination and no occlusion. But when it came to challenging

scenarios like occlusion, illumination, and pose, conventional facial recognition systems’

performance got badly affected. The same situation happened during the COVID-19

pandemic when people were wearing facial masks to cover their mouths and noses to

avoid the afflictive effect of the pandemic. By wearing a face mask, the important facial

features of the nose and mouth region get hidden under the mask, which makes facial

recognition challenging not only for machines but also humans. According to the Na-

tional Institute of Standards and Technology (NIST) 2020 report, the facial recognition

systems’ performance has a 20-50% error due to masked faces [36]. Therefore, in order

for facial recognition systems to work effectively, people must pull off the mask to get

themselves verified. Still, at the same time, there is a risk of getting the infection during

that period. In addition to this, touching the face and mask is highly discouraged as per

the SOPs of COVID-19. Also, in the surveillance systems, each and every individual

cannot be forced to remove the facial mask. Therefore, keeping these facts in view,

there is a dire need to improve the existing facial recognition techniques to cater to the

problems created by masked faces. Currently, facial recognition with masked faces is an

under-researched area, and many research efforts are underway. Most of the solutions

proposed till now have two major limitations in addition to the performance in masked

face scenarios. These limitations are high computational requirements and deterioration

in performance in unmasked face scenarios.

1.3 Problem Statement

"The performance of existing face recognition systems have been thwarted by the use of

facial masks and the solutions presented so far are either less accurate in some

unmasked scenario or are computationally expensive. Therefore, there is a dire need of

an effective, robust, and computationally inexpensive facial recognition system which
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recognizes people with facial masks effectively and accurately without deteriorating the

performance in unmasked scenario."

1.4 Research Gap

Most face recognition algorithms are developed for working under controlled environ-

ments in which there is no occlusion on the face and good illumination. Therefore

when faces are covered with the mask, the mask acts as occlusion and performance of

these algorithms deteriorates. Basically, by wearing a face mask, the facial features get

corrupted, and when these corrupted facial features are processed by conventional face

recognition algorithms, the resulting embeddings are corrupted; hence the performance

is affected. Therefore there is a need for the development of those models which handle

the corrupted facial features and improve the performance of the model on masked faces.

Further, the solutions developed for improving the masked face recognition performance

use combination of masked and unmasked images for training the existing models, but

there are two major drawbacks of this approach. The first one is several studies have

reported deterioration in the performance of the existing SoTA model in unmasked face

scenarios. At the same time, there is a slight improvement in the masked face recognition

scenario. And the second one is there is very high computational power, resource, and

data requirement for training such large deep learning models.

In addition to this, the performance of deep learning models relies heavily upon the

dataset which is used for training these models. The deep learning model tries to learn

the generalization of the provided training data. Therefore, there is a requirement for a

good reasonable-sized dataset that has almost all the variations of real-life data. Unfor-

tunately, we do not have any reasonably large-sized dataset which has both unmasked

and masked images of persons required for training of face recognition model. Therefore

there is a need for some augmentation-based method for generating masked faces data.

1.5 Solution Statement

“To create a robust, effective and computationally inexpensive facial recognition system

for masked face scenario without affecting the performance on unmasked faces.”
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1.6 Contributions

In this thesis, we have looked for the possible approaches which can improve the masked

face recognition performance. Following are the main contributions of this thesis.

1. The Masked Face Unveiling Model (MFUM), a novel and computationally inex-

pensive masked face recognition technique, is suggested.

2. The MFUM increases the reusability of existing facial recognition models in masked

face scenarios without the need for retraining.

3. The MFUM increases the similarity of the same identity’s corrupted masked face

embedding and unmasked facial embedding. Furthermore, it reduces the similarity

between the unmasked face embedding of an identity and the corrupted facial

embedding of another identity.

4. The proposed method does not deteriorate the performance of an existing model in

an unmasked face recognition scenario and operates only on masked face images.

5. A complete face verification pipeline for masked as well as unmasked faces is

developed for the qualitative evaluation of the proposed approach.

6. Extensive ablation studies have been conducted using various face recognition

model backbones, MFUM architectures, and loss functions.

7. Evaluated the results upon augmented masked face dataset, i.e., LFW, and real-

world masked face recognition dataset, i.e., MFR2, using the biometric evaluation

metrics recognized globally for reporting the performance of biometrics systems.

8. Achieved better results compared to SoTA face recognition models.

1.6.1 Overview of proposed pipeline

Now lets, look into the brief overview of MFUM which processes the corrupted masked

face embedding. The next subsections present a brief overview of MFUM which processes

the corrupted masked face embedding. In addition to this, the working of the complete

face verification pipeline and its key components is also discussed briefly. The overall

proposed pipeline is given in Figure 1.1.
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Face Detector

The first pre-requisite of our proposed pipeline is that input images must have faces.

Therefore we have used the MTCNN face detector for detecting and cropping only

relevant face areas to be fed to the mask detector and masked face unveiling model.

Mask Face Detector

The working of our proposed masked face unveiling model is highly dependent upon the

provision of only masked face embeddings. When the user of our system provides two

input images for the verification task, either none or both can be masked or unmasked.

Therefore we have to find whether the person in the input image is wearing a mask or

not and then process only the masked image embedding with MFUM. For this task, we

have developed a mask face detector that indicates whether a person is wearing a mask.

The details of mask face detector implementation are given in Chapter 3.

Masked Face Unveiling Model

Our proposed approach is constructed on top of the existing face recognition model;

therefore, it does not require any modification or retraining existing face recognition

model. We name our model as Masked Face Unveiling Model (MFUM). The MFUM

operates upon embedding space. It takes masked face embeddings generated from the

face recognition model as input and outputs new facial embeddings similar to the un-

masked facial embedding of the same person. In addition, the new facial embeddings

generated by our proposed MFUM are dissimilar from the facial embeddings of different

persons. For training MFUM, we have used quadruplet loss which guides the MFUM

to train better compared to currently available state-of-the-art loss functions like triplet

loss and self restrained triplet loss. Quadruplet loss has previously been used in Person

Re-identification problems. We have used it in our scenario, which is a novel contribu-

tion. Quadruplet loss takes two negative examples in addition to a positive example and

anchor. This loss function tries to minimize the distance between the anchor and the

positive example and maximize the distance between the anchor and negative example 1

and negative example 2. The details of the Masked Face Unveiling Model are discussed

in detail in Chapter 3.
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Figure 1.1: Proposed pipeline for face verification.
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The rest of the thesis is organized as follows: The literature relevant to the problem under

discussion is discussed in Chapter 2. The methodology is then explained in Chapter 3,

with each component of the solution pipeline being detailed in greater depth. The results

of our system are discussed in Chapter 4 along with ablation studies. The results of our

research are discussed in Chapter 5. In this chapter, we have also analyzed why certain

things work and others do not. The thesis is concluded in Chapter 6 to bring it to a

close.
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Chapter 2

Literature Review

In this section, we shall first look into the details of the available dataset for the problem

under consideration. Then we shall look into the evolution of the face recognition

research domain over the years. Then we shall look into details of different methodologies

found in the literature to solve the masked face recognition problem.

2.1 Datasets

For any deep learning problem, the dataset is extremely important and is the foundation

for good training of the deep learning model. The necessary condition for a good dataset

is that it covers all the real-life scenarios. But practically, it isn’t easy to get such an

ideal dataset. Therefore, researchers try to acquire a dataset that best represents all the

variations of real-life scenarios. For the field of face recognition, many datasets, i.e., La-

beled Faces in the Wild (LFW) [11], CASIA-WebFace [15], VGGFace2 [28], MSCeleb1M

[19], WebFace260M [58] etc. have been developed which deal with different challenges

of facial recognition like recognition in the wild, pose, illumination, occlusion, race, and

gender. The summary of the list of available datasets is given in Table 2.1. But for

our problem of masked face recognition, there is no large dataset that contains masked

as well as unmasked images of the same entity. There are only two datasets, i.e., Real

World Masked Face Dataset (RMFRD) [37] and Masked Face Recognition (MFR2) [34],

which have both masked and unmasked images. The limitation of RMFRD is that it

does not has a masked image for every identity. Further, the ratio of masked images

to unmasked images of the same person is very small, as there are almost 90,000 un-
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masked and 5,000 masked images of 525 identities. The limitation of the MFR2 dataset

is that it is a very small dataset containing 53 identities and 269 masked and unmasked

images. But the dataset is quite balanced between the count of unmasked and masked

images. Therefore due to the limitations mentioned above, researchers have developed

mask augmentation techniques for generating artificial mask datasets from unmasked

face recognition datasets [34], and [36]. Anwar et al. method has produced a Simulated

Masked Face Recognition Dataset (SMFRD), which contains almost 500,000 face images

of 10,000 persons. They have generated this data by augmenting mask on the combina-

tion of LFW [11], and CASIA-Webface [15] images. This dataset has an almost equal

number of masked and unmasked images. They have also reported 95% accuracy for

facial recognition using these datasets by applying attention weights to key features in

the non-occluded part. They have also published a Real-world Masked Face verification

dataset containing 4015 facial images of 426 identities. Further, they have also shared

7178 unmasked and masked pairs having 3589 pairs each of the same and different iden-

tities [34]. The authors have not shared much implementation and architecture details

for the evaluation of datasets.

2.2 Face Recognition Evolution

Facial recognition is a very well-researched problem. It has been in use for more than

50 years. It gained popularity after the proposal of the eigenface approach by Turk

et al. [1], in the early 1990s. Then for more than 20 years, local-features approaches

along with shallow feature learning based approaches were used [3], [5], [7], [8], [10] until

the emergence of Deep Learning based approaches like DeepFace by Taigman et al.

[56] and Deep Face Recognition by Parkhi et al. [17]. After these benchmarks setting

approaches, the focus of researchers shifted towards deep learning based approaches

and, more particularly, CNNs [25], [53]. The CNNs resulted in the emergence of state-

of-the-art approaches like CosFace by Wang et al. [57] and ArcFace by Deng et al.

[49]. These approaches have achieved over 99.5% accuracy on popular face datasets like

Labeled Faces in the Wild (LFW) [11], and CASIA-WebFace [15]. In deep learning,

for vision tasks, mostly CNNs have been used. Still, with the emergence of vision

transformers, recently, much research has been carried out to test the performance of

vision transformers in the same scenarios where CNNs were previously applied. In some
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Table 2.1: List of Available Datasets for face recognition

Dataset Name Year # Entities # Images Masks

COLOR-FERET Facial image [2] 1997 994 11338 No

AR Face Database [4] 1998 126 4000 No

Yale FaceDatabase B [6] 2001 37 2516 No

Extend Yela DB [9] 2005 28 16128 No

LFW [11] 2008 5749 13,233 No

Youtube Faces [13] 2011 1,595 3425 videos No

FaceScrub [14] 2014 695 141,130 No

CASIA-WebFace [15] 2014 10,575 494,414 No

IJB-A [16] 2015 500 25,809 No

MegaFace [21] 2016 4,030 4,400,000 No

CFP [22] 2016 500 7000 No

AgeDB [24] 2017 568 16,488 No

CALFW [27] 2017 4025 12,174 No

CPLFW [33] 2017 3968 11,652 No

IJB-B [26] 2017 1845
11,754 images and

7,011 videos
No

MS1MV2 [49] 2018 85000 5.8Million No

VGGFace2 [28] 2018 330 9500 No

IJB-C [31] 2018 3,531
31,300 images and

11,779 videos
No

Celeb A [30] 2018 10,177 200,000 No

MFR2 [34] 2020 53 269
Yes

(Real)

SMFRD [37] 2020 10000 500,000

Yes

(Sim-

u-

lated)

RMFRD [37] 2020 525
5000 masked, 90000

unmasked

Yes

(Real)

RWOC [39] 2021 180
3195 unmasked, 678

masked

Yes

(Real)

WebFace42M [58] 2021 2 Million 42 Million No
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cases, the vision transformers have outperformed CNNs. Zhong et al. [43] have used

vision transformers in face recognition, and the results are quite encouraging to support

research in this domain. They have reported good performance of vision transformers

with the condition of availability of a large amount of face data. Also, they have reported

poor performance of vision transformers on occluded faces. Therefore, considering the

results of Zhong et al. [43], we have kept our research direction limited to convolutional

neural network based approaches due to our problem domain being specific to occlusion

scenarios.

2.3 Masked Face Recognition

With the outbreak of COVID-19, people wear face masks to cover a large portion of

the face, including mouth and nose regions. This creates the problem of occlusion for

existing facial recognition based systems. Therefore, in these special circumstances,

only an occlusion robust system shall work. According to the NIST 2020 report, the

facial recognition systems’ performance has 20-50% error due to masked faces [36]. Also,

Damer et al. [48] have evaluated the performance of three facial recognition systems

with masked faces and reported that masks have a very high impact on genuine pair

decisions compared to imposter pair decisions. According to Li et al. [41], there are

three major challenges associated with masked face recognition. The first one being

there is a lack of masked face recognition datasets. Second, the mouth and nose features

are severely damaged and useful features that can discriminate between different classes

are not available to the model. Third, detecting whether a person has worn a face mask

is hard due to the mask’s different colors, styles, designs, and patterns.

2.3.1 Masked Face Recognition Methods

For the problem of corrupted facial features, researchers have developed many different

methodologies. We shall discuss each methodology along with the dataset used, results,

and limitations.
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Cropping Based Methods

Hariri et al. [45] proposed removing the occluded portion of the face, i.e., nose and

mouth regions, and then applying pre-trained deep convolutional neural networks like

AlexNet, VGG-16, and ResNet-50 to extract the embeddings. Then the Bag of Feature

(BoF) paradigm is applied to quantize the embeddings and get a representation of a

fully connected layer of classical CNN. In the end, Multi-Layer Perceptron (MLP) is

applied for the classification process. They have achieved the highest accuracy of 91.3%

using Resnet-50 and BoF approach on the RMFRD dataset and 88.9% on SMFRD.

Mundial et al. [52] proposed a similar solution to Hariri et al. but added face detection

in pre-processing steps to find relevant facial regions accurately. After this step, 128

Dimensional embeddings are extracted using convolutional neural networks (CNN), and

Support Vector Machine (SVM) classifier is applied to classify the input image. They

have trained the model on VGGFace2 [28] dataset and evaluated on LFW [11], and

RMFRD datasets [37]. The facial recognition accuracy of 97% was reported on RMFRD

and 98% on the LFW dataset.

Li et al. [41] have proposed a combination of attention mechanism and cropping-based

approach to focus only on the non-occluded region of the face. In this way, the occluded

region of the face is discarded and the network is trained to predict only using the non-

occluded region. They have used SMFRD [34], and CASIA-Webface [15] for finding the

optimal cropping size and selecting the attention module. Whereas AR[4] and Extend

Yela B [9] datasets have been used for verification of the attention mechanism. The

highest accuracy of 90% is achieved using this approach. Further, as the number of

entities to be identified is increased above 700, the recognition accuracy falls down to

almost 82.86%.

Song et al. [55] proposed using a Pairwise Differential Siamese Network (PDSN) to learn

the correspondence between corrupted facial feature elements and occluded facial blocks.

This PDSN act as an attention mechanism to focus on the relevant non-occluded facial

region. They have trained the model on CASIA-Webface dataset [15] and evaluated the

model on MegaFace [21], and AR [4] datasets. This paper reports an accuracy of 98.2%

on the AR dataset and 74.4% on the MegaFace Challenge with partial occlusion. As the

model is tested on different occlusion types and not particularly the masks, therefore

exact accuracy for masked face recognition has yet to be discovered.
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The major problem with cropping-based approaches is the loss of important facial struc-

ture information due to cropping of the occluded portion. Facial structure, for example,

the shape of the face, i.e., elongated or round face and jawline, are often visible even

after wearing face masks. Therefore, these parts of the face have important discrimi-

natory features that can help facial recognition algorithms make correct decisions. But

when the occluded region is cropped, the important facial structure information is lost

completely, and we are left with very few discriminatory features of the eye and fore-

head region. Therefore, we need a solution that retains the essential facial features

which could be preserved otherwise. In our research, we have adopted the same non-

discarding methodology. Instead our model takes full face image corrupted embeddings

and enhances its similarity to the embeddings of unmasked image of same identity and

reduces the similarity from unmasked face embeddings of different identities.

Reconstruction Based Methods

Malakar et al. [51] have used Principal Component Analysis (PCA) and deep learning

to solve the problem of occlusion in face recognition. PCA reconstructs the destroyed

or occluded facial features, and deep learning is then used to identify the person. This

paper uses Yale Face Database B [6] for training. Further, they have used a masked

version of Yale Face Database B for evaluation. They have added artificial masks but

have not discussed its methodology. Yale Face Database B contains 37 subjects and 68

images of each subject. Therefore, the dataset used for training and validation is not

large. Also, the accuracy achieved is between 85 to 95%, which could be more impressive

for a dataset of this size. However, a 15% increase in accuracy is reported compared to

using deep learning based method alone.

Din et al. [35] have proposed a novel Generative Adversarial Networks (GAN) based

approach for unmasking the masked facial image. They have used two-stage architec-

ture. The first stage detects the face mask by generating the binary segmentation mask

for the masked region, and the second stage performs masked region reconstruction us-

ing Generative Adversarial Networks (GAN). They have used CelebA dataset [30] for

training and some real-world images collected from the internet for testing the model.

They have achieved state-of-the-art performance both qualitatively and quantitatively.

This method is only designed for the medical face mask and is incapable of automati-
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cally detecting and removing multiple types of complex objects. Due to this reason, the

network outputs a partially occluded image in case of small occlusion present in front

of the face.

Jabbar et al. [46] have proposed improvements to the Din et al. method and made

detecting and removing various types, sizes and colors of objects automatic. They

have used the same two-stage architecture and CelebA dataset for training and achieved

excellent qualitative and quantitative results upon different real-world image collections.

Also, this method performs well over objects of different types, sizes and colors.

The main problem with reconstruction-based approaches is their limitation in recon-

structing unknown identities, which means these approaches cannot generalized well.

These approaches cannot precisely reconstruct the facial features of identities absent

in the gallery. Further, an increase in the gallery results in greater complexity of the

solution. Therefore reconstruction-based approaches are computationally expensive. In

addition, as most of these approaches are GAN based and these approaches are compu-

tationally expensive for both training and inference. In contrast, our proposed method

is not only applicable to unknown identities and produces good results but it is compu-

tationally light-weight also.

Training with Combination of mask and unmask images methods

Montero et al. [42] have proposed training the ArcFace with ResNet-50 backbone with

slight modification in the architecture. A dense layer is added parallel to the last layer,

which generates the feature vector after the dropout layer. The purpose of adding this

dense layer is to make the network learn whether the face mask has been worn or not. In

this way, the network learns not only facial recognition but also facial mask detection,

and combined output results in better facial recognition. They used a masked augmented

MS1MV2 dataset for training. And for the mask augmentation, they have used Anwar

et al. [34] mask augmentation technique. For result evaluation, they have used masked

augmented LFW [11], CFP [22], and Agedb [24] datasets. And for evaluating real mask

face scenarios, they have used MFR2 [34]. They have reported masked face recognition

accuracy of 95.62%.

Sharma et al. [54] proposed the transfer learning based approach for generating the

embeddings. First, the model is retrained using existing FaceNet model weights with
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masked and unmasked images using the triplet loss function. During retraining, dif-

ferent experiments were performed with different combinations of mask and unmasked

images. Then 128 Dimensional embeddings are generated using the retrained model.

The training accuracy reported is 99%, and test accuracy is around 50% which clearly

shows that model is overfitting.

Maharani et al. [50] proposed a transfer learning based approach for real-time masked

face recognition using cosine distance. In the first stage, the face is detected using

Haarcascade or MobileNet face detectors and then in the second stage face is recognized

using the models, which are transfer learned either from VGG16 ImageNet or Triplet

Loss FaceNet. This fine-tuning is done using a new custom dataset. This dataset has

images of three entities, with 200 images for each entity. Then these two backbones,

i.e. VGG16 and FaceNet, are used for finding 128D embeddings of the cropped face.

Next, in parallel, Cosine distance is used to compare the last two frames to find the

bounding box, and it can report whether the person has changed in the current frame

compared to the previous frame. The dataset used for training is too small, i.e. just

three entities. The model may suffer with large numbers of identities to be identified

using this approach. Further, there is nothing particular done for handling masked

faces and masked corrupted features are being used which lead to poor performance on

masked faces if large number of identities are to be identified.

Muhi et al. [47] have proposed a transfer learning based deep learning method for

masked face recognition. They have proposed a three-stage method. The first stage

segments the mask region of the face. Then the second stage extracts the feature using

Resnet50. The third stage performs classification with a softmax activation function.

They have used the LFW dataset and mask-augmented version of LFW for training.

Training is done using a combination of these two datasets and achieves a test accuracy

of 98%. The dataset used for training is quite small, especially when we fine-tune the

Resnet50 model.

Boutros et al. [44] have proposed a novel Self Restrained Triplet Loss to train an artificial

neural network with 2 hidden layers to process the embeddings produced by the existing

face recognition model. This neural network aims to uncorrupt the corrupted masked

face embedding by learning the similarity between masked and unmasked images of

the same person. They have used the MS1MV2 [49] dataset to train the artificial
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neural network. They have evaluated the results on two real-world masked datasets, i.e.,

MFR2 [34] and MRF. They have also evaluated their model on two simulated masked

face datasets, i.e., LFW [11] and IJB-C [31] datasets. They have achieved impressive

performance on these four datasets.

Huber et al. [40] have proposed template-level knowledge distillation for mask-invariant

face recognition. Their solutions utilize template-level knowledge distillation during

the training phase to produce masked face embedding similar to the unmasked face

embeddings of the same person whereas different from another person. The teacher

model is trained on MS1MV2 [49] dataset. The teacher model has unmodified face

images, whereas the student network has images with a 50% probability of synthetic

masks of different colors and shapes. They have evaluated the model on two real-world

masked face datasets, i.e., MFR2 [34] and MFRC21 [38] of MFR competition. They

have also evaluated their model on five simulated mask datasets, i.e., LFW [11], CFP-

FP [22], AgeDB-30 [24], CALFW [27], CPLFW [33]. They have achieved state-of-the-art

performance on both real mask datasets as well as simulated mask datasets.

The limitation of the training with combination of mask and unmask images based ap-

proach category is deterioration in performance in unmasked face recognition scenarios.

Basically, in these methods, existing models are trained with the combination of masked

and unmasked images, which slightly improves the performance in the masked scenario.

Still, on the other hand, the performance in the unmasked scenario deteriorates. Fur-

ther, retraining a model is a computationally expensive task and more computational

resources and time is required. Contrary to this, our approach does not impact the

performance of existing models in the unmasked scenario and improves the performance

in the masked scenario. Also, our model training is computationally inexpensive relative

to retraining of existing face recognition models.

Miscellaneous

Anwar et al. [34] developed an open-source tool for generating the masked face dataset

from the unmasked face dataset. They generated masked versions of existing popular

face datasets like VGGFace2 [28], and LFW [11]. They also developed a small real-world

mask dataset of 53 entities and 269 images named MFR2 to verify model performance on

real-world data. They retrained state-of-the-art Facenet [18] on the custom-generated
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VGGFace2-mini dataset (a subset of the VGGFace2 dataset) and its masked version.

Then they evaluated the performance of the trained model on simulated LFW and

MFR2 datasets. They achieved a 38% improvement in true positive rate for the existing

Facenet system for unmasked as well as masked faces. In addition to this, they achieved

excellent accuracy on the MFR2 dataset, proving the generalization capability of the

simulated mask trained model on real-world data.

Summary

Summarizing the above mentioned masked face recognition methods there are mainly

three approaches which have been used until now for masked face recognition scenarios.

1. Discarding the occluded facial region in face image and training the existing face

recognition models on unoccluded regions. (Can be through use of attention mech-

anism)

2. Reconstructive approach for regenerating the occluded facial regions and then

applying conventional face recognition algorithms.

3. Training with the combination of masked and unmasked faces. (include transfer

learning based approaches).

The major shortcoming of these approaches is performance, efficiency, generalizability,

and scalability. In our proposed work, we address the shortcomings of the reviewed

methods and present a solution that has a good performance both in masked as well as

unmasked scenarios, good efficiency in terms of computational power requirement and

performance, generalization, and scalability to datasets with non-overlapping identities.
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Methodology

In this section, we present our proposed methodology to improve the masked face ver-

ification performance of existing facial recognition models without the need to retrain

them. We have built our solution on top of existing facial recognition models. This gives

us an advantage because we do not need to retrain the existing models. We have de-

veloped our model to utilize the embeddings from existing face recognition models and

process these embeddings to produce embeddings which are more similar to unmask

facial embeddings of the same person and different from unmasked facial embeddings of

other persons. We shall discuss complete training and evaluation pipelines along with

dataset augmentation techniques.

3.1 Dataset

The data is the first prerequisite for solving any deep learning task. As we have discussed

in the literature review section, no large masked face recognition dataset is publicly avail-

able. This makes our problem harder to solve. Fortunately, we have mask augmentation

techniques proposed by Anwar et al. [34], and Ngan et al. [36]. These techniques aug-

ment masks on unmasked facial images of a person to generate a corresponding masked

face image. Now we shall look into the details of these techniques.

1. MaskTheFace [34]:

MaskTheFace [34] is a computer vision based tool for augmenting the mask on

a person’s face. It can generate over 100 different mask types. These masks are

of different shapes and colors. It uses the python dlib library for detecting facial
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Figure 3.1: Mask Augmentation methods.

landmarks and six key features which are needed for augmenting the mask on a

person’s face. The tool also handles the tilt of the mask to perfectly fit the tilted

face. The results of mask augmentation are very similar to real-world scenarios.

Some examples of face masks generated using this approach are given in Figure 3.1

2. Mask Augmentation Approach by Ngan et al. [36]

Ngan et al. [36] have developed an automated tool for augmenting the mask on

a person’s face. The tool can generate 6 different shapes of masks with random

colors. These generated masks differ in height and facial coverage. These masks

are categorized as round-low coverage, wide-low coverage, round-medium coverage,

wide-medium coverage, round-high coverage, and wide-high coverage. The tool

uses the python dlib library to detect the face in the image and then extract 68

facial landmarks. Once facial landmarks are detected, masks of random colors

are augmented on the unmasked face image. Figure 3.1 shows a few examples of

masks generated using this approach.

3.1.1 Training Dataset

For training the model, we have used the MS1MV2 dataset [49]. The dataset has 5.8

million images of 85 thousand identities. We have generated a mask version of the

dataset using the mask augmentation approach as proposed by Anwar et al. [34]. This

augmentation approach failed to extract facial landmarks of almost 429,000 images due

to the limitation of the dlib library; thus, masks could not be augmented on these
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images. Therefore, these unmasked images were discarded from the training batches.

3.1.2 Testing Dataset

We have used two evaluation datasets to test our model’s performance. The first one is

the simulated mask dataset developed by augmenting mask on LFW dataset [11] using

mask augmentation approach by Ngan et al. [36]. The second is the real-world mask

face recognition dataset, i.e. MFR2 [34].

3.2 System Architecture workflow

First, we look into the proposed methodology’s workflow to understand the complete

system. First, an image is captured using a camera. Then a face detector detects

whether a face is present in the image. If no face is found in the image, the system

has nothing to process and exits. If a face is found, facial embeddings are extracted

using pretrained face recognition models, and we also check whether the person in the

image is wearing a mask or not using a mask detector. If no mask is present, we do not

need to process the image with Mask Face Unveiling Model (MFUM). If a mask is worn,

then we process the face embeddings using MFUM to produce enhanced embeddings of

mask faces which are similar to the unmasked facial embeddings of the same person and

dissimilar from unmasked facial embeddings of a different person. Once this process is

complete, we compare the embeddings of one image to another to check whether these

images are of the same person. This comparison is made using cosine similarity metrics.

Figure 3.2 contains the workflow of the complete system.

3.3 Face Detection

Face detection is used to detect whether a face is present in the input image. It not

only tells how many faces are present in the image but also gives the bounding boxes

coordinates for the faces. We have used a light weight, but accurate face detector so

that our system not only performs better but also the predictions are quick. This is why

we have used Multi-Task Cascaded CNN (MTCNN) [23] for face detection. Further,

weights of pretrained MTCNN are available publicly, and we do not need to train the
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Figure 3.2: Workflow of the complete proposed system.
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model. Now, we shall look into the architecture and workings of the MTCNN.

3.3.1 Architecture

MTCNN has three-stage architecture. All three stages are in series. The first stage is

Proposal Network (P-Net), followed by Refine Network (R-Net) and the last stage is

Output Network (O-Net). Now we shall look into the details of these networks.

1. First Stage (P-Net) The first stage is Proposal Network. It is a Fully Con-

volutional Network (FCN) which is different from CNN due to the lack of dense

layers in the architecture. It is fed with an image pyramid having the same image

of different scales. The output of this network is region proposals. We then ap-

ply bounding box regression to these region proposals, followed by Non-Maxima

Suppression (NMS) to discard overlapping region proposals.

Now let’s look into the architectural details of P-Net. It has a series of 3 convolu-

tion layers. Each layer uses a filter size of 3, but the number of filters varies in each

layer, i.e. 10,16,32 for the first, second and third layers, respectively. The feature

map is down-sampled using a factor of 2 after the first convolution layer using the

max pool layer. Each convolution layer also has a Parametric ReLU activation

function which helps in dying ReLU problem and speeds up the training. A ker-

nel size of 1, along with the Softmax activation function, is used for probability

calculation, and a linear activation function is used for bounding box regression.

The architecture of P-Net is shown in Figure 3.3.

2. Second Stage (R-Net) The second stage is Refine Network. It is a CNN network,

unlike P-Net, which was FCN. The outputs of this network are face classification

which tells whether the input is a face or not. Bounding box regression which tells

bounding box coordinates with vector size of 4 and facial landmarks localization

using vector size of 10.

The R-Net has a series of 3 convolution layers followed by three dense layers. The

first two layers of convolution layers have a kernel size of 3 and a max pooling

layer after them with a downsampling factor of 2. The third layer has a filter

size of 2. The number of filters for the first, second and third layers are 28, 48,

and 64, respectively. In the end, a dense layer is present. The first dense layer
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Figure 3.3: P-Net architecture diagram.

has 128 neurons, and the last three dense layers (present in parallel to each other)

have 2, 4, and 10 neurons for classification, bounding box regression and landmark

localization, respectively. The architecture of R-Net is shown in Figure 3.4.

3. Third Stage (O-Net) This is the final stage, and is similar to the R-Net stage.

The main aim of this stage is to describe the face in more detail, and it outputs

five facial landmark positions for the eyes, nose and mouth.

The O-Net has similar architecture to R-Net apart from a few differences. We

shall only discuss the differences here. It has four convolution layers instead of

three incase of R-Net. Every layer has filter size of 3. The number of filters are

32, 64, 64, 128 respectively for each layer. The first dense layer has 256 neurons

instead of 128 neurons. The architecture of O-Net is shown in Figure 3.5.

3.4 Mask Detection

When an image is given to the system at inference time, we need to find out whether

the face wears a mask in the image. Since in our proposed architecture, as shown in

25



Chapter 3: Methodology

convolutional + PReLU

max pooling

fully connected24 x 24 x 3

11 x 11 x 28

4 x4 x 48

conv1

conv2

conv3

Face
Classification 

Bounding Box
Regression

Facial Landmarks 3 x 3 x  64

4

2

128

10

fc1

Figure 3.4: R-Net architecture diagram.
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Figure 3.5: O-Net architecture diagram.
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Figure 3.2, we post-process the face embeddings of only masked face images and leave

the unmasked face embeddings. Therefore we need to know whether the mask is worn

by the face in the input images in order to be processed by the Masked Face Unveiling

Model (MFUM), which is discussed in section 3.6. This task is done by a mask detection

module which outputs the presence of a mask in a facial image.

3.4.1 Dataset

Due to the absence of a large masked face dataset, we have used the combination of

MFR2 [34], RWOC [39], and RMFRD [37] datasets. We have split the dataset into 80%

training, 10% validation and 10% test images.

3.4.2 Architecture

Since we get cropped facial image as input, therefore we just have to check whether

mask is present in face image or not. We treat this problem as a two-class classifi-

cation problem. For architecture development, we have already used existing CNNs

architecture like Resnet-50 due to good performance in classification scenarios. For the

first experiment, we trained the model without pretrained weights. In contrast, for the

second experiment, we have used a transfer learning based approach using pretrained

Resnet-50 weights [20] of ImageNet dataset [12]. We have modified the last fully con-

nected layer of the Resnet-50 model to output two classes instead of the 1000 classes

present in the ImageNet dataset. These two classes tell whether a mask is worn in the

facial image or not.

3.5 Feature extraction using pretrained face recognition

backbone

We have used existing pretrained face recognition model backbones to extract the face

embedding. For the ablation study, we have taken embeddings from two different stages

of the backbone. In the first case, we take out embedding after the Global Average

Pooling (GAP) or Global Depth wise Conv (GDConv) layer. This results in flat em-

beddings. Whereas in the second case, we take out embedding before the GAP layer,

giving us a 3D feature map instead of flat embeddings. The details of where and how
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these embeddings will be utilized are given in the MFUM architecture section.

3.5.1 Resnet-101

Resnet [20] is well-known and the most popular CNN architecture. We have used Resnet-

101, which is trained on MS1MV2 [49] dataset. It generates 512-dimensional embeddings

after the GAP layer, and before the GAP layer, the feature size is 7x7x512. We save both

embeddings to be processed later by MFUM architecture. The complete architecture

for Resnet-101 is given in Table 3.1.

Table 3.1: Architecture of Resnet101.

layer input size output size filters repetitions

conv1_x 112x112x3 112x112x64 7x7x64, stride 1 0

conv2_x 112x112x64 56x56x256

3x3 max pool, stride 2
1 × 1, 64

3 × 3, 64

1 × 1, 256



0

3

conv3_x 56x56x256 28x28x512


1 × 1, 128

3 × 3, 128

1 × 1, 512

 4

conv4_x 28x28x512 14x14x1024


1 × 1, 256

3 × 3, 256

1 × 1, 1024

 23

conv5_x 14x14x1024 7x7x512

1 × 1, 512

3 × 3, 512

 3

GAP 7x7x512 1x1x512 - 0

3.5.2 MobileFaceNet

MobileFaceNet [29] is a lightweight backbone and runs efficiently on mobile devices

without drastically affecting performance. MobileNetV2 greatly inspires the architecture
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of MobileFaceNet as residual bottleneck makes up most of the network. The architecture

of the bottleneck layer is shown in Figure. 3.6.

Conv 1x1

Depthwise Conv
3x3

Conv 1x1

Bottleneck

Figure 3.6: Bottleneck layer architecture in MobileFaceNet.

The major difference of this architecture from MobileNetV2 is that it has no Global

Average Pooling layer, and it uses PRelu non-linearity instead of Relu. The network

also uses a fast down-sampling strategy at the beginning and a linear 1x1 layer after the

Global Depth wise Conv (GDConv) layer as output. The MobileFaceNet architecture

is shown in Table 3.2. For flattened embedding of 1 dimension, we use the feature map

after the linear 1x1 layer, whereas for 7x7x128 embedding, we use the feature map after

the last bottleneck layer.

3.6 Masked Face Unveiling Model (MFUM)

The masked face embeddings generated from the pretrained face recognition backbone

are processed by Masked Face Unveiling Model (MFUM) to make them similar to un-

masked face embeddings of the same person and different from unmasked face embed-

dings of a different person. The overall context in which MFUM is trained and works

are shown in Figure 3.8. We have developed seven MFUM architectures for the ablation

study. These architectures are developed keeping in mind the dimension of the embed-

ding from different backbones and attention mechanisms. These are discussed in detail

below.
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Table 3.2: Architecture of MobileFaceNet.

Input Operator
expansion

factor

output

channels
repetitions stride

112x112x3 conv3x3 - 64 1 2
56x56x64 depthwise conv3x3 - 64 1 1
56x56x64 bottleneck 2 64 5 2
28x28x64 bottleneck 4 128 1 2
14x14x128 bottleneck 2 128 6 1
14x14x128 bottleneck 4 128 1 2
7x7x128 bottleneck 2 128 2 1
7x7x128 conv1x1 - 512 1 1
7x7x512 linear GDConv7x7 - 512 1 1
1x1x512 linear conv1x1 - 128 1 1

3.6.1 Masked Face Unveiling Dense Residual Unit (MFU-DRU)

Masked Face Unveiling Dense Residual Unit (MFU-DRU) takes flatten embeddings from

the backbone as input and does some processing on it and then outputs flatten embed-

dings of the same dimension as input. Its architecture is included in figure 3.8.

Architecture

MFU-DRU architecture has M Dense Unit Blocks (DUB) connected in series which are

then followed by a last fully connected layer. Each DUB has L fully connected layers

consisting of N number of neurons each. The values of M is 3 and L is 2 and are found

after extensive experimentation. Whereas, the value of N depends upon the backbone

face recognition model used and it is the size of embeddings that the backbone produces.

A skip connection is introduced to the output of each DUB from the input of that DUB

block. The input is passed through 3 DUB in series and in the end passed through a

fully connected layer. The output is N-Dimensional embedding for the original masked

face embedding which is similar to the unmasked embedding of the same person and

different from the facial embedding of a different person.
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Number of trainable parameters

The number of trainable parameters for MFU-DRU with Resnet-101 backbone is approx-

imately 1.83 million, whereas approximately 0.114 million for MobileFacenet backbone.

3.6.2 Masked Face Unveiling Attention Augmented Dense Residual

Unit (MFU-ADRU)

Masked Face Unveiling Attention Augmented Dense Residual Unit (MFU-ADRU) is

similar to the MFU-DRU, but with an additional attention mechanism. The input of

MFU-ADRU is flattened embeddings from the existing face recognition model backbone.

Some processing is done on the input which results in refined embedding of the same

dimension as the input. Its architecture is included in Figure 3.8.

Architecture

There is a stack of M Augmented Dense Unit Block (ADUB) in the FUADRU followed

by a FC layer. Furthermore, there is a stack of L FC layers in each ADUB. The value

of M and L are kept equal to 3 and 2, respectively. These values are optimal and are

found after several experiments.

There is also an additional block in parallel to stack of FC layers, called the Attention

Block (AB), which uses the same input as the first FC layer of the ADUB and aims

to calculate attention by giving weights to skip connection from the input. The AB

generates output with values between 0 to 1, i.e. mask output. The result of the stack

of FC layers is combined with the output of AB by taking the Hadamard product,

which generates the outcome of ADUB. There are two FC layers in AB. There is half

the number of neurons as input dimension in the first layer and neurons equal to input

dimension in the second layer. In the end, there is sigmoid activation which generates a

mask. And this mask is applied to the output of the stack of FC layers in ADUB.

Number of trainable parameters

The total number of trainable parameters for MFU-ADRU with Resnet-101 backbone

is approximately 2.2 million, whereas approximately 0.139 million for MobileFacenet

backbone.
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3.6.3 Face Unveiling Conv Unit (MFU-CU)

Masked Face Unveiling Conv Unit (MFU-CU) takes intermediate feature map embed-

dings from the backbone as input and pass it through stack of Conv Unit Blocks (CUB)

and then outputs feature map embeddings of same dimension as input. Its architec-

ture is included in Figure 3.8. Each CUB consist of stack of convolution layers. Its

architecture is also included in Figure 3.8.

Number of trainable parameters

The total number of trainable parameters for MFU-CU with Resnet-101 backbone is

approximately 4.5 million, whereas approximately 0.282 million for MobileFacenet back-

bone.

3.6.4 Masked Face Unveiling Conv Unit with Attention Mechanism

(MFU-CUAM1)

Masked Face Unveiling Conv Unit with Attention Mechanism (MFU-CUAM) is like

MFU-CU with additional attention mechanism. It takes intermediate feature map em-

beddings from the backbone as input and pass it through stack of Conv Unit Blocks

and Convolutional Block Attention Module (CBAM) [32]. We have tried different ar-

chitectural structures for Conv Unit with CBAM. They all are included in Figure 3.8

along with architecture of the CBAM.

Number of trainable parameters

The total number of trainable parameters for MFU-CUAM1 with Resnet-101 backbone

is approximately 5.04 million, whereas approximately 0.31 million for MobileFacenet

backbone.

The total number of trainable parameters for MFU-CUAM2 with Resnet-101 backbone

is approximately 5.04 million, whereas approximately 0.31 million for MobileFacenet

backbone.

The total number of trainable parameters for MFU-CUAM3 with Resnet-101 backbone

is approximately 6.09 million, whereas approximately 0.38 million for MobileFacenet
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backbone.

The total number of trainable parameters for MFU-CUAM4 with Resnet-101 backbone

is approximately 6.09 million, whereas approximately 0.38 million for MobileFacenet

backbone.

3.7 Training

In this section, we discuss the training details of MFUM. We look into the loss functions

and model training settings in the following subsections.

3.7.1 Loss Functions

Loss function is used for training the MFUM. It helps MFUM to learn discriminative

facial embeddings. We have used three loss functions i.e. triplet loss, self-restrained

triplet and quadruplet loss for the ablation studies. Now, we shall discuss these losses

in detail.

Triplet Loss

Let i ∈ I representing batch of training images. f(i) is the embedding generated from

pretrained backbone. Triplet loss requires a triplet of sample in the form of {ia
j , ip

j , in
j } ∈

I , where ia
j is anchor, ip

j is positive example of same identity as anchor, in
j is negative

example. For mini batch of size N, mathematically Triplet loss is defined as:

Lt = 1
N

N∑
j

max([d(f(ia
j ), f(ip

j )) − d(f(ia
j ), f(in

j )) + m], 0) (3.7.1)

where m is the margin which introduces separability between imposter and genuine

pairs. d is the euclidean distance and is mathematically defined as,

d(aj , bj) = ||aj − bj ||2 (3.7.2)

Self Restrained Triplet Loss

SRT loss also requires a triplet to be defined i.e. {ia
j , ip

j , in
j } ∈ I where ia

j is anchor, ip
j is

positive example of same identity as anchor, in
j is negative example. For a mini batch

of N size, mathematically SRT loss is defined as:

35



Chapter 3: Methodology

LSRT =


( 1

N

∑N
j max([d(f(ia

j ), f(ip
j )) − d(f(ia

j ), f(in
j )) + m], 0) ifµ(d2) < µ(d3))

( 1
N

∑N
j max([d(f(ia

j ), f(ip
j )) − µ(d3) + m, 0) otherwise)

(3.7.3)

where d is euclidean distance as described in Equation. 3.7.2, m is margin which impose

separability between imposter and genuine pairs. d1 is anchor positive distance, d2 is

anchor negative distance and d3 is positive negative distance. µ(d2), µ(d3) are mean of

anchor-negative distance and mean of positive - distance across the batch respectively.

SRTL behaves as triplet loss when µ(d2) < µ(d3) i.e. mean of anchor-negative distance

is smaller than mean of positive-negative distance across the batch. In this scenario,

the loss focuses on minimizing the anchor positive distance and maximizing the anchor

negative distance. But when µ(d2) ≥ µ(d3), for calculating the loss, d2 is replaced

with d3. By doing this, only d1 distance is minimized and anchor-positive examples are

brought closer to each other.

Quadruplet Loss

Let i ∈ I representing batch of training images. f(i) is the embedding from pretrained

face recognition model. Quadruplet loss requires a quadruplet of sample in the form

of {ia
j , ip

j , in1
j , in2

j } ∈ I , where ia
j is anchor, ip

j is positive example of same identity as

anchor, in1
j is first negative example and in2

j of is second negative example of different

identity. The learning objective of quadruplet loss function is to reduce the distance

of anchor f(ia
j ) and positive f(ip

j ) (genuine pair) and maximize the distance of anchor

f(ia
j ) and first negative example f(in1

j ) i.e. first imposter pair as well as anchor f(ia
j ) and

second negative example f(in2
j ) i.e. second imposter pair. Mathematically, Quadruplet

loss Lq for a mini-batch of size N is defined as :

Lq = 1
N

(
N∑
j

[d(f(ia
j ), f(ip

j )) − d(f(ia
j ), f(in1

j )) + m1]+

N∑
j

[d(f(ia
j ), f(ip

j )) − d(f(ia
j ), f(in2

j )) + m2]) (3.7.4)

where m1 is margin1 and m2 is margin2. These margins are applied to increase the

separability between imposter and genuine pairs. d is euclidean distance which is applied
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on normalized facial feature. d mathematical representation is given in 3.7.2.

3.7.2 Model Training settings

We have used Python Pytorch library for the implementation of MFUM. The MFUM

is trained using already extracted feature embedding of the MS1MV2 dataset. For the

purpose of comparison, MFUM is trained using different architecture and loss functions.

For training MFUM with each architecture and corresponding loss, training settings are

given Table 3.3.

Table 3.3: Experimental Settings.

Experimental Parameters Settings

Epochs 20

Batch Size 512

Initial Learning rate 0.1

Optimizer SGD

Learning Rate Decay step size 9

Learning Rate Decay factor 0.1

3.8 Evaluation

3.8.1 Experimental Settings

For each evaluation dataset, we have used nine different experimental setups. These are

discussed in detail below.

1. Unmasked Reference Unmasked Probe (UMR-UMP):

In this experimental setting, the unmasked reference is compared with unmasked

probe. It gives us the baseline performance of pretrained face recognition model

on unmasked reference and unmasked probe image.

2. Unmasked Reference Masked Probe (UMR-MP):

In this experimental setting, the unmasked reference is compared with masked

probe without applying any additional processing on masked probe with MFUM.
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It gives us the baseline performance of pretrained face recognition model on un-

masked reference but masked probe scenario.

3. Unmasked Reference and Masked Probe processed with MFUM trained

with Triplet Loss (UMR-MP(T)):

In this experimental setting, the unmasked reference is compared with masked

probe. The masked probe is additionally processed by MFUM trained with Triplet

loss. It gives us the performance of pretrained face recognition model aided with

MFUM trained with Triplet loss in unmasked reference and masked probe scenario.

4. Unmasked Reference and Masked Probe processed with MFUM trained

with Self Restrained Triplet Loss (UMR-MP(SRT)):

In this experimental setting, the unmasked reference is compared with masked

probe. The masked probe is additionally processed by MFUM trained with Self

Restrained Triplet loss. It gives us the performance of pretrained face recognition

model aided with MFUM trained with SRT loss in unmasked reference and masked

probe scenario.

5. Unmasked Reference and Masked Probe processed with MFUM trained

with Quadruplet Loss (UMR-MP(Q)):

In this experimental setting, the unmasked reference is compared with masked

probe. The masked probe is additionally processed by MFUM trained with Quadru-

plet loss. It gives us the performance of pretrained face recognition model aided

with MFUM trained with Quadruplet loss in unmasked reference and masked

probe scenario.

6. Masked Reference Masked Probe (MR-MP):

In this experimental setting, the masked reference is compared with masked probe

without applying any additional processing on masked reference and masked probe

with MFUM. It gives us the baseline performance of pretrained face recognition

model on masked reference and masked probe scenario.

7. Masked Reference and Masked Probe processed with MFUM trained

with Triplet Loss (MR-MP(T)):

In this experimental setting, the masked reference is compared with masked probe.

The masked reference and masked probe are additionally processed by MFUM
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trained with Triplet loss. It gives us the performance of pretrained face recognition

model aided with MFUM trained with Triplet loss in masked reference and masked

probe scenario.

8. Masked Reference and Masked Probe processed with MFUM trained

with Self Restrained Triplet Loss (MR-MP(SRT)):

In this experimental setting, the masked reference is compared with masked probe.

The masked reference and masked probe are additionally processed by MFUM

trained with SRT loss. It gives us the performance of pretrained face recognition

model aided with MFUM trained with SRT loss in masked reference and masked

probe scenario.

9. Masked Reference and Masked Probe processed with MFUM trained

with Quadruplet Loss (MR-MP(Q)):

In this experimental setting, the masked reference is compared with masked probe.

The masked reference and masked probe are additionally processed by MFUM

trained with Quadruplet loss. It gives us the performance of pretrained face recog-

nition model aided with MFUM trained with Quadruplet loss in masked reference

and masked probe scenario.

The verification performance of our approaches is evaluated using the metrics which are

adopted globally for the evaluation of biometric systems performance. These evaluation

metrics include False Match Rate (FMR100 and FMR1000), False Non-Match Rate

(FNMR) and Equal Error Rate (EER), Mean of genuine scores, Mean of imposter scores

and Fischer Discriminant Ratio. Now we shall look into the details of these evaluation

metrics.

3.8.2 Evaluation Metric

1. Equal Error Rate (EER): This metrics reports the performance of the biometric

system in the verification scenario. It is the value or threshold at which the

False Acceptance Rate (FAR) equals the False Rejection Rate (FRR). Generally

speaking, if EER is less, the accuracy will be more.

2. False Match Rate (FMR):

It is the probability that two biometric signals (in our case, face images) coming
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Table 3.4: Experimental Settings Abbreviation and their elaboration.

Abbreviation Elaboration

UMR-UMP
Unmasked Reference and Unmasked Probe, both not processed

additionally with MFUM

UMR - MP
Unmasked Reference and Masked Probe, with Masked Probe

not processed additionally with MFUM

UMR - MP (T)
Unmasked Reference and Masked Probe, with Masked Probe

processed additionally with MFUM trained with Triplet loss

UMR - MP (SRT)

Unmasked Reference and Masked Probe, with Masked Probe

processed additionally with MFUM trained with Self Restrained

Triplet loss

UMR - MP (Q)

Unmasked Reference and Masked Probe, with Masked Probe

processed additionally with MFUM trained with Quadruplet

loss

MR - MP
Masked Reference and Masked Probe, both not processed addi-

tionally with MFUM

MR - MP (T)
Masked Reference and Masked Probe, both processed addition-

ally with MFUM trained with Triplet loss

MR - MP (SRT)
Masked Reference and Masked Probe, both processed addition-

ally with MFUM trained with Self Restrained Triplet loss

MR - MP (Q)
Masked Reference and Masked Probe, both processed addition-

ally with MFUM trained with Quadruplet loss

from different identities are misclassified as coming from the same identity.

3. False Non Match Rate (FNMR):

It is the probability that two biometric signals (in our case, face images) coming

from the same identities are misclassified as coming from different identities.

4. FMR100:

It is the lowest FNMR for which FMR ≤ 1.0%.

5. FMR1000:

It is the lowest FNMR for which FMR ≤ 0.1%.
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6. FMR100_Th and FMR1000_Th:

To estimate the real-life scenario in which operational thresholds are decided based

on UMR-UMP performance, we have reported FMR100_Th and FMR1000_Th

for every experimental setting, e.g. UMP-MP(Q), MR-MP(Q) etc.

7. Mean of Genuine Score:

It is the average of all genuine pair similarity scores.

8. Mean of Imposter Score:

It is the average of all imposter pair similarity scores.

9. Fisher Discriminant Ratio (FDR):

It is the ratio of the difference between the mean of the genuine score and the

mean of the imposter score to the sum of squares of the standard deviation of

genuine and imposter scores. Mathematically, FDR is given as :

FDR = µG − µI

(σG)2 + (σI)2

where µG is mean of genuine score, µI is mean of imposter score, σG is stan-

dard deviation of genuine score values and σI is standard deviation of imposter

score values. It helps in studying the separability of imposter and genuine scores.

A greater value of FDR means better separation between genuine and imposter

scores.

3.9 Working Demo Application

For the proof of concept, we have developed two working demo applications for verifi-

cation as well as recognition scenario.

3.9.1 Verification Portal

Face verification is the task of comparing a face image to another face image and checking

if both images are of the same person or not. This task is a one-to-one mapping task.

For the purpose of the verification scenario demo, we have developed a web application

using Python Flask API. The intuition behind developing this web application was to

make the demo run on devices of different platforms by just using a web link. Now, let’s

look into the working of this application.
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Input

This application takes two images as input. The input can be provided using an existing

file stored on the device or webcam. For the demo purpose, we have given the user option

to check various models which we have developed, i.e. MFU-DRU, MFU-ADRU, MFU-

CU and MFU-CUAM etc., as discussed in section. 3.6. Additionally, these models can

be evaluated using different loss functions, i.e. Triplet, SRT, and Quadruplet loss, as

discussed in section. 3.7.1. These options can be selected using the dropdown menu.

Processing

We first detect whether the face is present in the images or not using the face detector

discussed in section. 3.3. If a face is not found, we exit the pipeline after giving an

error message to the user. Once a face is detected, we take out face embedding using

backbones discussed in the section. 3.5. In addition to this, after face detection, we

detect whether the person in the image is wearing a mask or not. If the person wears

a mask in the image, then we process the embedding using MFUM architecture as

discussed in section. 3.6. If a mask is not worn, then we do not process the embedding

using MFUM. Once we have embeddings, we compute the cosine similarity of these

embeddings. If the similarity is above the threshold, then we predict both images to be

of the same person, otherwise different.

Output

This application outputs whether the image is of the same person or not. Additionally,

for each image, we also predict whether the person in the image is wearing a mask or

not. Figure 3.9 shows the verification portal flowchart.

3.9.2 Recognition Portal

Face recognition is the task of matching digital images or frames of videos against the

database of faces. It is a one-to-many mapping scenario in which a single image is

compared to many images. For the purpose of the demo, we have developed a python

desktop application that takes a webcam video stream as input and performs recognition

on video frames. Now, we shall look into the details of this application.
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Input

The application takes video stream as input from a webcam or pre-recorded video in

mp4 format.

Processing

The first step in this application is generating the face embedding database for the faces

to be recognized. We take out the embeddings of face images. Then, we process the

video stream frame-wise. Once we have the frame, we first detect the presence of a face

in the frame. If no frame is present, then we take the next frame for processing. If a

face is found, then we take out embeddings using a pretrained backbone as discussed

in section 3.5. In addition to this, for the detected face, we detect whether the person

in the image is wearing a mask or not. If the person wears a mask in the image, then

we process the embedding using MFUM architecture as discussed in section. 3.6. If

a mask is not worn, then we do not process the embedding using MFUM. Once we

have embeddings, we compute the cosine similarity of the embedding against the face

embedding database. We assign that label to the bounding box whose cosine similarity

with the processed face is maximum.

Output

The application outputs a real-time video stream with a named label bounding box. Ad-

ditionally, we also output mask is worn or not status along with the name. Figure. 3.11

shows the recognition portal.
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Figure 3.9: Verification Portal Flow Chart.
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Figure 3.10: Face verification portal shows whether two given images are of the same entity

along with mask status, cosine similarity score, and time taken by face detection,

mask detection, and backbone embedding generation.
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Figure 3.11: Recognition Portal Flow Chart.
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Figure 3.12: Face Recognition portal showing the name of the recognized entity along with

mask status and cosine similarity score.

Figure 3.13: Face Recognition portal showing the name of the recognized entity along with

mask status and cosine similarity score.
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Results

In this section, we present the qualitative as well as quantitative results for our pro-

posed methodology. For the quantitative results, we have defined evaluation metrics in

section. 3.8.2 to evaluate the nine experimental settings discussed in section. 3.8.1. For

qualitative results, we have created two demo applications as discussed in section. 3.9.

First of all, we present the impact on face recognition performance due to wearing of

face mask. Then, we present the MFUM’s impact on the performance of masked face

verification and the separability of genuine and imposter scores. Then, we present the

ablation study on different MFUM architectures as well as loss functions by comparing

their performances. These results are shown in Table 4.1-4.2 and 4.7-4.18. Then, we

compare our results with state-of-the-art approaches. The comparison with the state-

of-the-art is shown in Table 4.3-4.6. We have also conducted another ablation study in

which we trained the MFUM architectures using the MFR2 dataset which is a small

real-world masked face dataset and evaluated on LFW and MFR2 datasets to check

the performance of MFUM. These results are shown in Table 4.19-4.32. In the end, we

present the scenarios in which our approach suffers degradation in performance or needs

improvements.

4.1 Impact of face mask on face recognition performance

4.1.1 UMR-MP scenario with flattened embeddings

Table 4.1-4.2 and Table 4.7-4.8 show the comparison of baseline experimental setting,

i.e. unmasked reference unmasked probe (UMR-UMP) and unmasked reference masked
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probe (UMR-MP) in which probe is wearing a mask. We can observe clearly that the

UMR-UMP case is achieving better verification performance than the UMR-MP case for

Resnet101 and MobileFaceNet backbone. For the LFW dataset, the UMR-UMP case

has achieved 0.3%, 0.7% EER% for Resnet-101 and MobileFaceNet backbones, respec-

tively, compared to 0.7%, 3.8% EER% for Resnet-101 and MobileFaceNet backbones

respectively in UMR-MP scenario (Table 4.1, 4.7). Similarly, for the MFR2 dataset,

the UMR-UMP case has achieved 0.0%, 0.0% EER% for Resnet-101 and MobileFaceNet

backbones, respectively, compared to 9.2224%, 9.5927% EER% for Resnet-101 and Mo-

bileFaceNet backbones respectively in UMR-MP scenario (Table 4.2, 4.8). These results

clearly show the degradation in masked face recognition performance due to the presence

of a mask in the probe image.

4.1.2 MR-MP scenario with flattened embeddings

Table 4.1-4.2 and Table 4.7-4.8 show the comparison of baseline experimental setting i.e.

unmasked reference unmasked probe (UMR-UMP) and masked reference masked probe

(MR-MP) in which both reference and probe are wearing masks. We can observe clearly

that the UMR-UMP case is achieving better verification performance than the MR-MP

case for Resnet101 and MobileFaceNet backbone. For the LFW dataset, the UMR-UMP

case has achieved 0.3%, 0.7% EER% for Resnet-101 and MobileFaceNet backbones as

compared to 0.7%, 3.6% EER% for Resnet-101 and MobileFaceNet backbones in MR-

MP scenario (Table 4.1, 4.7). Similarly for MFR2 dataset, the UMR-UMP case has

achieved 0.0%, 0.0% EER% for Resnet-101 and MobileFaceNet backbones as compared

to 4.6434%, 7.730% EER% for Resnet-101 and MobileFaceNet backbones in UMR-MP

scenario (Table 4.2, 4.8). These results clearly show the degradation in masked face

recognition performance due to the presence of masks in reference and probe images.

4.1.3 UMR-MP scenario with intermediate feature-map embeddings

Table 4.9-4.18 show the comparison of baseline experimental setting i.e. unmasked refer-

ence unmasked probe (UMR-UMP) and unmasked reference masked probe (UMR-MP)

in which probe is wearing a mask. We can observe clearly that the UMR-UMP case

is achieving better verification performance than the UMR-MP case for Resnet101 and

MobileFaceNet backbone. For the LFW dataset, the UMR-UMP case has achieved
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0.3%, 6.9% EER% for Resnet-101 and MobileFaceNet backbones respectively as com-

pared to 0.5%, 10.7% EER% for Resnet-101 and MobileFaceNet backbones respectively

in UMR-MP scenario (Table 4.9, 4.11, 4.13, 4.15, 4.17). Similarly for MFR2 dataset, the

UMR-UMP case has achieved 0.0%, 2.4214% EER% for Resnet-101 and MobileFaceNet

backbones respectively as compared to 4.9534%, 16.0969% EER% for Resnet-101 and

MobileFaceNet backbones respectively in UMR-MP scenario (Table 4.10, 4.12, 4.14,

4.16, 4.18). These results clearly show the degradation in masked face recognition per-

formance due to the presence of a mask in the probe image.

4.1.4 MR-MP scenario with intermediate feature-map embeddings

Table 4.9-4.18 show the comparison of baseline experimental setting i.e. unmasked

reference unmasked probe (UMR-UMP) and masked reference and masked probe (MR-

MP) in which both reference and probe are wearing mask. We can observe clearly that

the UMR-UMP case is achieving better verification performance than the MR-MP case

for Resnet101 and MobileFaceNet backbone. For LFW dataset, the UMR-UMP case has

achieved 0.3%, 6.9% EER% for Resnet-101 and MobileFaceNet backbones as compared

to 0.8%, 11.5% EER% for Resnet-101 and MobileFaceNet backbones in MR-MP scenario

(Table 4.9, 4.11, 4.13, 4.15, 4.17). Similarly for the MFR2 dataset, the UMR-UMP case

has achieved 0.0%, 2.4214% EER% for Resnet-101 and MobileFaceNet backbones as

compared to 8.8556%, 20.7086% EER% for Resnet-101 and MobileFaceNet backbones

in MR-MP scenario (Table 4.10, 4.12, 4.14, 4.16, 4.18). These results clearly show the

degradation in masked face recognition performance due to the presence of masks in

reference and probe images.

4.1.5 Comparison of face mask effect on FNMR and FMR

Table 4.1-4.2 and Table 4.7-4.18 shows a greater negative impact on FNMR as compared

to FMR. For example, for the LFW dataset, if we compare the baseline performance

for UMR-UMP and UMR-MP cases on the Resnet-101 backbone, we find out that

FNMR has increased to 0.8% from 0.3% as compared to FMR which has decreased from

1.0% to 0.5% (Table 4.7). Another example is, for MFR2 dataset, if we compare the

baseline performance for UMR-UMP and UMR-MP cases on the Resnet-101 backbone,

we find out that FMR has increased from 0.9983% to 1.0284%. Whereas FNMR has
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increased from 0.0% to 8.6687%, which is a larger negative impact as compared to FMR

(Table 4.8).

4.1.6 Comparison of UMR-MP and MR-MP scenarios

Table 4.2 and Table 4.8-4.18 shows lower verification performance achieved by MR-

MP case compared to UMR-MP on Resnet-101 and MobileFacenet backbones on LFW

dataset as well as MFR2 dataset. There is a slight exception in LFW dataset results

(Table 4.1 and 4.7), where MR-MP verification performance is slightly better than the

UMR-MP case for the Resnet-101 backbone. But overall UMR-MP performance is

better than MR-MP case.

4.1.7 Comparison of backbones performance

Table 4.7-4.18 shows the performance of Resnet-101 and MobileFacenet in different

experimental settings. It is quite evident that the verification performance of Resnet-

101 is better than MobileFacenet in all experimental settings.

4.1.8 Summary

Summarizing the above findings, we can conclude that the performance of face recog-

nition models deteriorates with the introduction of face masks. These results are very

much in accordance with results presented in previous studies like Ngan et al. [36],

Damer et al. [48], who have evaluated the negative impact of masks on the performance

of face recognition models.

4.2 MFUM impact on masked face recognition performance

Table 4.1-4.2 and Table 4.7-4.18 shows the improvement in verification performance

of existing face recognition performance due to the addition of MFUM trained with

Quadruplet and Self Restrained Triplet loss.
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4.2.1 Impact of MFUM on the separability of genuine and imposter

scores

Our proposed approach utilizing MFUM has improved the separability of genuine and

imposter scores as compared to the baseline face recognition models. Table 4.1-4.2

and Table 4.7-4.18 shows improvement in FDR. The improvement in FDR shows better

verification performance by the model as the separability of genuine and imposter scores

increases. For example, Table 4.7 shows LFW evaluation results for the UMR-MP case

using Resnet-101 and MobileFacenet backbone and our proposed MFU-DRU approach.

We can clearly observe that FDR for the baseline model is 13.9739 (UMR-MP) and

21.8056 using our proposed MFU-DRU trained with Quadruplet loss (UMR-MP(Q)). We

can observe, a similar improvement in FDR for the MR-MP cases too. This improvement

in FDR can be observed in almost all evaluated backbone networks, scenarios, and

datasets.

4.2.2 Impact of MFUM’s different architectures on masked face recog-

nition performance

MFUM has improved the verification performance of masked face recognition models.

Since we have developed different architectures of the MFUM for the ablation studies,

therefore we have results for each architecture.

Masked Face Unveiling Dense Residual Unit (MFU-DRU)

When we consider the Resnet-101 backbone’s UMR-MP case for the LFW dataset pro-

cessed by MFU-DRU (Table 4.7), we find out that, FMR1000%, FMR100_ThUMR−UMP

have improved from 1.0 to 0.7, 0.65 to 0.6 respectively. Whereas EER%, FMR100% has

remained unchanged. When we consider the MR-MP case for the LFW dataset pro-

cessed by MFU-DRU (Table 4.7), we find out that EER%, FMR100%, FMR1000%,

FMR100_ThUMR−UMP . FMR1000_ThUMR−UMP have improved from 0.7 to 0.5, 0.7

to 0.5, 1.0 to 0.7, 1.2 to 1.15, and 0.7 to 0.65 respectively. Similarly, we can see ob-

serve improvements in these evaluation metrics on the MFR2 dataset as well as given

in Table 4.8.

When we consider the MobileFacenet backbone’s UMR-MP case for the LFW dataset
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processed by MFU-DRU (Table 4.7), we find out that, EER%, FMR100%, FMR1000%,

FMR100_ThUMR−UMP . FMR1000_ThUMR−UMP have improved from 3.8 to 2.0, 6.4

to 2.6, 15.1 to 4.0, 3.75 to 1.8, and 6.0 to 2.1 respectively. When we consider the MR-

MP case for the LFW dataset processed by MFU-DRU (Table 4.7), we find out that

EER%, FMR100%, FMR1000%, FMR100_ThUMR−UMP . FMR1000_ThUMR−UMP

have improved from 0.7 to 0.5, 0.7 to 0.5, 1.0 to 0.7, 1.2 to 1.15, and 0.7 to 0.65

respectively. Similarly, we can see observe improvements in these evaluation metrics on

the MFR2 dataset as well as given in Table 4.8.

Masked Face Unveiling Attention Augmented Dense Residual Unit (MFU-

ADRU)

When we consider the Resnet-101 backbone’s UMR-MP case for the LFW dataset pro-

cessed by MFU-ADRU (Table 4.1), we find out that, EER%, FMR100%, FMR1000%,

FMR100_ThUMR−UMP and FMR1000_ThUMR−UMP have improved from 0.7 to 0.5,

0.7 to 0.3, 1.0 to 0.7, 0.65 to 0.6, and 0.6 to 0.4 respectively. There is improve-

ment in all evaluation metrics. Further, when we consider MR-MP cases for the LFW

dataset processed by MFU-ADRU (Table 4.1), we find out that EER%, FMR100%, and

FMR1000% have improved from 0.7 to 0.5, 0.7 to 0.4, 1.0 to 0.9 to respectively. Whereas

FMR100_ThUMR−UMP , FMR1000_ThUMR−UMP have not improved. Likewise, we

can see observe similar improvements in evaluation metrics on the MFR2 dataset as

given in Table 4.2.

When we consider the MobileFacenet backbone’s UMR-MP case for the LFW dataset

processed by MFU-ADRU (Table 4.1), we find out that, EER%, FMR100%, FMR1000%,

FMR100_ThUMR−UMP . FMR1000_ThUMR−UMP have improved from 3.8 to 2.1, 6.4

to 3.2, 15.1 to 7.6, 3.75 to 2.0, and 6.0 to 2.9 respectively. When we consider the MR-

MP case for the LFW dataset processed by MFU-ADRU (Table 4.1), we find out that

EER%, FMR100%, FMR1000%, FMR100_ThUMR−UMP . FMR1000_ThUMR−UMP

have improved from 3.6 to 2.0, 6.6 to 2.5, 17.6 to 5.9, 4.7 to 3.6, and 3.9 to 1.85

respectively. Similarly, we can see observe improvements in evaluation metrics on the

MFR2 dataset as well. The results are given in Table 4.2.
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Masked Face Unveiling Conv Unit (MFU-CU)

When we consider the Resnet-101 backbone’s UMR-MP case for the LFW dataset pro-

cessed by MFU-CU (Table 4.9), we find out that, FMR1000%, FMR100_ThUMR−UMP ,

FMR100_ThUMR−UMP have improved from 0.9 to 0.7, 0.55 to 0.5, 0.8 to 0.6 respec-

tively. Whereas EER% and FMR100% have remained unchanged. When we consider the

MR-MP case for the LFW dataset processed by MFU-CU (Table 4.9), we find out that

EER%, FMR100%, FMR1000%, FMR100_ThUMR−UMP , FMR1000_ThUMR−UMP

have improved from 0.8 to 0.6, 0.8 to 0.6, 1.4 to 0.9, 2.1 to 1.8 and 0.75 to 0.65 re-

spectively. Now let’s consider the MFR2 dataset as given in Table 4.10. For the UMR-

MP case, we find out that EER%, FMR100_ThUMR−UMP , FMR1000_ThUMR−UMP

have improved from 4.9534 to 4.3334, 4.2499 to 4.1955 and 5.4423 to 4.9931 respec-

tively. Whereas FMR100% and FMR1000% remain unchanged. For the MR-MP case

EER%, FMR100%, FMR1000%, FMR100_ThUMR−UMP have improved from 8.8556

to 8.4923, 14.3911 to 14.0221, 22.5092 to 19.1882, 7.598 to 7.2541 respectively. Whereas

FMR1000_ThUMR−UMP deteriorates from 7.3257 to 7.5404.

When we consider the MobileFacenet backbone’s UMR-MP case for the LFW dataset

processed by MFU-CU (Table 4.9), we find out that, EER%, FMR100% have improved

from 10.7 to 8.3, 29.6 to 24.4 respectively Whereas FMR1000%, FMR100_ThUMR−UMP .

FMR1000_ThUMR−UMP have not improved rather performance has deteriorated. When

we consider the MR-MP case for the LFW dataset processed by MFU-CU (Table 4.9), we

find out that EER%, FMR100% have improved from 11.5 to 8.2, 30.5 to 22.3 respectively

whereas FMR100_ThUMR−UMP , FMR1000_ThUMR−UMP have deteriorated. Now

let’s consider the MFR2 dataset as given in Table 4.10. For the UMR-MP case, we find

out that EER% has improved from 16.0969 to 14.5501 whereas FMR100%, FMR1000%,

FMR100_ThUMR−UMP , FMR1000_ThUMR−UMP have deteriorated. For the MR-

MP case, EER%, FMR100%, FMR100_ThUMR−UMP , FMR1000_ThUMR−UMP have

improved from 20.7086 to 17.7112, 54.6125 to 52.0295, 30.6777 to 28.0889 and 36.5489

to 32.79 respectively whereas FMR1000% has deteriorated.
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Masked Face Unveiling Conv Unit with Attention Mechanism in Configura-

tion 1 (MFU-CUAM1)

When we consider the Resnet-101 backbone’s UMR-MP case for the LFW dataset pro-

cessed by MFU-CUAM1 (Table 4.11), we find out that, FMR1000% and

FMR100_ThUMR−UMP have improved from 0.9 to 0.7, 0.8 to 0.5 respectively. Whereas

EER%, FMR100%, FMR100_ThUMR−UMP have remained unchanged. When we con-

sider the MR-MP case for the LFW dataset processed by MFU-CUAM1 (Table 4.11),

we find out that EER%, FMR100%, FMR1000%, FMR100_ThUMR−UMP , and

FMR1000_ThUMR−UMP have improved from 0.8 to 0.6, 0.8 to 0.6, 1.4 to 0.9, 2.1 to 1.95

and 0.75 to 0.7 respectively. Now let’s consider the MFR2 dataset as given in Table 4.12.

For the UMR-MP case, we find out that EER%, FMR1000_ThUMR−UMP have im-

proved from 4.9534 to 4.6434 and 5.4423 to 5.2997 respectively. Whereas FMR100%

and FMR1000% remain unchanged. For MR-MP case EER%, FMR100_ThUMR−UMP

have improved from 8.8556 to 8.4853 and 7.598 to 7.2343 respectively whereas FMR100%

remains unchanged and FMR1000% and FMR1000_ThUMR−UMP deteriorate.

When we consider the MobileFacenet backbone’s UMR-MP case for the LFW dataset

processed by MFU-CUAM1 (Table 4.11), we find out that, EER%, FMR100% have im-

proved from 10.7 to 8.3, 29.6 to 24.4 respectively, whereas FMR1000%,

FMR100_ThUMR−UMP . FMR1000_ThUMR−UMP have not improved rather perfor-

mance has deteriorated. When we consider the MR-MP case for the LFW dataset

processed by MFU-CU (Table 4.11), we find out that EER% and FMR100% have im-

proved from 11.5 to 8.2 and 30.5 to 22.3 respectively whereas FMR1000%,

FMR100_ThUMR−UMP , FMR1000_ThUMR−UMP have deteriorated. Now let’s con-

sider the MFR2 dataset as given in Table 4.12. For the UMR-MP case, we find out

that EER% has improved from 16.0969 to 14.8601 whereas FMR100%, FMR1000%,

FMR100_ThUMR−UMP , FMR1000_ThUMR−UMP have deteriorated. For the MR-

MP case, EER%, FMR100%, FMR100_ThUMR−UMP , FMR1000_ThUMR−UMP have

improved from 20.7086 to 18.4483, 54.6125 to 53.1365, 30.6777 to 23.7247 and 36.5489

to 27.0941 respectively whereas FMR1000% has deteriorated.
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Masked Face Unveiling Conv Unit with Attention Mechanism in Configura-

tion 2 (MFU-CUAM2)

When we consider the Resnet-101 backbone’s UMR-MP case for the LFW dataset pro-

cessed by MFU-CUAM2 (Table 4.13), we find out that, FMR1000%,

FMR100_ThUMR−UMP , FMR1000_ThUMR−UMP have improved from 0.9 to 0.5, 0.55

to 0.5 and 0.8 to 0.45 respectively. Whereas EER% and FMR100% have remained un-

changed. When we consider the MR-MP case for the LFW dataset processed by MFU-

CUAM2 (Table 4.13), we find out that EER%, FMR100%, FMR1000%,

FMR100_ThUMR−UMP , FMR1000_ThUMR−UMP have improved from 0.8 to 0.7, 0.8

to 0.6, 1.4 to 0.9, 2.1 to 1.6 and 0.75 to 0.7 respectively. Now let’s consider the MFR2

dataset as given in Table 4.14. For the UMR-MP case, we find out that EER%,

FMR100%, FMR100_ThUMR−UMP , FMR1000_ThUMR−UMP have improved from

4.9534 to 4.446, 6.8111 to 6.5015, 4.2499 to 3.8707 and 5.4423 to 5.0175 respectively

whereas FMR1000% deteriorates. For MR-MP case EER%, FMR100%, FMR1000%,

FMR100_ThUMR−UMP and FMR1000_ThUMR−UMP have improved from 8.8556 to

7.7482, 14.3911 to 12.1771, 22.5092 to 18.0812, 7.598 to 6.2917 and 7.3257 to 6.8923

respectively.

When we consider the MobileFacenet backbone’s UMR-MP case for the LFW dataset

processed by MFU-CUAM2 (Table 4.13), we find out that, EER%, FMR100%, FMR1000%

have improved from 10.7 to 7.6, 29.6 to 22.0, 43.1 to 42.1 respectively Whereas

FMR100_ThUMR−UMP . FMR1000_ThUMR−UMP have not improved rather perfor-

mance has deteriorated. When we consider the MR-MP case for the LFW dataset

processed by MFU-CUAM2 (Table 4.13), we find out that EER% and FMR100% have

improved from 11.5 to 8.0 and 30.5 to 20.7 respectively whereas FMR1000%,

FMR100_ThUMR−UMP , FMR1000_ThUMR−UMP have deteriorated. Now let’s con-

sider the MFR2 dataset as given in Table 4.14. For the UMR-MP case, we find out that

EER%, FMR100%, and FMR1000% have improved from 16.0969 to 14.5501, 42.7245 to

39.3189, 62.2291 to 60.6811 whereas FMR100_ThUMR−UMP , FMR1000_ThUMR−UMP

have deteriorated. For the MR-MP case, EER%, FMR100%, FMR100_ThUMR−UMP ,

FMR1000_ThUMR−UMP have improved from 20.7086 to 16.6353, 54.6125 to 50.9225,

30.6777 to 25.9626 and 36.5489 to 32.7795 respectively whereas FMR1000% has deteri-

orated.
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Masked Face Unveiling Conv Unit with Attention Mechanism in Configura-

tion 3 (MFU-CUAM3)

When we consider the Resnet-101 backbone’s UMR-MP case for the LFW dataset pro-

cessed by MFU-CUAM3 (Table 4.15), we find out that, FMR1000%,

FMR100_ThUMR−UMP , FMR1000_ThUMR−UMP have improved from 0.9 to 0.5, 0.55

to 0.5 and 0.8 to 0.5 respectively. Whereas EER% and FMR100% have remained un-

changed. When we consider the MR-MP case for the LFW dataset processed by MFU-

CUAM3 (Table 4.15), we find out that EER%, FMR100%, FMR1000%,

FMR100_ThUMR−UMP , FMR1000_ThUMR−UMP have improved from 0.8 to 0.7,

0.8 to 0.6, 1.4 to 0.8, 2.1 to 1.75 and 0.75 to 0.6 respectively. Now let’s consider

the MFR2 dataset as given in Table 4.16. For the UMR-MP case, we find out that

EER%, FMR100%, FMR100_ThUMR−UMP , FMR1000_ThUMR−UMP have improved

from 4.9534 to 4.4217, 6.8111 to 6.5015, 4.2499 to 3.8585 and 5.4423 to 4.8505 respec-

tively whereas FMR1000% remains unchanged. For MR-MP case EER%, FMR100%,

FMR1000%, FMR100_ThUMR−UMP and FMR1000_ThUMR−UMP have improved

from 8.8556 to 8.115, 14.3911 to 11.8081, 22.5092 to 18.4502, 7.598 to 6.5546 and 7.3257

to 6.5583 respectively.

When we consider the MobileFacenet backbone’s UMR-MP case for the LFW dataset

processed by MFU-CUAM3 (Table 4.15), we find out that, EER%, FMR100%, and

FMR1000% have improved from 10.7 to 7.1, 29.6 to 19.5, 43.1 to 34.8 respectively

Whereas FMR100_ThUMR−UMP . FMR1000_ThUMR−UMP have not improved rather

performance has deteriorated. When we consider the MR-MP case for the LFW dataset

processed by MFU-CUAM3 (Table 4.15), we find out that EER% and FMR100% have

improved from 11.5 to 7.2 and 30.5 to 22.5 respectively. Whereas FMR1000%,

FMR100_ThUMR−UMP , FMR1000_ThUMR−UMP have deteriorated. Now let’s con-

sider the MFR2 dataset as given in Table 4.16. For the UMR-MP case, we find

out that EER%, FMR100%, and FMR1000% have improved from 16.0969 to 13.9302,

42.7245 to 37.1517, 62.2291 to 60.0619 respectively, whereas FMR100_ThUMR−UMP ,

FMR1000_ThUMR−UMP have deteriorated. For the MR-MP case, EER%, FMR100%,

FMR100_ThUMR−UMP , FMR1000_ThUMR−UMP have improved from 20.7086 to 14.1,

54.6125 to 49.0775, 30.6777 to 25.3052 and 36.5489 to 31.5406 respectively whereas

FMR1000% has deteriorated.
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Masked Face Unveiling Conv Unit with Attention Mechanism in Configura-

tion 4 (MFU-CUAM4)

When we consider the Resnet-101 backbone’s UMR-MP case for the LFW dataset pro-

cessed by MFU-CUAM4 (Table 4.17), we find out that, FMR1000%,

FMR100_ThUMR−UMP , FMR1000_ThUMR−UMP have improved from 0.9 to 0.5, 0.55

to 0.5 and 0.8 to 0.45 respectively. Whereas EER% and FMR100% have remained un-

changed. When we consider the MR-MP case for the LFW dataset processed by MFU-

CUAM4 (Table 4.17), we find out that EER%, FMR100%, FMR1000%,

FMR100_ThUMR−UMP , FMR1000_ThUMR−UMP have improved from 0.8 to 0.7, 0.8

to 0.6, 1.4 to 0.8, 2.1 to 1.75 and 0.75 to 0.6 respectively. Now let’s consider MFR2

dataset as given in Table 4.18. For the UMR-MP case, we find out that EER%,

FMR100%, FMR100_ThUMR−UMP , FMR1000_ThUMR−UMP have improved from

4.9534 to 4.3334, 6.8111 to 6.5015, 4.2499 to 3.8403 and 5.4423 to 4.8566 respectively

whereas FMR1000% deteriorates. For MR-MP case EER%, FMR100%, FMR1000%,

FMR100_ThUMR−UMP and FMR1000_ThUMR−UMP have improved from 8.8556 to

6.8196, 14.3911 to 11.8081, 22.5092 to 18.0812, 7.598 to 6.474 and 7.3257 to 6.3633

respectively.

When we consider the MobileFacenet backbone’s UMR-MP case for the LFW dataset

processed by MFU-CUAM4 (Table 4.17), we find out that, EER%, FMR100%, and

FMR1000% have improved from 10.7 to 6.5, 29.6 to 23.0, 43.1 to 35.4 respectively.

Whereas FMR100_ThUMR−UMP . FMR1000_ThUMR−UMP have not improved rather

performance has deteriorated. When we consider the MR-MP case for the LFW dataset

processed by MFU-CUAM4 (Table 4.17), we find out that EER% and FMR100% have

improved from 11.5 to 7.3 and 30.5 to 23.5 respectively whereas FMR1000%,

FMR100_ThUMR−UMP , FMR1000_ThUMR−UMP have deteriorated. Now let’s con-

sider MFR2 dataset as given in Table 4.18. For the UMR-MP case, we find out that

EER%, FMR100%, and FMR1000% have improved from 16.0969 to 13.7054, 42.7245 to

39.0093, 62.2291 to 58.8235 whereas FMR100_ThUMR−UMP , FMR1000_ThUMR−UMP

have deteriorated. For the MR-MP case, EER%, FMR100%, FMR100_ThUMR−UMP ,

FMR1000_ThUMR−UMP have improved from 20.7086 to 14.0993, 54.6125 to 51.2915,

30.6777 to 25.9661 and 36.5489 to 32.0661 respectively whereas FMR1000% has deteri-

orated.
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Table 4.1: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on LFW dataset with and without MFU-ADRU trained with

Triplet loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%, lowest average error

of FMR100 and FMR1000 at pre-defined threshold and highest FDR are written in bold for each evaluation experiment i.e. UMR-UMP, UMR-MP,

MR-MP. Significant improvement in verification performance can be observed clearly by our proposed MFU-ADRU unit trained with Quadruplet

loss approach.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

LFW/

Back-bone
Experiments EER%

FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.3 0.3 0.3 1.0 0.3 0.65 0.1 0.3 0.2 0.7192 -0.0004 34.5764

UMR-MP 0.7 0.7 1.0 0.5 0.8 0.65 0.1 1.1 0.6 0.5247 -0.0003 13.9739

UMR-MP(T) 0.9 0.8 1.5 1.6 0.8 1.2 0.5 1.3 0.9 0.4574 0.002 14.775

UMR-MP(SRT) 0.7 0.7 0.8 0.6 0.7 0.65 0.3 0.8 0.55 0.538 0.0025 17.0285

UMR-MP(Q) 0.5 0.3 0.7 0.8 0.4 0.6 0.2 0.6 0.4 0.5638 -0.0009 20.3516

MR-MP 0.7 0.7 1.0 1.8 0.6 1.2 0.7 0.7 0.7 0.606 0.0089 15.5591

MR-MP(T) 1.1 1.2 1.8 5.0 0.7 2.85 3.1 0.7 1.9 0.6378 0.0063 14.1559

MR-MP(SRT) 0.7 0.6 0.8 2.7 0.6 1.65 1.6 0.6 1.1 0.6506 0.0039 17.5434

MR-MP(Q) 0.5 0.4 0.9 3.3 0.4 1.85 1.2 0.4 0.8 0.6651 0.0007 20.7604

Mobile-Facenet UMR-UMP 0.7 0.7 1.0 1.0 0.7 0.85 0.1 1.0 0.55 0.6838 0.0062 19.218

UMR-MP 3.8 6.4 15.1 1.1 6.4 3.75 0.3 11.7 6.0 0.4464 0.0035 6.4567

UMR-MP(T) 2.6 3.4 9.3 1.1 3.2 2.15 0.3 6.5 3.4 0.4558 0.0027 9.3343

UMR-MP(SRT) 2.2 3.1 19.1 1.4 2.9 2.15 0.6 6.5 3.55 0.455 0.0049 8.9363

UMR-MP(Q) 2.1 3.2 7.6 1.4 2.6 2.0 0.6 5.2 2.9 0.4741 0.0037 9.6284

MR-MP 3.6 6.6 17.6 7.6 1.8 4.7 3.1 4.7 3.9 0.5595 0.0508 7.3776

MR-MP(T) 2.8 4.6 7.1 6.7 1.3 4.0 2.8 2.6 2.7 0.629 0.0039 9.1261

MR-MP(SRT) 2.6 4.1 9.9 5.3 1.3 3.3 2.7 2.2 2.45 0.634 0.003 9.3476

MR-MP(Q) 2.0 2.5 5.9 5.8 1.4 3.6 1.7 2.0 1.85 0.635 0.0016 10.038
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Table 4.2: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on MFR2 dataset with and without MFU-ADRU trained with

Triplet loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%, lowest average error of

FMR100 and FMR1000 at pre-defined threshold, and highest FDR are written in bold for each evaluation experiment i.e. UMR-UMP, UMR-MP,

MR-MP. Significant improvement in verification performance can be observed clearly by our proposed MFU-ADRU unit trained with the Quadruplet

loss approach.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

MFR2/

Back-bone
Experiments EER%

FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.0 0.0 0.0 0.9983 0.0 0.4992 0.1062 0.0 0.0531 0.7585 0.0018 45.0473

UMR-MP 4.6434 7.1207 8.6687 1.0284 7.1207 4.0745 0.1339 8.0495 4.0917 0.4415 0.0005 7.4826

UMR-MP(T) 4.0904 6.192 10.2167 1.2048 5.8824 3.5436 0.2312 8.6687 4.45 0.4071 -0.0002 8.3382

UMR-MP(SRT) 3.7135 6.8111 7.4303 1.2535 6.5015 3.8775 0.2738 7.4303 3.8521 0.4694 -0.0004 8.5411

UMR-MP(Q) 2.5832 4.0248 6.5015 1.3326 3.7152 2.5239 0.2738 5.5728 2.9233 0.511 -0.0008 10.9242

MR-MP 9.2224 12.5461 15.8672 4.5152 9.5941 7.0546 1.4303 11.8081 6.6192 0.546 0.0177 5.0717

MR-MP(T) 8.4853 12.9151 20.6642 6.6466 10.3321 8.4893 2.8956 11.8081 7.3519 0.5593 0.0042 4.5812

MR-MP(SRT) 9.2224 12.1771 14.7601 4.9148 9.5941 7.2545 1.7949 10.7011 6.248 0.5698 0.0063 5.1735

MR-MP(Q) 8.115 11.0701 13.6531 4.2558 8.4871 6.3714 1.3812 10.3321 5.8566 0.5845 0.0072 5.837

Mobile-Facenet UMR-UMP 0.0 0.0 0.0 0.9983 0.0 0.4992 0.1062 0.0 0.0531 0.7512 0.0057 30.2234

UMR-MP 7.737 15.7895 29.7214 0.6876 17.3375 9.0125 0.0791 30.031 15.055 0.3788 -0.0029 4.5255

UMR-MP(T) 7.737 12.6935 26.0062 1.0344 12.3839 6.7092 0.1156 26.0062 13.0609 0.3928 -0.0032 4.9623

UMR-MP(SRT) 4.9534 7.1207 11.4551 1.077 6.8111 3.9441 0.0974 12.6935 6.3954 0.4354 0.001 7.8671

UMR-MP(Q) 4.3334 6.192 13.0031 1.217 5.5728 3.3949 0.146 11.4551 5.8006 0.4565 0.0009 8.2587

MR-MP 9.5927 21.4022 31.7343 6.268 11.8081 9.038 1.4934 17.7122 9.6028 0.5005 0.0597 3.7232

MR-MP(T) 9.2224 21.4022 34.3173 5.7001 10.3321 8.0161 1.9491 15.4982 8.7236 0.5271 0.0105 3.8452

MR-MP(SRT) 8.115 16.9742 29.5203 5.672 8.4871 7.0796 1.914 13.6531 7.7836 0.5422 0.0057 4.8195

MR-MP(Q) 7.3779 16.6052 30.9963 5.3004 8.4871 6.8938 1.7458 14.0221 7.884 0.5356 0.0073 4.8552
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4.3 Comparison with State of the Art

We have compared the performance of our proposed models with state-of-the-art models’

performance on LFW and MFR2 datasets against UMR-MP and MR-MP experimental

settings. The comparisons are shown in Table 4.3-4.6.

Table 4.3: Comparison of our approaches with SoTA approaches for Unmasked Reference and

Masked Probe experimental setting. We can clearly observe our proposed MFUM-

based approaches with Resnet-101 backbone are performing better than existing

SoTA approaches.

UMR-MP LFW EER% FMR100% FMR1000% FDR

ArcFace [49] 0.7 0.7 1 13.9739

EUM [44] 0.8667 0.8667 1.6 15.0505

MFU-DRU (Ours) 0.7 0.7 0.7 21.8056

MFU-CU (Ours) 0.5 0.5 0.7 14.2756

MFU-CUAM1 (Ours) 0.5 0.5 0.7 14.3179

MFU-CUAM2 (Ours) 0.5 0.5 0.5 13.8307

MFU-CUAM3 (Ours) 0.5 0.5 0.5 13.5788

MFU-CUAM4 (Ours) 0.5 0.5 0.5 13.54

MFU-ADRU (Ours) 0.5 0.3 0.7 20.3516
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Table 4.4: Comparison of our approaches with SoTA approaches for Masked Reference and

Masked Probe experimental setting. We can clearly observe our proposed MFUM-

based approaches with Resnet-101 backbone are performing better than existing

SoTA approaches.

MR-MP EER% FMR100% FMR1000% FDR

ArcFace [49] 0.7 0.7 1 15.5591

EUM [44] 0.9667 0.9667 2.0667 14.6018

MFU-DRU (Ours) 0.5 0.5 0.7 19.8189

MFU-CU (Ours) 0.6 0.6 0.9 13.7653

MFU-CUAM1 (Ours) 0.6 0.6 0.9 13.6669

MFU-CUAM2 (Ours) 0.7 0.6 0.9 13.864

MFU-CUAM3 (Ours) 0.7 0.6 0.8 13.8477

MFU-CUAM4 (Ours) 0.7 0.6 0.8 13.7269

MFU-ADRU (Ours) 0.5 0.4 0.9 20.7604

Table 4.5: Comparison of our approaches with SoTA approaches for Unmasked Reference and

Masked Probe experimental setting on MFR2 dataset. We can clearly observe our

proposed MFUM-based approaches with Resnet-101 backbone are performing better

than existing SoTA approaches.

UMR-MP MFR2 EER% FMR100% FMR1000% FDR

ArcFace [49] 6.6434 7.1207 8.6687 7.4826

EUM [44] 5.0507 6.5015 8.9783 7.2588

MFU-DRU (Ours) 3.7135 4.644 6.192 8.5917

MFU-CU (Ours) 4.3334 6.8111 9.9071 6.8436

MFU-CUAM1 (Ours) 4.6434 8.0495 10.5263 6.7136

MFU-CUAM2 (Ours) 4.446 6.5015 10.5263 6.9833

MFU-CUAM3 (Ours) 4.4217 6.5015 9.5975 6.9414

MFU-CUAM4 (Ours) 4.3334 6.5015 10.8359 6.9691

MFU-ADRU (Ours) 2.5832 4.0248 6.5015 10.9242
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Table 4.6: Comparison of our approaches with SoTA approaches for Masked Reference and

Masked Probe experimental setting on MFR2 dataset. We can clearly observe our

proposed MFUM-based approaches with Resnet-101 backbone are performing better

than existing SoTA approaches.

MR-MP EER% FMR100% FMR1000% FDR

ArcFace [49] 9.2224 12.5461 15.8672 5.0717

EUM [44] 9.296 13.2841 14.7601 4.9276

MFU-DRU (Ours) 7.4831 12.5461 15.4982 5.1486

MFU-CU (Ours) 8.4923 14.0221 19.9262 4.42

MFU-CUAM1 (Ours) 8.8453 15.1292 22.8782 4.384

MFU-CUAM2 (Ours) 7.7482 12.1771 18.0812 4.7578

MFU-CUAM3 (Ours) 8.115 11.8081 18.8192 4.7094

MFU-CUAM4 (Ours) 8.115 11.8081 18.8192 4.717

MFU-ADRU (Ours) 8.115 11.0701 13.6531 5.837
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Table 4.7: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on LFW dataset with and without MFU-DRU trained with

Triplet loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%, lowest average error

of FMR100 and FMR1000 at pre-defined threshold and highest FDR are written in bold for each evaluation experiment i.e. UMR-UMP, UMR-MP,

MR-MP. Significant improvement in verification performance can be observed clearly by our proposed MFU-DRU unit trained with the Quadruplet

loss approach.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

LFW/

Back-bone
Experiments EER%

FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.3 0.3 0.3 1.0 0.3 0.65 0.1 0.3 0.2 0.7192 -0.0004 34.5764

UMR-MP(T) 1.6 1.8 3.8 0.7 2.4 1.55 0.2 3.6 1.9 0.3958 0.0004 10.751

UMR-MP 0.7 0.7 1.0 0.5 0.8 0.65 0.1 1.1 0.6 0.5247 -0.0003 13.9739

UMR-MP(SRT) 0.7 0.7 0.7 1.1 0.6 0.85 0.4 0.7 0.55 0.5922 0.0027 19.873

UMR-MP(Q) 0.7 0.7 0.7 0.5 0.7 0.6 0.6 0.7 0.65 0.6078 0.0002 21.8056

MR-MP(T) 1.9 3.2 9.1 27.7 0.4 14.05 21.3 0.4 10.85 0.6314 0.1026 9.8238

MR-MP 0.7 0.7 1.0 1.8 0.6 1.2 0.7 0.7 0.7 0.606 0.0089 15.5591

MR-MP(SRT) 0.6 0.5 0.7 3.7 0.5 2.1 1.9 0.5 1.2 0.6426 0.017 18.3048

MR-MP(Q) 0.5 0.5 0.7 1.8 0.5 1.15 0.8 0.5 0.65 0.6471 0.0142 19.8189

Mobile-Facenet UMR-UMP 0.7 0.7 1.0 1.0 0.7 0.85 0.1 1.0 0.55 0.6838 0.0062 19.218

UMR-MP(T) 6.1 19.0 36.0 1.0 19.5 10.25 0.0 36.7 18.35 0.2989 -0.0016 4.929

UMR-MP 3.8 6.4 15.1 1.1 6.4 3.75 0.3 11.7 6.0 0.4464 0.0035 6.4567

UMR-MP(SRT) 2.0 2.6 4.0 1.6 2.3 1.95 0.3 3.9 2.1 0.5293 0.0064 10.8491

UMR-MP(Q) 2.0 2.8 4.4 1.5 2.1 1.8 0.2 4.3 2.25 0.522 0.0047 10.4526

MR-MP(T) 7.6 28.9 66.6 92.5 0.1 46.3 84.0 0.2 42.1 0.7253 0.3937 4.1969

MR-MP 3.6 6.6 17.6 7.6 1.8 4.7 3.1 4.7 3.9 0.5595 0.0508 7.3776

MR-MP(SRT) 2.2 2.8 3.7 3.1 1.5 2.3 0.8 2.8 1.8 0.5918 0.0066 10.1154

MR-MP(Q) 2.1 3.2 4.5 3.5 1.4 2.45 1.3 2.6 1.95 0.5953 0.0195 9.8732
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Table 4.8: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on MFR2 dataset with and without MFU-DRU trained with

Triplet loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%, lowest average error

of FMR100 and FMR1000 at pre-defined threshold and highest FDR are written in bold for each evaluation experiment i.e. UMR-UMP, UMR-MP,

MR-MP. Significant improvement in verification performance can be observed clearly by our proposed MFU-DRU unit trained with Quadruplet loss

approach.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

MFR2/

Back-bone
Experiments EER%

FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.0 0.0 0.0 0.9983 0.0 0.4992 0.1062 0.0 0.0531 0.7585 0.0018 45.0473

UMR-MP(T) 5.9137 9.5975 11.7647 0.8945 9.5975 5.246 0.1156 10.8359 5.4758 0.3571 0.0031 6.3172

UMR-MP 4.6434 7.1207 8.6687 1.0284 7.1207 4.0745 0.1339 8.0495 4.0917 0.4415 0.0005 7.4826

UMR-MP(SRT) 3.7135 4.9536 8.3591 1.3083 4.644 2.9761 0.1765 6.5015 3.339 0.4622 0.0048 8.3242

UMR-MP(Q) 4.0235 4.644 6.192 1.3143 4.644 2.9792 0.1825 6.192 3.1872 0.4746 0.0026 8.5917

MR-MP(T) 9.963 17.7122 23.2472 25.9412 6.2731 16.1072 13.4754 8.4871 10.9813 0.5697 0.1023 4.2514

MR-MP 9.2224 12.5461 15.8672 4.5152 9.5941 7.0546 1.4303 11.8081 6.6192 0.546 0.0177 5.0717

MR-MP(SRT) 7.4831 12.5461 15.4982 6.4503 8.4871 7.4687 2.0823 11.4391 6.7607 0.5569 0.0374 5.287

MR-MP(Q) 8.115 12.1771 15.4982 5.4617 8.8561 7.1589 1.6546 10.3321 5.9934 0.545 0.0313 5.1486

Mobile-Facenet UMR-UMP 0.0 0.0 0.0 0.9983 0.0 0.4992 0.1062 0.0 0.0531 0.7512 0.0057 30.2234

UMR-MP(T) 8.9768 25.0774 48.9164 0.4442 34.3653 17.4048 0.0061 65.9443 32.9752 0.274 0.0022 3.3391

UMR-MP 7.730 15.7895 29.7214 0.6876 17.3375 9.0125 0.0791 30.031 15.055 0.3788 -0.0029 4.5255

UMR-MP(SRT) 8.0469 13.0031 23.2198 0.8458 13.0031 6.9245 0.1095 23.2198 11.6647 0.4121 -0.0013 4.9884

UMR-MP(Q) 7.721 12.3839 21.0526 0.8397 13.0031 6.9214 0.0974 21.3622 10.7298 0.4104 0.0003 4.9714

MR-MP(T) 15.1962 55.7196 90.7749 90.8294 1.476 46.1527 75.2296 2.952 39.0908 0.6777 0.413 1.9174

MR-MP 9.5927 21.4022 31.7343 6.268 11.8081 9.038 1.4934 17.7122 9.6028 0.5005 0.0597 3.7232

MR-MP(SRT) 9.963 17.7122 29.1513 3.6598 13.2841 8.472 0.6871 19.9262 10.3066 0.4921 0.0243 3.8141

MR-MP(Q) 9.0168 16.9742 31.7343 4.4871 11.4391 7.9631 0.9816 17.3432 9.1624 0.499 0.0386 3.7944
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Table 4.9: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on LFW dataset with and without MFU-CU trained with Triplet

loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%, lowest average error of FMR100

and FMR1000 at the pre-defined threshold and highest FDR are written in bold for each evaluation experiment i.e. UMR-UMP, UMR-MP, MR-MP.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

LFW/ Conv

Backbone
Experiments EER%

FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.3 0.3 0.3 1.0 0.3 0.65 0.1 0.3 0.2 0.6017 0.0088 25.9332

UMR-MP 0.5 0.5 0.9 0.5 0.6 0.55 0.0 1.6 0.8 0.4214 0.0076 12.1078

UMR-MP(T) 0.8 0.8 1.2 0.1 1.5 0.8 0.0 3.8 1.9 0.3337 0.0004 11.4474

UMR-MP(SRT) 0.5 0.5 0.7 0.6 0.5 0.55 0.0 1.0 0.5 0.4322 0.011 14.2613

UMR-MP(Q) 0.5 0.5 0.7 0.5 0.5 0.5 0.0 1.2 0.6 0.4321 0.0061 14.2756

MR-MP 0.8 0.8 1.4 3.7 0.5 2.1 0.7 0.8 0.75 0.4942 0.0319 12.6383

MR-MP(T) 0.8 0.8 1.3 86.7 0.0 43.35 70.9 0.1 35.5 0.6039 0.2017 11.1982

MR-MP(SRT) 0.7 0.6 1.0 3.0 0.6 1.8 0.6 0.7 0.65 0.5109 0.0168 13.7779

MR-MP(Q) 0.6 0.6 0.9 3.4 0.6 2.0 0.6 0.7 0.65 0.512 0.0197 13.7653

Mobile-Facenet UMR-UMP 6.9 15.9 28.9 1.0 15.9 8.45 0.1 28.9 14.5 0.6303 0.283 5.1135

UMR-MP 10.7 29.6 43.1 0.0 58.6 29.3 0.0 79.0 39.5 0.4824 0.227 3.5865

UMR-MP(T) 8.7 28.0 49.2 0.0 99.6 49.8 0.0 100.0 50.0 0.3133 0.0342 4.2071

UMR-MP(SRT) 8.4 26.4 48.1 0.0 99.4 49.7 0.0 100.0 50.0 0.324 0.0393 4.2478

UMR-MP(Q) 8.3 24.4 53.3 0.0 99.0 49.5 0.0 100.0 50.0 0.3282 0.0322 4.3024

MR-MP 11.5 30.5 39.9 3.6 20.8 12.2 0.2 36.4 18.3 0.6032 0.345 3.1764

MR-MP(T) 9.3 27.9 54.6 1.9 21.2 11.55 0.4 33.8 17.1 0.6098 0.1531 4.1542

MR-MP(SRT) 9.1 25.7 55.1 1.4 23.2 12.3 0.4 37.1 18.75 0.5994 0.1264 4.2166

MR-MP(Q) 8.2 22.3 59.7 0.5 30.1 15.3 0.2 43.7 21.95 0.5747 0.0697 4.3012

66



C
hapter

4:
R

esults

Table 4.10: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on MFR2 dataset with and without MFU-CU trained with

Triplet loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%, lowest average error of

FMR100 and FMR1000 at pre-defined threshold and highest FDR are written in bold for each evaluation experiment i.e. UMR-UMP, UMR-MP,

MR-MP.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

MFR2/

Back-bone
Experiments EER%

FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.0 0.0 0.0 0.9983 0.0 0.4992 0.1062 0.0 0.0531 0.6526 0.0134 45.5058

UMR-MP 4.9534 6.8111 9.5975 0.4503 8.0495 4.2499 0.0487 10.8359 5.4423 0.3454 0.0084 6.595

UMR-MP(T) 5.5702 7.7399 15.4799 0.2799 10.8359 5.5579 0.0304 17.6471 8.8387 0.2714 0.0003 6.3106

UMR-MP(Q) 4.6434 7.1207 9.5975 0.5537 8.0495 4.3016 0.0791 9.9071 4.9931 0.348 0.0075 6.8436

UMR-MP(SRT) 4.3334 6.8111 9.9071 0.6511 7.7399 4.1955 0.0913 9.9071 4.9992 0.3519 0.0117 6.8807

MR-MP 8.8556 14.3911 22.5092 5.6019 9.5941 7.598 1.3672 13.2841 7.3257 0.4364 0.0482 4.39

MR-MP(T) 7.8499 15.4982 21.7712 95.2535 0.0 47.6267 76.4916 0.0 38.2458 0.561 0.2255 4.6749

MR-MP(Q) 8.8556 14.0221 19.9262 4.2137 10.7011 7.4574 1.0587 14.0221 7.5404 0.4402 0.0308 4.4297

MR-MP(SRT) 8.4923 14.0221 19.1882 3.8071 10.7011 7.2541 0.9185 14.3911 7.6548 0.4398 0.0267 4.5067

Mobile-Facenet UMR-UMP 2.4214 6.8182 15.9091 0.9983 6.8182 3.9082 0.1062 15.9091 8.0076 0.7081 0.3264 7.1104

UMR-MP 16.0969 42.7245 62.2291 0.0 91.3313 45.6656 0.0 98.452 49.226 0.4266 0.2096 2.1091

UMR-MP(T) 15.2065 43.9628 68.7307 0.0 100.0 50.0 0.0 100.0 50.0 0.2686 0.033 2.1528

UMR-MP(SRT) 14.5501 43.9628 67.4923 0.0 100.0 50.0 0.0 100.0 50.0 0.2807 0.0326 2.3004

UMR-MP(Q) 15.5013 43.0341 65.0155 0.0 100.0 50.0 0.0 100.0 50.0 0.2789 0.0393 2.1697

MR-MP 20.7086 54.6125 67.8967 0.4697 60.8856 30.6777 0.0351 73.0627 36.5489 0.5214 0.3062 1.5377

MR-MP(T) 17.3409 52.3985 73.8007 1.1428 51.6605 26.4017 0.3365 62.7306 31.5336 0.5359 0.1774 2.1144

MR-MP(SRT) 18.078 53.5055 72.6937 0.3646 62.3616 31.3631 0.0771 73.0627 36.5699 0.4794 0.1005 2.1518

MR-MP(Q) 17.7112 52.0295 71.9557 0.8273 55.3506 28.0889 0.2664 65.3137 32.79 0.5215 0.1551 2.1264
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Table 4.11: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on LFW dataset with and without MFU-CUAM1 trained with

Triplet loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%, lowest average error of

FMR100 and FMR1000 at pre-defined threshold and highest FDR are written in bold for each evaluation experiment i.e. UMR-UMP, UMR-MP,

MR-MP.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

LFW/ Conv

with CBAM A1

Backbone

Experiments EER%
FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.3 0.3 0.3 1.0 0.3 0.65 0.1 0.3 0.2 0.6017 0.0088 25.9332

UMR-MP 0.5 0.5 0.9 0.5 0.6 0.55 0.0 1.6 0.8 0.4214 0.0076 12.1078

UMR-MP(T) 1.2 1.3 2.3 0.2 1.9 1.05 0.0 4.8 2.4 0.3103 0.0003 10.3382

UMR-MP(SRT) 0.5 0.5 0.7 0.5 0.6 0.55 0.0 1.3 0.65 0.4283 0.0067 14.3817

UMR-MP(Q) 0.5 0.5 0.7 0.7 0.5 0.6 0.0 1.0 0.5 0.4299 0.0121 14.3179

MR-MP 0.8 0.8 1.4 3.7 0.5 2.1 0.7 0.8 0.75 0.4942 0.0319 12.6383

MR-MP(T) 1.3 1.6 5.7 97.0 0.0 48.5 90.0 0.0 45.0 0.6165 0.2634 8.7256

MR-MP(SRT) 0.6 0.6 0.9 3.6 0.6 2.1 0.8 0.6 0.7 0.5023 0.0233 13.7266

MR-MP(Q) 0.6 0.6 0.9 3.3 0.6 1.95 0.8 0.6 0.7 0.5009 0.0206 13.6669

Mobile-Facenet UMR-UMP 6.9 15.9 28.9 1.0 15.9 8.45 0.1 28.9 14.5 0.6303 0.283 5.1135

UMR-MP 10.7 29.6 43.1 0.0 58.6 29.3 0.0 79.0 39.5 0.4824 0.227 3.5865

UMR-MP(T) 8.7 28.0 49.2 0.0 99.6 49.8 0.0 100.0 50.0 0.3133 0.0342 4.2071

UMR-MP(SRT) 8.4 26.4 48.1 0.0 99.4 49.7 0.0 100.0 50.0 0.324 0.0393 4.2478

UMR-MP(Q) 8.3 24.4 53.3 0.0 99.0 49.5 0.0 100.0 50.0 0.3282 0.0322 4.3024

MR-MP 11.5 30.5 39.9 3.6 20.8 12.2 0.2 36.4 18.3 0.6032 0.345 3.1764

MR-MP(T) 9.3 27.9 54.6 1.9 21.2 11.55 0.4 33.8 17.1 0.6098 0.1531 4.1542

MR-MP(SRT) 9.1 25.7 55.1 1.4 23.2 12.3 0.4 37.1 18.75 0.5994 0.1264 4.2166

MR-MP(Q) 8.2 22.3 59.7 0.5 30.1 15.3 0.2 43.7 21.95 0.5747 0.0697 4.3012
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Table 4.12: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on MFR2 dataset with and without MFU-CUAM1 trained with

Triplet loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%, lowest average error of

FMR100 and FMR1000 at pre-defined threshold and highest FDR are written in bold for each evaluation experiment i.e. UMR-UMP, UMR-MP,

MR-MP.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

MFR2/ Conv

with CBAM A1

/ Backbone

Experiments EER%
FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.0 0.0 0.0 0.9983 0.0 0.4992 0.1062 0.0 0.0531 0.6526 0.0134 45.5058

UMR-MP 4.9534 6.8111 9.5975 0.4503 8.0495 4.2499 0.0487 10.8359 5.4423 0.3454 0.0084 6.595

UMR-MP(T) 5.5702 8.6687 17.3375 0.2495 15.1703 7.7099 0.0243 19.8142 9.9193 0.2455 0.0006 5.6123

UMR-MP(SRT) 4.9534 8.0495 10.2167 0.5963 8.3591 4.4777 0.073 10.5263 5.2997 0.3409 0.0084 6.7055

UMR-MP(Q) 4.6434 8.0495 10.5263 0.7119 8.0495 4.3807 0.1034 10.5263 5.3149 0.3469 0.0131 6.7136

MR-MP 8.8556 14.3911 22.5092 5.6019 9.5941 7.598 1.3672 13.2841 7.3257 0.4364 0.0482 4.39

MR-MP(T) 7.7482 16.9742 27.6753 99.9439 0.0 49.972 98.3664 0.0 49.1832 0.5805 0.2964 4.4168

MR-MP(SRT) 8.8556 14.3911 23.2472 4.4941 10.3321 7.4131 1.227 14.0221 7.6245 0.428 0.0353 4.3564

MR-MP(Q) 8.4853 15.1292 22.8782 4.1366 10.3321 7.2343 1.0657 14.7601 7.9129 0.4278 0.0318 4.384

Mobile-Facenet UMR-UMP 2.4214 6.8182 15.9091 0.9983 6.8182 3.9082 0.1062 15.9091 8.0076 0.7081 0.3264 7.1104

UMR-MP 16.0969 42.7245 62.2291 0.0 91.3313 45.6656 0.0 98.452 49.226 0.4266 0.2096 2.1091

UMR-MP(T) 17.0268 52.0124 75.8514 0.0 100.0 50.0 0.0 100.0 50.0 0.2721 0.047 1.8725

UMR-MP(SRT) 16.7168 46.7492 69.6594 0.0 100.0 50.0 0.0 100.0 50.0 0.2836 0.0497 2.0096

UMR-MP(Q) 14.8601 46.7492 68.7307 0.0 100.0 50.0 0.0 100.0 50.0 0.2717 0.0269 2.2151

MR-MP 20.7086 54.6125 67.8967 0.4697 60.8856 30.6777 0.0351 73.0627 36.5489 0.5214 0.3062 1.5377

MR-MP(T) 19.5556 54.2435 75.6458 3.169 44.2804 23.7247 1.0517 53.1365 27.0941 0.5678 0.24 1.6879

MR-MP(SRT) 18.8186 53.1365 73.4317 1.3391 49.0775 25.2083 0.4137 63.0996 31.7566 0.5341 0.1845 1.8602

MR-MP(Q) 18.4483 54.9815 74.9077 0.3996 63.0996 31.7496 0.0911 74.9077 37.4994 0.4691 0.0988 1.9701
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Table 4.13: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on LFW dataset with and without MFU-CUAM2 trained with

Triplet loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%, lowest average error of

FMR100 and FMR1000 at pre-defined threshold and highest FDR are written in bold for each evaluation experiment i.e. UMR-UMP, UMR-MP,

MR-MP.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

LFW/ Conv

with CBAM A2

Backbone

Experiments EER%
FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.3 0.3 0.3 1.0 0.3 0.65 0.1 0.3 0.2 0.6017 0.0088 25.9332

UMR-MP 0.5 0.5 0.9 0.5 0.6 0.55 0.0 1.6 0.8 0.4214 0.0076 12.1078

UMR-MP(T) 0.9 0.8 1.6 0.4 1.3 0.85 0.0 2.7 1.35 0.3652 0.0027 10.8084

UMR-MP(SRT) 0.5 0.5 0.6 0.6 0.5 0.55 0.0 1.4 0.7 0.4278 0.0084 12.6388

UMR-MP(Q) 0.5 0.5 0.5 0.5 0.5 0.5 0.0 0.9 0.45 0.44 0.0106 13.8307

MR-MP 0.8 0.8 1.4 3.7 0.5 2.1 0.7 0.8 0.75 0.4942 0.0319 12.6383

MR-MP(T) 1.0 1.0 2.6 78.2 0.1 39.15 57.5 0.1 28.8 0.5753 0.177 10.8332

MR-MP(SRT) 0.8 0.8 1.1 3.2 0.6 1.9 0.7 0.8 0.75 0.5027 0.0237 13.204

MR-MP(Q) 0.7 0.6 0.9 2.6 0.6 1.6 0.7 0.7 0.7 0.5199 0.0137 13.864

Mobile-Facenet UMR-UMP 6.9 15.9 28.9 1.0 15.9 8.45 0.1 28.9 14.5 0.6303 0.283 5.1135

UMR-MP 10.7 29.6 43.1 0.0 58.6 29.3 0.0 79.0 39.5 0.4824 0.227 3.5865

UMR-MP(T) 8.7 29.4 56.8 0.0 95.8 47.9 0.0 99.6 49.8 0.3443 0.0521 4.0412

UMR-MP(SRT) 8.8 29.4 53.6 0.0 94.9 47.45 0.0 99.3 49.65 0.3537 0.0563 4.1857

UMR-MP(Q) 7.6 22.0 42.1 0.0 93.7 46.85 0.0 98.9 49.45 0.3583 0.0405 4.5965

MR-MP 11.5 30.5 39.9 3.6 20.8 12.2 0.2 36.4 18.3 0.6032 0.345 3.1764

MR-MP(T) 9.3 28.6 56.9 1.3 25.2 13.25 0.4 39.8 20.1 0.5897 0.1914 3.8694

MR-MP(SRT) 9.0 26.4 56.2 0.8 27.9 14.35 0.2 44.4 22.3 0.5762 0.1658 4.0642

MR-MP(Q) 8.0 20.7 47.8 0.2 39.7 19.95 0.1 55.6 27.85 0.5349 0.079 4.5034
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Table 4.14: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on MFR2 dataset with and without MFU-CUAM2 trained with

Triplet loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%, lowest average error of

FMR100 and FMR1000 at pre-defined threshold and highest FDR are written in bold for each evaluation experiment i.e. UMR-UMP, UMR-MP,

MR-MP.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

MFR2/ Conv

with CBAM A2

/ Backbone

Experiments EER%
FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.0 0.0 0.0 0.9983 0.0 0.4992 0.1062 0.0 0.0531 0.6526 0.0134 45.5058

UMR-MP 4.9534 6.8111 9.5975 0.4503 8.0495 4.2499 0.0487 10.8359 5.4423 0.3454 0.0084 6.595

UMR-MP(T) 4.9534 7.7399 14.5511 0.359 10.5263 5.4427 0.0669 16.4087 8.2378 0.295 0.0025 6.2059

UMR-MP(SRT) 4.6434 6.8111 9.9071 0.5781 7.4303 4.0042 0.0791 10.2167 5.1479 0.354 0.01 6.8005

UMR-MP(Q) 4.446 6.5015 10.5263 0.6207 7.1207 3.8707 0.1278 9.9071 5.0175 0.3656 0.0111 6.9833

MR-MP 8.8556 14.3911 22.5092 5.6019 9.5941 7.598 1.3672 13.2841 7.3257 0.4364 0.0482 4.39

MR-MP(T) 7.913 15.1292 22.1402 90.6822 0.0 45.3411 62.0767 0.738 31.4074 0.533 0.2034 4.6476

MR-MP(SRT) 8.4853 13.6531 19.9262 4.417 9.2251 6.8211 1.0517 13.6531 7.3524 0.4405 0.0366 4.5365

MR-MP(Q) 7.7482 12.1771 18.0812 3.3583 9.2251 6.2917 0.8694 12.9151 6.8923 0.4504 0.0213 4.7578

Mobile-Facenet UMR-UMP 2.4214 6.8182 15.9091 0.9983 6.8182 3.9082 0.1062 15.9091 8.0076 0.7081 0.3264 7.1104

UMR-MP 16.0969 42.7245 62.2291 0.0 91.3313 45.6656 0.0 98.452 49.226 0.4266 0.2096 2.1091

UMR-MP(T) 15.7869 45.5108 62.2291 0.0 100.0 50.0 0.0 100.0 50.0 0.2988 0.0493 2.158

UMR-MP(SRT) 15.17 43.6533 61.6099 0.0 100.0 50.0 0.0 100.0 50.0 0.3078 0.0539 2.2196

UMR-MP(Q) 14.5501 39.3189 60.6811 0.0 100.0 50.0 0.0 100.0 50.0 0.3032 0.0367 2.4534

MR-MP 20.7086 54.6125 67.8967 0.4697 60.8856 30.6777 0.0351 73.0627 36.5489 0.5214 0.3062 1.5377

MR-MP(T) 17.4986 50.9225 70.8487 1.0026 50.9225 25.9626 0.2454 65.3137 32.7795 0.5334 0.2136 1.945

MR-MP(SRT) 16.6353 50.9225 69.0037 0.617 55.7196 28.1683 0.1052 69.0037 34.5544 0.5163 0.188 2.0299

MR-MP(Q) 16.751 53.5055 70.1107 0.0982 70.4797 35.2889 0.0 81.9188 40.9594 0.4492 0.0974 2.2349
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Table 4.15: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on LFW dataset with and without MFU-CUAM3 trained with

Triplet loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%, lowest average error

of FMR100 and FMR1000 at the pre-defined threshold, and highest FDR are written in bold for each evaluation experiment i.e. UMR-UMP,

UMR-MP, MR-MP.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

LFW/ Conv

with CBAM A3

Backbone

Experiments EER%
FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.3 0.3 0.3 1.0 0.3 0.65 0.1 0.3 0.2 0.6017 0.0088 25.9332

UMR-MP 0.5 0.5 0.9 0.5 0.6 0.55 0.0 1.6 0.8 0.4214 0.0076 12.1078

UMR-MP(T) 0.9 0.8 1.4 0.4 1.3 0.85 0.0 2.7 1.35 0.3593 0.0023 11.1187

UMR-MP(SRT) 0.5 0.5 0.8 0.8 0.5 0.65 0.0 1.0 0.5 0.4391 0.0102 13.6606

UMR-MP(Q) 0.5 0.5 0.5 0.5 0.5 0.5 0.0 1.3 0.65 0.437 0.0073 13.5788

MR-MP 0.8 0.8 1.4 3.7 0.5 2.1 0.7 0.8 0.75 0.4942 0.0319 12.6383

MR-MP(T) 0.9 0.9 1.6 81.0 0.1 40.55 61.5 0.1 30.8 0.5791 0.1819 10.9918

MR-MP(SRT) 0.7 0.7 1.2 2.9 0.6 1.75 0.5 0.7 0.6 0.5158 0.0128 13.3722

MR-MP(Q) 0.7 0.6 0.8 2.9 0.6 1.75 0.6 0.7 0.65 0.5169 0.0175 13.8477

Mobile-Facenet UMR-UMP 6.9 15.9 28.9 1.0 15.9 8.45 0.1 28.9 14.5 0.6303 0.283 5.1135

UMR-MP 10.7 29.6 43.1 0.0 58.6 29.3 0.0 79.0 39.5 0.4824 0.227 3.5865

UMR-MP(T) 8.0 28.9 54.1 0.0 96.7 48.35 0.0 99.8 49.9 0.3382 0.045 4.3615

UMR-MP(SRT) 7.7 24.3 48.1 0.0 95.0 47.5 0.0 99.5 49.75 0.357 0.054 4.6482

UMR-MP(Q) 7.1 19.5 34.8 0.0 96.0 48.0 0.0 99.5 49.75 0.3462 0.0293 4.9704

MR-MP 11.5 30.5 39.9 3.6 20.8 12.2 0.2 36.4 18.3 0.6032 0.345 3.1764

MR-MP(T) 8.6 31.0 55.2 1.7 24.8 13.25 0.7 37.7 19.2 0.5993 0.1681 4.2025

MR-MP(SRT) 8.3 26.5 52.7 1.2 25.9 13.55 0.3 41.9 21.1 0.5848 0.1331 4.5824

MR-MP(Q) 7.2 22.5 45.3 0.3 36.0 18.15 0.1 50.9 25.5 0.5517 0.0648 5.0597
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Table 4.16: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on MFR2 dataset with and without MFU-CUAM3 trained with

Triplet loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%, lowest average error of

FMR100 and FMR1000 at pre-defined threshold and highest FDR are written in bold for each evaluation experiment i.e. UMR-UMP, UMR-MP,

MR-MP.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

MFR2/ Conv

with CBAM A3

/ Backbone

Experiments EER%
FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.0 0.0 0.0 0.9983 0.0 0.4992 0.1062 0.0 0.0531 0.6526 0.0134 45.5058

UMR-MP 4.9534 6.8111 9.5975 0.4503 8.0495 4.2499 0.0487 10.8359 5.4423 0.3454 0.0084 6.595

UMR-MP(T) 4.9534 7.4303 14.8607 0.3286 10.8359 5.5823 0.0487 17.0279 8.5383 0.2909 0.002 6.1844

UMR-MP(SRT) 4.6434 6.5015 9.5975 0.6146 7.1207 3.8677 0.1034 9.5975 4.8505 0.3643 0.0105 6.9058

UMR-MP(Q) 4.4217 6.5015 10.2167 0.5963 7.1207 3.8585 0.1156 10.2167 5.1662 0.3608 0.0085 6.9414

MR-MP 8.8556 14.3911 22.5092 5.6019 9.5941 7.598 1.3672 13.2841 7.3257 0.4364 0.0482 4.39

MR-MP(T) 8.115 15.4982 22.8782 91.9933 0.0 45.9966 64.2081 0.369 32.2885 0.5358 0.2063 4.6025

MR-MP(SRT) 8.8556 14.0221 18.4502 3.2812 10.7011 6.9912 0.8133 14.0221 7.4177 0.4477 0.0205 4.557

MR-MP(Q) 8.115 11.8081 18.8192 3.8842 9.2251 6.5546 0.9395 12.1771 6.5583 0.4492 0.028 4.7094

Mobile-Facenet UMR-UMP 2.4214 6.8182 15.9091 0.9983 6.8182 3.9082 0.1062 15.9091 8.0076 0.7081 0.3264 7.1104

UMR-MP 16.0969 42.7245 62.2291 0.0 91.3313 45.6656 0.0 98.452 49.226 0.4266 0.2096 2.1091

UMR-MP(T) 14.8601 43.9628 62.5387 0.0 100.0 50.0 0.0 100.0 50.0 0.295 0.0444 2.2913

UMR-MP(SRT) 13.9302 40.5573 61.6099 0.0 100.0 50.0 0.0 100.0 50.0 0.3136 0.0549 2.4565

UMR-MP(Q) 14.2401 37.1517 60.0619 0.0 100.0 50.0 0.0 100.0 50.0 0.2907 0.0256 2.567

MR-MP 20.7086 54.6125 67.8967 0.4697 60.8856 30.6777 0.0351 73.0627 36.5489 0.5214 0.3062 1.5377

MR-MP(T) 16.6038 51.6605 74.1697 1.1639 49.4465 25.3052 0.3506 62.7306 31.5406 0.5455 0.2023 2.1583

MR-MP(SRT) 15.4964 50.5535 72.3247 0.7221 51.6605 26.1913 0.1823 67.1587 33.6705 0.5277 0.1681 2.3467

MR-MP(Q) 14.0187 49.0775 70.8487 0.1683 67.8967 34.0325 0.021 78.2288 39.1249 0.4707 0.0934 2.6505
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Table 4.17: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on LFW dataset with and without MFU-CUAM4 trained with

Triplet loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%, lowest average error of

FMR100 and FMR1000 at pre-defined threshold and highest FDR are written in bold for each evaluation experiment i.e. UMR-UMP, UMR-MP,

MR-MP.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

LFW/ Conv

with CBAM A4

Backbone

Experiments EER%
FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.3 0.3 0.3 1.0 0.3 0.65 0.1 0.3 0.2 0.6017 0.0088 25.9332

UMR-MP 0.5 0.5 0.9 0.5 0.6 0.55 0.0 1.6 0.8 0.4214 0.0076 12.1078

UMR-MP(T) 0.8 0.7 1.3 0.0 1.3 0.65 0.0 2.6 1.3 0.3582 0.0017 11.6027

UMR-MP(SRT) 0.5 0.5 0.7 0.7 0.5 0.6 0.0 0.9 0.45 0.4445 0.0105 14.0422

UMR-MP(Q) 0.5 0.5 0.5 0.5 0.5 0.5 0.0 1.3 0.65 0.4352 0.0072 13.5478

MR-MP 0.8 0.8 1.4 3.7 0.5 2.1 0.7 0.8 0.75 0.4942 0.0319 12.6383

MR-MP(T) 0.7 0.7 2.1 80.0 0.1 40.05 59.7 0.1 29.9 0.5823 0.1789 11.6389

MR-MP(SRT) 0.7 0.6 1.1 2.9 0.6 1.75 0.5 0.7 0.6 0.5182 0.0131 13.781

MR-MP(Q) 0.7 0.6 0.8 2.9 0.6 1.75 0.6 0.7 0.65 0.5194 0.016 13.7269

Mobile-Facenet UMR-UMP 6.9 15.9 28.9 1.0 15.9 8.45 0.1 28.9 14.5 0.6303 0.283 5.1135

UMR-MP 10.7 29.6 43.1 0.0 58.6 29.3 0.0 79.0 39.5 0.4824 0.227 3.5865

UMR-MP(T) 8.5 27.5 56.2 0.0 96.7 48.35 0.0 99.9 49.95 0.3346 0.043 4.3446

UMR-MP(SRT) 7.6 23.0 47.7 0.0 96.3 48.15 0.0 99.7 49.85 0.3477 0.0438 4.7906

UMR-MP(Q) 6.5 24.2 35.4 0.0 96.3 48.15 0.0 99.7 49.85 0.3414 0.0283 4.9505

MR-MP 11.5 30.5 39.9 3.6 20.8 12.2 0.2 36.4 18.3 0.6032 0.345 3.1764

MR-MP(T) 9.1 25.6 57.9 1.0 25.7 13.35 0.4 40.4 20.4 0.5896 0.1633 4.1876

MR-MP(SRT) 8.3 23.5 56.3 0.5 32.9 16.7 0.2 48.8 24.5 0.5618 0.1043 4.7481

MR-MP(Q) 7.3 23.5 49.4 0.2 41.4 20.8 0.1 57.0 28.55 0.5333 0.057 4.6642
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Table 4.18: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on MFR2 dataset with and without MFU-CUAM4 trained with

Triplet loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%, lowest average error of

FMR100 and FMR1000 at pre-defined threshold and highest FDR are written in bold for each evaluation experiment i.e. UMR-UMP, UMR-MP,

MR-MP.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

MFR2/ Conv

with CBAM A4

/ Backbone

Experiments EER%
FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.0 0.0 0.0 0.9983 0.0 0.4992 0.1062 0.0 0.0531 0.6526 0.0134 45.5058

UMR-MP 4.9534 6.8111 9.5975 0.4503 8.0495 4.2499 0.0487 10.8359 5.4423 0.3454 0.0084 6.595

UMR-MP(T) 4.7438 7.4303 15.4799 0.3408 10.5263 5.4335 0.0487 17.0279 8.5383 0.2896 0.0019 6.2469

UMR-MP(SRT) 4.4764 6.5015 9.9071 0.6328 7.1207 3.8768 0.1156 9.5975 4.8566 0.3673 0.0106 6.9394

UMR-MP(Q) 4.3334 6.5015 10.8359 0.5598 7.1207 3.8403 0.1034 10.2167 5.1601 0.3605 0.0081 6.9691

MR-MP 8.8556 14.3911 22.5092 5.6019 9.5941 7.598 1.3672 13.2841 7.3257 0.4364 0.0482 4.39

MR-MP(T) 6.8196 15.4982 22.8782 91.4744 0.0 45.7372 62.6586 0.369 31.5138 0.5365 0.2048 4.7343

MR-MP(SRT) 8.4853 13.6531 18.0812 3.2672 9.9631 6.6151 0.7642 14.0221 7.3932 0.4471 0.0206 4.6107

MR-MP(Q) 8.115 11.8081 18.8192 3.7229 9.2251 6.474 0.9185 11.8081 6.3633 0.4508 0.0256 4.717

Mobile-Facenet UMR-UMP 2.4214 6.8182 15.9091 0.9983 6.8182 3.9082 0.1062 15.9091 8.0076 0.7081 0.3264 7.1104

UMR-MP 16.0969 42.7245 62.2291 0.0 91.3313 45.6656 0.0 98.452 49.226 0.4266 0.2096 2.1091

UMR-MP(T) 15.17 45.5108 63.1579 0.0 100.0 50.0 0.0 100.0 50.0 0.2934 0.0417 2.304

UMR-MP(SRT) 14.0762 40.5573 58.8235 0.0 100.0 50.0 0.0 100.0 50.0 0.3049 0.0445 2.4958

UMR-MP(Q) 13.7054 39.0093 61.3003 0.0 100.0 50.0 0.0 100.0 50.0 0.2897 0.0246 2.5829

MR-MP 20.7086 54.6125 67.8967 0.4697 60.8856 30.6777 0.0351 73.0627 36.5489 0.5214 0.3062 1.5377

MR-MP(T) 17.3409 51.2915 73.4317 1.0096 50.9225 25.9661 0.2945 63.8376 32.0661 0.5383 0.1952 2.1652

MR-MP(SRT) 14.7593 52.3985 72.3247 0.4627 60.5166 30.4897 0.0982 72.3247 36.2114 0.504 0.1379 2.4603

MR-MP(Q) 14.0993 55.3506 74.1697 0.1613 71.2177 35.6895 0.021 81.5498 40.7854 0.4583 0.0854 2.5408
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Table 4.19: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on LFW dataset with and without MFU-DRU trained with

MFR2 dataset and Triplet loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%,

lowest average error of FMR100 and FMR1000 at pre-defined threshold and highest FDR are written in bold for each evaluation experiment i.e.

UMR-UMP, UMR-MP, MR-MP.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

LFW/

MFU-DRU

trained with

MFR2

Experiments EER%
FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.0 0.0 0.0 0.9983 0.0 0.4992 0.1062 0.0 0.0531 0.6526 0.0134 45.5058

UMR-MP 0.7 0.7 1.0 0.5 0.8 0.65 0.1 1.1 0.6 0.5247 -0.0003 13.9739

UMR-MP(T) 42.0 96.5 99.5 0.0 100.0 50.0 0.0 100.0 50.0 0.0247 0.0061 0.0736

UMR-MP(SRT) 41.3 97.8 99.1 0.0 99.5 49.75 0.0 99.9 49.95 0.0214 -0.0033 0.1038

UMR-MP(Q) 37.1 94.3 99.0 0.3 98.9 49.6 0.0 99.7 49.85 0.0383 0.0007 0.2128

MR-MP 0.7 0.7 1.0 1.8 0.6 1.2 0.7 0.7 0.7 0.606 0.0089 15.5591

MR-MP(T) 5.1 13.0 24.9 100.0 0.0 50.0 100.0 0.0 50.0 0.8884 0.769 5.0668

MR-MP(SRT) 5.2 12.9 36.2 100.0 0.0 50.0 100.0 0.0 50.0 0.8889 0.7724 4.8849

MR-MP(Q) 5.1 11.3 16.3 100.0 0.0 50.0 100.0 0.0 50.0 0.9052 0.7902 5.1355

Mobile-Facenet UMR-UMP 3.1 5.5 13.7 1.0 5.5 3.25 0.1 13.7 6.9 0.5543 0.0494 7.415

UMR-MP 9.1 24.3 37.0 1.0 25.2 13.1 0.0 51.4 25.7 0.3723 0.0495 3.6

UMR-MP(T) 40.7 97.6 99.4 0.0 99.8 49.9 0.0 100.0 50.0 0.043 0.0056 0.09

UMR-MP(SRT) 38.7 96.6 99.6 0.2 99.5 49.85 0.0 100.0 50.0 0.0518 0.0002 0.1621

UMR-MP(Q) 34.7 92.6 98.8 0.2 98.8 49.5 0.0 99.9 49.95 0.0754 0.0011 0.3117

MR-MP 9.4 29.6 54.1 8.0 9.9 8.95 1.7 24.6 13.15 0.4822 0.1181 3.4275

MR-MP(T) 26.6 77.1 92.2 75.9 3.3 39.6 59.0 9.5 34.25 0.6019 0.4046 0.8014

MR-MP(SRT) 25.0 76.6 85.4 84.1 1.8 42.95 65.7 5.3 35.5 0.6222 0.4308 0.8749

MR-MP(Q) 22.9 74.7 86.9 75.5 2.2 38.85 54.5 7.5 31.0 0.6086 0.3872 1.0771
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Table 4.20: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on LFW dataset with and without MFU-DRU trained with

MFR2 dataset and Triplet loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%,

lowest average error of FMR100 and FMR1000 at pre-defined threshold and highest FDR are written in bold for each evaluation experiment i.e.

UMR-UMP, UMR-MP, MR-MP.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

LFW/

MFU-DRU

trained with

MFR2

Experiments EER%
FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.0 0.0 0.0 0.9983 0.0 0.4992 0.1062 0.0 0.0531 0.6526 0.0134 45.5058

UMR-MP 4.6434 7.1207 8.6687 1.0284 7.1207 4.0745 0.1339 8.0495 4.0917 0.4415 0.0005 7.4826

UMR-MP(T) 5.2603 12.3839 37.1517 1.1075 12.3839 6.7457 0.1704 31.8885 16.0295 0.2561 -0.0017 5.9415

UMR-MP(SRT) 3.5344 11.7647 39.6285 2.1967 5.2632 3.7299 0.6937 13.6223 7.158 0.311 -0.0059 6.3394

UMR-MP(Q) 2.4767 3.4056 7.7399 2.9451 2.4768 2.7109 0.7971 3.7152 2.2561 0.453 -0.008 9.9115

MR-MP 9.2224 12.5461 15.8672 4.5152 9.5941 7.0546 1.4303 11.8081 6.6192 0.546 0.0177 5.0717

MR-MP(T) 3.0605 6.6421 11.0701 100.0 0.0 50.0 100.0 0.0 50.0 0.8828 0.647 7.2443

MR-MP(SRT) 2.9519 4.059 8.1181 100.0 0.0 50.0 100.0 0.0 50.0 0.9063 0.6824 9.6126

MR-MP(Q) 2.9519 3.69 5.1661 100.0 0.0 50.0 100.0 0.0 50.0 0.9183 0.5795 11.3275

Mobile-Facenet UMR-UMP 2.4214 6.8182 15.9091 0.9983 6.8182 3.9082 0.1062 15.9091 8.0076 0.7081 0.3264 7.1104

UMR-MP 7.737 15.7895 29.7214 0.6876 17.3375 9.0125 0.0791 30.031 15.055 0.3788 -0.0029 4.5255

UMR-MP(T) 0.7112 0.6192 9.5975 2.2088 0.6192 1.414 0.2921 3.096 1.694 0.4693 0.0014 12.1784

UMR-MP(SRT) 0.6169 0.6192 2.1672 3.4684 0.6192 2.0438 0.7728 0.6192 0.696 0.5959 0.0026 15.7958

UMR-MP(Q) 0.4347 0.3096 0.9288 2.6591 0.0 1.3296 0.5416 0.6192 0.5804 0.7126 -0.0066 24.0354

MR-MP 9.5927 21.4022 31.7343 6.268 11.8081 9.038 1.4934 17.7122 9.6028 0.5005 0.0597 3.7232

MR-MP(T) 3.1096 7.0111 20.6642 46.9256 0.0 23.4628 28.6966 0.0 14.3483 0.781 0.2289 7.866

MR-MP(SRT) 2.2113 2.214 8.8561 44.0651 0.0 22.0325 25.7519 1.107 13.4295 0.8202 0.2148 9.5204

MR-MP(Q) 1.4742 1.845 2.952 22.2323 0.0 11.1162 10.061 0.0 5.0305 0.8775 0.1218 17.1006

77



C
hapter

4:
R

esults

Table 4.21: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on LFW dataset with and without MFU-ADRU trained with

MFR2 dataset and Triplet loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%,

lowest average error of FMR100 and FMR1000 at pre-defined threshold and highest FDR are written in bold for each evaluation experiment i.e.

UMR-UMP, UMR-MP, MR-MP.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

LFW/

MFU-DRU

trained with

MFR2

Experiments EER%
FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.3 0.3 0.3 1.0 0.3 0.65 0.1 0.3 0.2 0.7192 -0.0004 34.5764

UMR-MP 0.7 0.7 1.0 0.5 0.8 0.65 0.1 1.1 0.6 0.5247 -0.0003 13.9739

UMR-MP(T) 38.0 95.9 98.2 0.0 99.9 49.95 0.0 99.9 49.95 0.0282 -0.0001 0.1674

UMR-MP(SRT) 38.9 95.1 98.3 0.0 99.7 49.85 0.0 100.0 50.0 0.0275 0.001 0.1487

UMR-MP(Q) 36.0 94.1 98.6 0.2 98.5 49.35 0.1 99.4 49.75 0.0438 0.0013 0.2892

MR-MP 0.7 0.7 1.0 1.8 0.6 1.2 0.7 0.7 0.7 0.606 0.0089 15.5591

MR-MP(T) 6.8 13.1 30.2 100.0 0.0 50.0 100.0 0.0 50.0 0.8838 0.7481 4.5142

MR-MP(SRT) 5.3 12.9 25.7 100.0 0.0 50.0 100.0 0.0 50.0 0.8974 0.7799 4.7076

MR-MP(Q) 6.6 17.3 42.2 100.0 0.0 50.0 100.0 0.0 50.0 0.9209 0.8139 4.3459

Mobile-Facenet UMR-UMP 0.7 0.7 1.0 1.0 0.7 0.85 0.1 1.0 0.55 0.6838 0.0062 19.218

UMR-MP 3.8 6.4 15.1 1.1 6.4 3.75 0.3 11.7 6.0 0.4464 0.0035 6.4567

UMR-MP(T) 38.9 96.0 99.0 1.0 96.0 48.5 0.0 99.2 49.6 0.0605 0.0078 0.1696

UMR-MP(SRT) 36.5 93.5 97.9 1.1 93.5 47.3 0.0 98.4 49.2 0.0663 0.0039 0.2217

UMR-MP(Q) 34.6 92.7 97.8 2.2 89.6 45.9 0.3 95.9 48.1 0.0822 0.0071 0.2813

MR-MP 3.6 6.6 17.6 7.6 1.8 4.7 3.1 4.7 3.9 0.5595 0.0508 7.3776

MR-MP(T) 18.6 66.8 82.4 93.9 0.6 47.25 89.7 0.8 45.25 0.7308 0.4857 1.362

MR-MP(SRT) 18.0 59.2 70.8 90.4 0.1 45.25 84.2 0.6 42.4 0.6917 0.4268 1.6467

MR-MP(Q) 16.3 58.2 74.2 93.1 0.0 46.55 87.0 0.3 43.65 0.727 0.4577 1.8288
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Table 4.22: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on LFW dataset with and without MFU-ADRU trained with

MFR2 dataset and Triplet loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%,

lowest average error of FMR100 and FMR1000 at pre-defined threshold and highest FDR are written in bold for each evaluation experiment i.e.

UMR-UMP, UMR-MP, MR-MP.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

LFW/

MFU-ADRU

trained with

MFR2

Experiments EER%
FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.0 0.0 0.0 0.9983 0.0 0.4992 0.1062 0.0 0.0531 0.6526 0.0134 45.5058

UMR-MP 4.6434 7.1207 8.6687 1.0284 7.1207 4.0745 0.1339 8.0495 4.0917 0.4415 0.0005 7.4826

UMR-MP(T) 3.7135 6.192 12.3839 0.6633 8.0495 4.3564 0.0487 14.5511 7.2999 0.3118 -0.0014 7.4124

UMR-MP(SRT) 4.0235 6.192 10.5263 0.6572 6.5015 3.5794 0.1156 10.2167 5.1662 0.3636 -0.005 8.0399

UMR-MP(Q) 3.0996 4.3344 7.7399 3.5779 3.096 3.337 1.2352 4.0248 2.63 0.5009 0.0007 10.9618

MR-MP 9.2224 12.5461 15.8672 4.5152 9.5941 7.0546 1.4303 11.8081 6.6192 0.546 0.0177 5.0717

MR-MP(T) 2.9519 4.797 11.8081 100.0 0.0 50.0 99.986 0.0 49.993 0.8886 0.5786 9.1291

MR-MP(SRT) 3.8081 5.9041 7.7491 100.0 0.0 50.0 100.0 0.0 50.0 0.9119 0.6441 9.0699

MR-MP(Q) 3.3187 4.797 7.3801 100.0 0.0 50.0 99.986 0.0 49.993 0.927 0.537 9.6938

Mobile-Facenet UMR-UMP 0.0 0.0 0.0 0.9983 0.0 0.4992 0.1062 0.0 0.0531 0.7512 0.0057 30.2234

UMR-MP 7.737 15.7895 29.7214 0.6876 17.3375 9.0125 0.0791 30.031 15.055 0.3788 -0.0029 4.5255

UMR-MP(T) 0.6321 0.6192 6.8111 2.0871 0.3096 1.1984 0.3103 2.1672 1.2388 0.4732 -0.0109 12.2255

UMR-MP(SRT) 0.9269 0.9288 2.4768 3.8274 0.0 1.9137 0.8032 0.9288 0.866 0.621 0.004 16.9013

UMR-MP(Q) 0.1491 0.0 0.3096 3.4562 0.0 1.7281 0.858 0.0 0.429 0.7287 0.0024 25.1028

MR-MP 9.5927 21.4022 31.7343 6.268 11.8081 9.038 1.4934 17.7122 9.6028 0.5005 0.0597 3.7232

MR-MP(T) 2.7463 5.9041 19.5572 44.0581 0.0 22.029 28.5564 0.0 14.2782 0.81 0.2125 7.6643

MR-MP(SRT) 0.7546 0.738 6.6421 39.8584 0.0 19.9292 23.1578 0.0 11.5789 0.8606 0.1947 12.2521

MR-MP(Q) 0.3668 0.369 1.845 26.9859 0.0 13.493 13.833 0.0 6.9165 0.9088 0.1462 18.5329
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Table 4.23: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on LFW dataset with and without MFU-CU trained with

MFR2 dataset and Triplet loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%,

lowest average error of FMR100 and FMR1000 at pre-defined threshold and highest FDR are written in bold for each evaluation experiment i.e.

UMR-UMP, UMR-MP, MR-MP.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

LFW/

MFU-CU

trained with

MFR2

Experiments EER%
FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.3 0.3 0.3 1.0 0.3 0.65 0.1 0.3 0.2 0.6017 0.0088 25.9332

UMR-MP 0.5 0.5 0.9 0.5 0.6 0.55 0.0 1.6 0.8 0.4214 0.0076 12.1078

UMR-MP(T) 2.4 3.7 5.2 0.0 38.3 19.15 0.0 77.4 38.7 0.134 0.0008 8.0196

UMR-MP(SRT) 3.3 5.3 14.0 0.0 28.2 14.1 0.0 66.0 33.0 0.1448 0.0054 7.3063

UMR-MP(Q) 2.7 4.3 7.3 0.0 20.8 10.4 0.0 52.4 26.2 0.1595 0.0042 7.8381

MR-MP 0.8 0.8 1.4 3.7 0.5 2.1 0.7 0.8 0.75 0.4942 0.0319 12.6383

MR-MP(T) 1.4 1.6 2.8 9.0 0.8 4.9 3.4 0.9 2.15 0.5313 0.0127 11.1802

MR-MP(SRT) 1.3 1.3 2.9 12.0 0.5 6.25 3.9 0.9 2.4 0.534 0.024 10.9478

MR-MP(Q) 1.0 1.0 1.5 8.1 0.5 4.3 3.0 0.8 1.9 0.5317 0.0152 11.8634

Mobile-Facenet UMR-UMP 6.9 15.9 28.9 1.0 15.9 8.45 0.1 28.9 14.5 0.6303 0.283 5.1135

UMR-MP 10.7 29.6 43.1 0.0 58.6 29.3 0.0 79.0 39.5 0.4824 0.227 3.5865

UMR-MP(T) 14.5 70.5 92.9 0.0 100.0 50.0 0.0 100.0 50.0 0.238 0.0253 2.0769

UMR-MP(SRT) 21.9 85.2 95.3 1.4 82.8 42.1 0.0 99.5 49.75 0.4497 0.2981 1.1646

UMR-MP(Q) 20.2 78.7 91.3 1.6 70.9 36.25 0.0 96.7 48.35 0.4627 0.2784 1.3565

MR-MP 11.5 30.5 39.9 3.6 20.8 12.2 0.2 36.4 18.3 0.6032 0.345 3.1764

MR-MP(T) 11.7 43.4 71.1 17.9 6.0 11.95 13.7 10.0 11.85 0.7817 0.0746 2.8656

MR-MP(SRT) 12.4 46.4 70.9 55.4 0.4 27.9 48.7 0.9 24.8 0.8843 0.5017 1.7504

MR-MP(Q) 11.7 44.8 60.9 44.1 0.6 22.35 35.3 1.3 18.3 0.8567 0.408 2.0811
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Table 4.24: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on MFR2 dataset with and without MFU-CU trained with

MFR2 dataset and Triplet loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%,

lowest average error of FMR100 and FMR1000 at pre-defined threshold and highest FDR are written in bold for each evaluation experiment i.e.

UMR-UMP, UMR-MP, MR-MP.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

MFR2/

MFU-CU

trained with

MFR2

Experiments EER%
FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.0 0.0 0.0 0.9983 0.0 0.4992 0.1062 0.0 0.0531 0.6526 0.0134 45.5058

UMR-MP 4.9534 6.8111 9.5975 0.4503 8.0495 4.2499 0.0487 10.8359 5.4423 0.3454 0.0084 6.595

UMR-MP(T) 0.6929 0.3096 1.8576 0.2677 1.2384 0.7531 0.0365 2.7864 1.4114 0.3179 -0.0051 22.0664

UMR-MP(SRT) 0.6291 0.6192 2.4768 0.5598 0.9288 0.7443 0.1156 2.4768 1.2962 0.3447 0.0119 20.9295

UMR-MP(Q) 0.3343 0.3096 1.8576 0.8945 0.3096 0.602 0.2434 1.2384 0.7409 0.4285 0.0043 26.3863

MR-MP 8.8556 14.3911 22.5092 5.6019 9.5941 7.598 1.3672 13.2841 7.3257 0.4364 0.0482 4.39

MR-MP(T) 2.6657 3.69 11.0701 7.9927 0.738 4.3654 3.2111 2.583 2.8971 0.6036 -0.0021 10.9948

MR-MP(SRT) 2.5886 5.1661 12.1771 12.4518 0.0 6.2259 5.5178 0.738 3.1279 0.6163 0.0226 10.9089

MR-MP(Q) 1.8445 2.952 9.2251 8.4344 0.369 4.4017 3.6037 0.738 2.1709 0.6494 0.0058 14.4675

Mobile-Facenet UMR-UMP 2.4214 6.8182 15.9091 0.9983 6.8182 3.9082 0.1062 15.9091 8.0076 0.7081 0.3264 7.1104

UMR-MP 16.0969 42.7245 62.2291 0.0 91.3313 45.6656 0.0 98.452 49.226 0.4266 0.2096 2.1091

UMR-MP(T) 11.9156 70.8978 93.808 0.0 100.0 50.0 0.0 100.0 50.0 0.2975 0.0366 2.4815

UMR-MP(SRT) 20.8924 83.9009 95.0464 0.3529 90.7121 45.5325 0.0 100.0 50.0 0.5068 0.3198 1.2976

UMR-MP(Q) 15.8995 72.1362 91.9505 1.3813 65.3251 33.3532 0.0 99.3808 49.6904 0.5402 0.3006 1.7345

MR-MP 20.7086 54.6125 67.8967 0.4697 60.8856 30.6777 0.0351 73.0627 36.5489 0.5214 0.3062 1.5377

MR-MP(T) 11.8074 57.9336 87.4539 15.2352 8.4871 11.8612 11.7998 11.8081 11.8039 0.7892 0.0624 2.6824

MR-MP(SRT) 14.0187 70.4797 89.2989 47.781 0.738 24.2595 41.5411 1.845 21.693 0.8791 0.4771 1.5504

MR-MP(Q) 11.4371 61.2546 81.9188 37.4255 0.0 18.7128 31.1646 0.0 15.5823 0.8665 0.3806 1.964
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Table 4.25: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on LFW dataset with and without MFU-CUAM1 trained with

MFR2 dataset and Triplet loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%,

lowest average error of FMR100 and FMR1000 at pre-defined threshold and highest FDR are written in bold for each evaluation experiment i.e.

UMR-UMP, UMR-MP, MR-MP.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

LFW/

MFU-CUAM1

trained with

MFR2

Experiments EER%
FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.3 0.3 0.3 1.0 0.3 0.65 0.1 0.3 0.2 0.6017 0.0088 25.9332

UMR-MP 0.5 0.5 0.9 0.5 0.6 0.55 0.0 1.6 0.8 0.4214 0.0076 12.1078

UMR-MP(T) 2.8 4.3 8.0 0.0 38.8 19.4 0.0 78.2 39.1 0.1322 0.0013 7.6872

UMR-MP(SRT) 2.6 3.9 10.5 0.0 26.7 13.35 0.0 61.6 30.8 0.1487 0.0055 7.4128

UMR-MP(Q) 2.4 3.0 8.2 0.0 19.1 9.55 0.0 51.1 25.55 0.1604 0.0038 7.9872

MR-MP 0.8 0.8 1.4 3.7 0.5 2.1 0.7 0.8 0.75 0.4942 0.0319 12.6383

MR-MP(T) 1.4 1.5 2.6 9.8 0.6 5.2 3.6 0.8 2.2 0.5327 0.0185 11.1465

MR-MP(SRT) 1.2 1.2 2.6 10.3 0.8 5.55 4.0 0.8 2.4 0.5351 0.0266 11.2754

MR-MP(Q) 1.3 1.4 2.2 9.6 0.7 5.15 2.8 0.7 1.75 0.5331 0.0176 11.6922

Mobile-Facenet UMR-UMP 6.9 15.9 28.9 1.0 15.9 8.45 0.1 28.9 14.5 0.6303 0.283 5.1135

UMR-MP 10.7 29.6 43.1 0.0 58.6 29.3 0.0 79.0 39.5 0.4824 0.227 3.5865

UMR-MP(T) 16.5 78.3 95.8 0.0 100.0 50.0 0.0 100.0 50.0 0.231 0.0232 1.7971

UMR-MP(SRT) 22.9 85.5 94.3 2.0 79.2 40.6 0.0 99.5 49.75 0.4508 0.2963 1.1581

UMR-MP(Q) 20.9 81.9 89.4 2.5 73.6 38.05 0.0 97.6 48.8 0.4624 0.2906 1.305

MR-MP 11.5 30.5 39.9 3.6 20.8 12.2 0.2 36.4 18.3 0.6032 0.345 3.1764

MR-MP(T) 12.7 57.1 75.4 18.8 7.6 13.2 14.2 11.0 12.6 0.7718 0.065 2.3795

MR-MP(SRT) 13.0 52.5 67.8 51.8 0.6 26.2 43.2 1.6 22.4 0.8739 0.4791 1.8377

MR-MP(Q) 11.6 47.0 70.2 47.7 0.6 24.15 39.5 1.1 20.3 0.8617 0.4448 2.029
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Table 4.26: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on MFR2 dataset with and without MFU-CUAM1 trained with

MFR2 dataset and Triplet loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%,

lowest average error of FMR100 and FMR1000 at pre-defined threshold and highest FDR are written in bold for each evaluation experiment i.e.

UMR-UMP, UMR-MP, MR-MP.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

MFR2/

MFU-CUAM1

trained with

MFR2

Experiments EER%
FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.0 0.0 0.0 0.9983 0.0 0.4992 0.1062 0.0 0.0531 0.6526 0.0134 45.5058

UMR-MP 4.9534 6.8111 9.5975 0.4503 8.0495 4.2499 0.0487 10.8359 5.4423 0.3454 0.0084 6.595

UMR-MP(T) 0.313 0.3096 1.8576 0.3225 0.3096 0.316 0.0365 3.096 1.5662 0.3187 -0.0046 21.5349

UMR-MP(SRT) 1.5468 1.548 3.4056 0.6024 1.8576 1.23 0.1278 3.096 1.6119 0.3474 0.0129 18.1883

UMR-MP(Q) 0.9269 0.9288 1.548 0.791 0.9288 0.8599 0.2191 1.548 0.8835 0.431 0.0036 26.5117

MR-MP 8.8556 14.3911 22.5092 5.6019 9.5941 7.598 1.3672 13.2841 7.3257 0.4364 0.0482 4.39

MR-MP(T) 2.3375 4.059 13.2841 8.827 0.0 4.4135 3.8 1.107 2.4535 0.604 -0.0008 10.893

MR-MP(SRT) 3.689 4.428 14.3911 12.5219 2.214 7.368 5.4617 2.952 4.2069 0.6097 0.0275 9.7265

MR-MP(Q) 2.7603 3.321 7.3801 8.0698 1.107 4.5884 3.3093 2.214 2.7616 0.6482 0.0038 13.5384

Mobile-Facenet UMR-UMP 2.4214 6.8182 15.9091 0.9983 6.8182 3.9082 0.1062 15.9091 8.0076 0.7081 0.3264 7.1104

UMR-MP 16.0969 42.7245 62.2291 0.0 91.3313 45.6656 0.0 98.452 49.226 0.4266 0.2096 2.1091

UMR-MP(T) 13.9302 76.161 94.7368 0.0 100.0 50.0 0.0 100.0 50.0 0.2907 0.0332 2.2488

UMR-MP(SRT) 22.6001 85.7585 94.1176 0.4077 91.6409 46.0243 0.0 100.0 50.0 0.5098 0.3248 1.264

UMR-MP(Q) 17.3398 73.9938 93.1889 1.1501 73.065 37.1075 0.0 100.0 50.0 0.5348 0.317 1.6751

MR-MP 20.7086 54.6125 67.8967 0.4697 60.8856 30.6777 0.0351 73.0627 36.5489 0.5214 0.3062 1.5377

MR-MP(T) 12.5445 67.1587 88.1919 18.1939 8.4871 13.3405 14.3027 10.7011 12.5019 0.8005 0.0569 2.3738

MR-MP(SRT) 15.2874 64.2066 82.2878 47.2972 0.369 23.8331 41.1554 1.476 21.3157 0.878 0.474 1.5081

MR-MP(Q) 11.6159 53.5055 80.0738 40.8329 0.738 20.7855 33.7026 0.738 17.2203 0.8709 0.4305 1.9433
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Table 4.27: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on LFW dataset with and without MFU-CUAM2 trained with

MFR2 dataset and Triplet loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%,

lowest average error of FMR100 and FMR1000 at the pre-defined threshold, and highest FDR are written in bold for each evaluation experiment

i.e. UMR-UMP, UMR-MP, MR-MP.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

LFW/

MFU-CUAM2

trained with

MFR2

Experiments EER%
FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.3 0.3 0.3 1.0 0.3 0.65 0.1 0.3 0.2 0.6017 0.0088 25.9332

UMR-MP 0.5 0.5 0.9 0.5 0.6 0.55 0.0 1.6 0.8 0.4214 0.0076 12.1078

UMR-MP(T) 1.1 1.1 1.7 0.0 11.1 5.55 0.0 33.5 16.75 0.1832 0.0015 10.9026

UMR-MP(SRT) 1.2 1.3 2.0 0.0 9.4 4.7 0.0 26.6 13.3 0.1928 0.0048 10.5437

UMR-MP(Q) 0.9 0.8 1.9 0.0 3.2 1.6 0.0 8.3 4.15 0.2575 0.0047 11.4926

MR-MP 0.8 0.8 1.4 3.7 0.5 2.1 0.7 0.8 0.75 0.4942 0.0319 12.6383

MR-MP(T) 0.8 0.8 1.6 4.6 0.5 2.55 0.7 0.8 0.75 0.4969 0.0269 12.3627

MR-MP(SRT) 1.0 1.0 1.3 7.2 0.4 3.8 1.5 0.9 1.2 0.4987 0.0383 12.003

MR-MP(Q) 0.9 0.8 1.5 6.4 0.6 3.5 0.9 0.9 0.9 0.5044 0.0299 12.116

Mobile-Facenet UMR-UMP 6.9 15.9 28.9 1.0 15.9 8.45 0.1 28.9 14.5 0.6303 0.283 5.1135

UMR-MP 10.7 29.6 43.1 0.0 58.6 29.3 0.0 79.0 39.5 0.4824 0.227 3.5865

UMR-MP(T) 13.4 44.1 79.0 0.0 100.0 50.0 0.0 100.0 50.0 0.1996 0.065 2.5654

UMR-MP(SRT) 18.5 64.3 79.3 0.0 87.2 43.6 0.0 99.7 49.85 0.4389 0.311 1.6066

UMR-MP(Q) 24.5 78.4 86.6 0.0 100.0 50.0 0.0 100.0 50.0 0.3267 0.2618 0.9004

MR-MP 11.5 30.5 39.9 3.6 20.8 12.2 0.2 36.4 18.3 0.6032 0.345 3.1764

MR-MP(T) 14.7 43.1 63.1 3.6 30.9 17.25 0.9 43.7 22.3 0.5734 0.2405 2.374

MR-MP(SRT) 15.1 42.1 63.0 68.9 0.7 34.8 47.5 2.8 25.15 0.7729 0.56 2.3078

MR-MP(Q) 23.7 68.2 80.9 95.8 0.5 48.15 87.1 2.3 44.7 0.7846 0.6713 0.9068
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Table 4.28: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on MFR2 dataset with and without MFU-CUAM2 trained with

MFR2 dataset and Triplet loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%,

lowest average error of FMR100 and FMR1000 at the pre-defined threshold, and highest FDR are written in bold for each evaluation experiment

i.e. UMR-UMP, UMR-MP, MR-MP.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

MFR2/

MFU-CUAM2

trained with

MFR2

Experiments EER%
FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.0 0.0 0.0 0.9983 0.0 0.4992 0.1062 0.0 0.0531 0.6526 0.0134 45.5058

UMR-MP 4.9534 6.8111 9.5975 0.4503 8.0495 4.2499 0.0487 10.8359 5.4423 0.3454 0.0084 6.595

UMR-MP(T) 3.0936 5.2632 8.0495 0.0061 15.4799 7.743 0.0 39.6285 19.8142 0.1908 0.0018 8.4545

UMR-MP(SRT) 3.4035 5.2632 7.7399 0.0061 12.0743 6.0402 0.0 30.3406 15.1703 0.2049 0.0126 8.2804

UMR-MP(Q) 3.0936 4.9536 6.5015 0.1582 6.192 3.1751 0.0 13.6223 6.8111 0.2697 0.0104 8.772

MR-MP 8.8556 14.3911 22.5092 5.6019 9.5941 7.598 1.3672 13.2841 7.3257 0.4364 0.0482 4.39

MR-MP(T) 7.7482 13.6531 21.0332 5.8824 8.8561 7.3692 1.5495 12.1771 6.8633 0.446 0.0368 4.5446

MR-MP(SRT) 8.115 13.6531 21.0332 9.9418 7.7491 8.8454 2.6362 11.0701 6.8532 0.4542 0.0589 4.5279

MR-MP(Q) 8.115 13.6531 20.6642 8.0698 8.1181 8.094 2.2506 11.0701 6.6603 0.4614 0.0428 4.6767

Mobile-Facenet UMR-UMP 2.4214 6.8182 15.9091 0.9983 6.8182 3.9082 0.1062 15.9091 8.0076 0.7081 0.3264 7.1104

UMR-MP 16.0969 42.7245 62.2291 0.0 91.3313 45.6656 0.0 98.452 49.226 0.4266 0.2096 2.1091

UMR-MP(T) 12.3895 59.1331 86.3777 0.0 100.0 50.0 0.0 100.0 50.0 0.2117 0.0647 2.6706

UMR-MP(SRT) 20.7403 69.0402 90.7121 0.0 98.7616 49.3808 0.0 100.0 50.0 0.4698 0.3314 1.4061

UMR-MP(Q) 23.8916 84.8297 94.4272 0.0 100.0 50.0 0.0 100.0 50.0 0.3439 0.2727 0.9847

MR-MP 20.7086 54.6125 67.8967 0.4697 60.8856 30.6777 0.0351 73.0627 36.5489 0.5214 0.3062 1.5377

MR-MP(T) 18.4483 61.9926 77.4908 0.8904 63.4686 32.1795 0.1963 74.1697 37.183 0.5055 0.1991 1.7783

MR-MP(SRT) 20.0627 60.8856 75.2768 40.0477 7.3801 23.7139 23.5364 16.6052 20.0708 0.73 0.5282 1.5528

MR-MP(Q) 29.1483 74.9077 86.3469 80.5371 1.476 41.0065 61.4317 7.7491 34.5904 0.7544 0.6466 0.7663
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Table 4.29: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on LFW dataset with and without MFU-CUAM3 trained with

MFR2 dataset and Triplet loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%,

lowest average error of FMR100 and FMR1000 at the pre-defined threshold, and highest FDR are written in bold for each evaluation experiment

i.e. UMR-UMP, UMR-MP, MR-MP.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

LFW/

MFU-CUAM3

trained with

MFR2

Experiments EER%
FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.3 0.3 0.3 1.0 0.3 0.65 0.1 0.3 0.2 0.6017 0.0088 25.9332

UMR-MP 0.5 0.5 0.9 0.5 0.6 0.55 0.0 1.6 0.8 0.4214 0.0076 12.1078

UMR-MP(T) 0.6 0.5 1.0 0.1 1.2 0.65 0.0 3.0 1.5 0.3514 0.0063 12.1177

UMR-MP(SRT) 0.5 0.5 1.1 0.2 0.9 0.55 0.0 2.7 1.35 0.3643 0.0083 12.219

UMR-MP(Q) 0.5 0.5 0.8 0.2 0.8 0.5 0.0 2.5 1.25 0.3659 0.0087 12.1053

MR-MP 0.8 0.8 1.4 3.7 0.5 2.1 0.7 0.8 0.75 0.4942 0.0319 12.6383

MR-MP(T) 0.8 0.8 1.5 3.6 0.6 2.1 0.8 0.8 0.8 0.4966 0.0261 12.6608

MR-MP(SRT) 0.9 0.9 1.7 4.0 0.7 2.35 1.1 0.9 1.0 0.5016 0.0297 12.7182

MR-MP(Q) 0.9 0.8 1.5 4.7 0.6 2.65 1.1 0.8 0.95 0.5072 0.028 12.8554

Mobile-Facenet UMR-UMP 6.9 15.9 28.9 1.0 15.9 8.45 0.1 28.9 14.5 0.6303 0.283 5.1135

UMR-MP 10.7 29.6 43.1 0.0 58.6 29.3 0.0 79.0 39.5 0.4824 0.227 3.5865

UMR-MP(T) 10.0 33.0 70.5 0.0 96.0 48.0 0.0 99.8 49.9 0.38 0.1061 3.3078

UMR-MP(SRT) 11.9 37.5 43.1 1.3 35.9 18.6 0.0 66.7 33.35 0.5304 0.2967 2.9591

UMR-MP(Q) 11.3 36.9 52.7 1.2 35.2 18.2 0.0 65.8 32.9 0.5314 0.2814 3.022

MR-MP 11.5 30.5 39.9 3.6 20.8 12.2 0.2 36.4 18.3 0.6032 0.345 3.1764

MR-MP(T) 10.3 46.0 69.8 9.2 11.7 10.45 6.3 19.4 12.85 0.679 0.1184 3.1255

MR-MP(SRT) 10.6 34.2 55.9 37.7 1.2 19.45 23.6 3.8 13.7 0.76 0.4287 2.8144

MR-MP(Q) 9.5 34.7 44.4 29.2 1.5 15.35 17.2 6.4 11.8 0.7556 0.3731 2.9843
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Table 4.30: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on MFR2 dataset with and without MFU-CUAM3 trained with

MFR2 dataset and Triplet loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%,

lowest average error of FMR100 and FMR1000 at pre-defined threshold and highest FDR are written in bold for each evaluation experiment i.e.

UMR-UMP, UMR-MP, MR-MP.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

MFR2/

MFU-CUAM3

trained with

MFR2

Experiments EER%
FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.0 0.0 0.0 0.9983 0.0 0.4992 0.1062 0.0 0.0531 0.6526 0.0134 45.5058

UMR-MP 4.9534 6.8111 9.5975 0.4503 8.0495 4.2499 0.0487 10.8359 5.4423 0.3454 0.0084 6.595

UMR-MP(T) 2.8505 4.644 7.7399 0.3408 5.8824 3.1116 0.0304 8.6687 4.3496 0.3315 0.0046 9.0209

UMR-MP(SRT) 3.0936 4.9536 8.0495 0.5111 4.9536 2.7323 0.0913 8.0495 4.0704 0.3539 0.0125 8.8449

UMR-MP(Q) 2.1667 3.4056 7.4303 0.8215 3.7152 2.2683 0.1825 5.5728 2.8777 0.3924 0.0126 10.6018

MR-MP 8.8556 14.3911 22.5092 5.6019 9.5941 7.598 1.3672 13.2841 7.3257 0.4364 0.0482 4.39

MR-MP(T) 8.115 13.2841 20.2952 4.1857 8.8561 6.5209 1.1428 12.5461 6.8445 0.446 0.0315 4.8981

MR-MP(SRT) 8.115 12.5461 21.0332 5.3285 8.4871 6.9078 1.4653 11.4391 6.4522 0.4555 0.0389 4.9431

MR-MP(Q) 6.3687 11.4391 20.2952 5.2934 7.0111 6.1522 1.6546 9.5941 5.6244 0.477 0.0311 5.7333

Mobile-Facenet UMR-UMP 2.4214 6.8182 15.9091 0.9983 6.8182 3.9082 0.1062 15.9091 8.0076 0.7081 0.3264 7.1104

UMR-MP 16.0969 42.7245 62.2291 0.0 91.3313 45.6656 0.0 98.452 49.226 0.4266 0.2096 2.1091

UMR-MP(T) 10.2167 37.7709 61.3003 0.0 99.6904 49.8452 0.0 100.0 50.0 0.386 0.0973 3.0374

UMR-MP(SRT) 13.0824 44.8916 59.7523 0.3164 52.6316 26.474 0.0 84.2105 42.1053 0.5491 0.3113 2.4137

UMR-MP(Q) 11.7635 35.9133 57.5851 0.432 42.7245 21.5782 0.0 75.5418 37.7709 0.5669 0.2968 2.7608

MR-MP 20.7086 54.6125 67.8967 0.4697 60.8856 30.6777 0.0351 73.0627 36.5489 0.5214 0.3062 1.5377

MR-MP(T) 12.9148 57.5646 80.4428 3.772 29.8893 16.8306 1.9771 43.1734 22.5753 0.6262 0.0832 2.7515

MR-MP(SRT) 15.4964 53.1365 70.1107 20.7109 11.8081 16.2595 11.2248 21.7712 16.498 0.7138 0.3936 2.0682

MR-MP(Q) 13.7501 50.5535 69.0037 18.1308 9.9631 14.047 9.4861 18.4502 13.9681 0.7212 0.3477 2.3306
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Table 4.31: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on LFW dataset with and without MFU-CUAM4 trained with

MFR2 dataset and Triplet loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%,

lowest average error of FMR100 and FMR1000 at pre-defined threshold, and highest FDR are written in bold for each evaluation experiment i.e.

UMR-UMP, UMR-MP, MR-MP.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

LFW/

MFU-CUAM4

trained with

MFR2

Experiments EER%
FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.3 0.3 0.3 1.0 0.3 0.65 0.1 0.3 0.2 0.6017 0.0088 25.9332

UMR-MP 0.5 0.5 0.9 0.5 0.6 0.55 0.0 1.6 0.8 0.4214 0.0076 12.1078

UMR-MP(T) 1.0 1.0 1.6 0.0 5.8 2.9 0.0 14.9 7.45 0.224 0.0023 11.166

UMR-MP(SRT) 0.9 0.9 2.0 0.0 5.0 2.5 0.0 11.7 5.85 0.2377 0.005 11.2706

UMR-MP(Q) 0.9 0.7 1.8 0.0 3.4 1.7 0.0 8.2 4.1 0.2605 0.0063 11.2741

MR-MP 0.8 0.8 1.4 3.7 0.5 2.1 0.7 0.8 0.75 0.4942 0.0319 12.6383

MR-MP(T) 1.0 1.0 2.0 5.3 0.5 2.9 1.3 0.9 1.1 0.518 0.0189 12.6003

MR-MP(SRT) 0.9 0.8 1.6 6.6 0.5 3.55 1.5 0.8 1.15 0.5202 0.025 12.5434

MR-MP(Q) 0.9 0.8 1.8 6.4 0.6 3.5 1.6 0.7 1.15 0.5256 0.0219 12.7129

Mobile-Facenet UMR-UMP 6.9 15.9 28.9 1.0 15.9 8.45 0.1 28.9 14.5 0.6303 0.283 5.1135

UMR-MP 10.7 29.6 43.1 0.0 58.6 29.3 0.0 79.0 39.5 0.4824 0.227 3.5865

UMR-MP(T) 12.1 50.7 90.6 0.0 100.0 50.0 0.0 100.0 50.0 0.267 0.0345 2.6956

UMR-MP(SRT) 18.1 71.1 82.3 0.6 75.0 37.8 0.0 98.6 49.3 0.4608 0.2853 1.6378

UMR-MP(Q) 15.7 62.2 80.4 1.4 59.7 30.55 0.0 91.5 45.75 0.4865 0.2879 1.8757

MR-MP 11.5 30.5 39.9 3.6 20.8 12.2 0.2 36.4 18.3 0.6032 0.345 3.1764

MR-MP(T) 10.3 39.6 71.4 11.1 10.0 10.55 7.4 14.9 11.15 0.7174 0.0748 3.391

MR-MP(SRT) 11.0 45.7 52.3 44.5 0.3 22.4 35.4 1.6 18.5 0.8269 0.4375 2.2746

MR-MP(Q) 10.3 38.2 55.8 42.1 0.5 21.3 32.0 1.5 16.75 0.8204 0.413 2.3629
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Table 4.32: The achieved verification performance of Resnet-101 and MobileFaceNet backbones on MFR2 dataset with and without MFU-CUAM4 trained with

MFR2 dataset and Triplet loss (T), Self Restrained Triplet Loss (SRT) and Quadruplet loss (Q). The best evaluation metrics i.e. lowest EER%,

lowest average error of FMR100 and FMR1000 at pre-defined threshold and highest FDR are written in bold for each evaluation experiment i.e.

UMR-UMP, UMR-MP, MR-MP.

F MR100_T hUMR−UMP F MR1000_T hUMR−UMP

MFR2/

MFU-CUAM4

trained with

MFR2

Experiments EER%
FMR

100%

FMR

1000%
FMR% FNMR% Avg% FMR% FNMR% Avg%

G-

mean
I-mean FDR

Resnet-101 UMR-UMP 0.0 0.0 0.0 0.9983 0.0 0.4992 0.1062 0.0 0.0531 0.6526 0.0134 45.5058

UMR-MP 4.9534 6.8111 9.5975 0.4503 8.0495 4.2499 0.0487 10.8359 5.4423 0.3454 0.0084 6.595

UMR-MP(T) 1.8567 2.4768 6.192 0.2373 4.644 2.4406 0.0304 7.7399 3.8852 0.2927 -0.0016 12.5953

UMR-MP(SRT) 2.1667 3.096 5.2632 0.3834 4.0248 2.2041 0.0608 5.8824 2.9716 0.3107 0.0108 11.9636

UMR-MP(Q) 1.9176 2.1672 4.644 0.718 2.1672 1.4426 0.1643 4.644 2.4041 0.3765 0.0099 14.5577

MR-MP 8.8556 14.3911 22.5092 5.6019 9.5941 7.598 1.3672 13.2841 7.3257 0.4364 0.0482 4.39

MR-MP(T) 6.6408 10.3321 19.9262 6.0156 7.0111 6.5133 2.0473 8.4871 5.2672 0.5016 0.013 6.0362

MR-MP(SRT) 6.0685 10.3321 19.1882 7.9787 4.797 6.3879 2.7414 8.8561 5.7987 0.511 0.0271 6.0858

MR-MP(Q) 5.9037 8.8561 17.7122 6.8499 5.1661 6.008 2.503 6.6421 4.5725 0.5322 0.0193 6.9103

Mobile-Facenet UMR-UMP 2.4214 6.8182 15.9091 0.9983 6.8182 3.9082 0.1062 15.9091 8.0076 0.7081 0.3264 7.1104

UMR-MP 16.0969 42.7245 62.2291 0.0 91.3313 45.6656 0.0 98.452 49.226 0.4266 0.2096 2.1091

UMR-MP(T) 8.6668 47.0588 83.9009 0.0 100.0 50.0 0.0 100.0 50.0 0.3164 0.0414 3.1001

UMR-MP(SRT) 16.4951 64.3963 88.2353 0.1521 86.0681 43.1101 0.0 100.0 50.0 0.5141 0.3096 1.7013

UMR-MP(Q) 12.6933 49.226 78.9474 0.9188 49.8452 25.382 0.0061 94.7368 47.3715 0.556 0.3079 2.2416

MR-MP 20.7086 54.6125 67.8967 0.4697 60.8856 30.6777 0.0351 73.0627 36.5489 0.5214 0.3062 1.5377

MR-MP(T) 11.4371 55.3506 78.9668 5.9525 19.9262 12.9393 3.3163 26.5683 14.9423 0.689 0.0475 3.0987

MR-MP(SRT) 15.4964 63.4686 78.2288 36.8155 2.583 19.6993 28.3531 5.9041 17.1286 0.8061 0.4235 1.7836

MR-MP(Q) 11.5038 50.9225 74.5387 31.9007 1.107 16.5039 23.4523 2.583 13.0177 0.8092 0.384 2.2461
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4.4 Qualitative Results

Figure 4.1 and Figure 4.2 show the qualitative results of our approach in UMR-MP and

MR-MP scenarios respectively. It can be observed that our proposed approach performs

fairly well qualitatively as well also.

Figure 4.1: Qualitative Results for UMR-UMP scenario. The green box around the image

shows correct prediction whereas the red box around the image show incorrect

prediction using our approach.

4.5 Processing Time of MFUM Architectures

We have experimented with different MFUM architectures having different types and

numbers of neural network layers, therefore their running time varies. We have run
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Figure 4.2: Qualitative Results for MR-UMP scenario. The green box around the image shows

correct prediction whereas the red box around the image show incorrect prediction

using our approach.
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the inference on Intel Core i7 6500U CPU and reported the running time of these

architectures in Table 4.33. For each architecture we have taken 20 readings and taken an

average of these readings for reporting the performance. MFU-DRU takes the least time

to run followed by MFU-ADRU, and then MFU-CU, MFU-CUAM1, MFU-CUAM2,

MFU-CUAM3 and MFU-CUAM4.

Table 4.33: Running time of different MFUM architectures in second for Resnet-101 backbone.

Architecture Running time (sec)

MFU-DRU 0.0015

MFU-CU 0.006

MFU-CUAM1 0.01

MFU-CUAM2 0.011

MFU-CUAM3 0.012

MFU-CUAM4 0.024

MFU-ADRU 0.0021

4.6 Mask Detector architecture

In the chapter 3, we have mentioned that we have used two approaches for training the

Resnet-50 architecture. The second approach in which we transfer learned from Ima-

geNet [12] dataset, performed better than the first approach in which we have not used

transfer learning. We have achieved 97.11% accuracy with non transfer learning based

approach and 99.2% accuracy with transfer learning based approach. Which means over

2% increase in accuracy with the transfer learning based approach is achieved.
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Discussion

In this section, we discuss the results and the intuitions behind the achieved results.

5.1 Degradation in Masked Face Recognition Performance

We have seen in UMR-MP and MR-MP cases in Table 4.7-4.18 that the masks have a

negative impact on face recognition models’ performance. It is due to critical facial fea-

tures that play a vital role in decision-making by face recognition models that get hidden

under the mask. Masked faces result in corrupted face embeddings, which ultimately

leads to an error by the system.

5.2 Larger impact of face mask on FNMR as compared to

FMR

We have seen in UMR-MP, MR-MP cases in Table 4.7-4.18 that FNMR is affected more

severely as compared to FMR due to the presence of face masks. This is because the

face masks hide the important facial features, which ultimately results in difficulty in

matching the masked face to the corresponding unmasked face of the same person. When

a masked face is compared with an unmasked face of a different person, the similarity

is already low, and with masks, the similarity between these images doesn’t increase.

That’s why the chances of a false match remain the same. This is the reason why FMR

is not impacted much as compared to FNMR.
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5.3 Resnet-101 verification performance better as com-

pared to MobileFacenet

The verification performance of Resnet-101 is better than MobileFacenet. It is due

to the fact that Resnet-101 is a relatively very complex model as compared to Mo-

bileFacenet and has 66 million trainable parameters as compared to MobileFacenet’s 1

million trainable parameters. In addition to this, Resnet-101 produces 512 dimensional

embeddings as compared to MobileFacenet’s 128 dimensional embeddings and carries

more information than MobileFacenet.

5.4 LFW performance better as compared to MFR2

The verification performance of MFUM is better upon the LFW dataset as compared

to MFR2. The reason behind this difference is the fact that MFUM is trained using

a masked augmented MS1MV2 dataset. Therefore it has better performance on the

masked augmented test dataset. This does not mean our model has poor performance

on real-world masked face datasets. We still achieve better performance on the real-

world masked face dataset using MFUM compared to the scenario when no MFUM is

used. This problem can be solved if we have a large real-world masked face recognition

dataset for training.

5.5 MFUM architectures comparison

After looking at the results of Table 4.7-4.18, it can be inferred that the addition of

MFUM on top of the existing face recognition model has improved the performance of

these models. It is due to the fact that MFUM has learned to make the mask face

embedding of a person similar to unmasked face embedding of the same person and

different from the unmasked face embedding of a different person. Since we have tried

different MFUM architectures, i.e., MFU-DRU, MFU-ADRU, MFU-CU, MFU-CUAM,

so now let’s compare the performance of these architectures on the basis of biomet-

ric evaluation metrics (i.e. EER, FMR100%, FMR1000%, FMR100_ThUMR−UMP ,

FMR1000_ThUMR−UMP ), memory, processing time.
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5.5.1 Biometric evaluation metrics

Table 4.7-4.18 shows biometric evaluation metrics results for LFW and MFR2 dataset.

First lets consider the EER. MFU-CU and all MFU-CUAM architectures have better

performance for UMR-MP case on LFW dataset. But at the same time, MFU-DRU

and MFU-ADRU performance is better for MFR2 dataset additionally. Further, MFU-

DRU and MFU-ADRU have better performance for MR-MP for both LFW and MFR2

datasets.

Now considering FMR100%, MFU-CU and all MFU-CUAM architectures have better

performance for UMR-MP case on LFW dataset. But at the same time, MFU-DRU

and MFU-ADRU performance is better for MFR2 dataset as well. In addition to this,

MFU-DRU and MFU-ADRU have better performance for MR-MP for both LFW and

MFR2 datasets whereas MFU-CUAM3 and MFU-CUAM4 have better performance on

MFR2 dataset.

Now considering FMR1000%, MFU-CUAM2, MFU-CUAM3, MFU-CUAM4 architec-

tures have better performance for UMR-MP case on LFW dataset but at the same time

MFU-DRU and MFU-ADRU performances are better for MFR2 dataset as well. In addi-

tion to this, MFU-DRU and MFU-ADRU have better performance for MR-MP for both

LFW and MFR2 whereas MFU-CUAM3 and MFU-CUAM4 has better performance on

MFR2 dataset.

5.5.2 Memory Requirement

The MFU-DRU and MFU-ADRU need 512, 128 dimension embedding to be processed

(for Resnet-101 and MobileFacenet backbone respectively). whereas MFU-CU and

MFU-CUAM require 7x7x512, 7x7x128 dimension embeddings (if Resnet-101 and Mo-

bileFacenet respectively). In addition to this, the number of learnable parameters are

less for MFU-DRU and MFU-ADRU architectures compared to MFU-CU and MFU-

CUAM architectures. Therefore if we compare the memory requirement for each model,

we can say that MFU-DRU and MFU-ADRU are the most efficient of the all proposed

MFUM architectures. This is not only true for training but also for validation scenario

as well.
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5.5.3 Processing time

The processing time of each deep learning model is dependent on the number of learnable

parameters. A greater number of learnable parameters means a larger number of floating

point operations. Therefore, the MFUM architectures having less number of learnable

parameters require less amount of time. The MFU-DRU takes the least amount of

time to run due to the fact that it has a minimum number of trainable parameters.

In addition to this, it takes flattened embeddings and then processes them through

lightweight Dense Unit Blocks (DUB). The MFU-ADRU takes a little bit more time

than MFU-DRU as an attention mechanism is introduced to each Attention Augmented

Dense Unit Block (ADUB) which increases the number of trainable parameters.

Further, MFU-CU takes feature map embedding and then processes them through a

series of Conv Unit Blocks (CUB) and has a greater number of trainable parameters.

Due to these reasons, MFU-CU is slower than MFU-DRU and MFU-ADRU architec-

tures. Further, different MFU-CUAM architectures have additional CBAM blocks for

processing which increases the number of learnable parameters and makes them more

slower than MFU-DRU, MFU-ADRU as well as MFU-CU architectures.

5.6 Loss functions comparison

We have seen in Chapter 4 that genuine pair similarity is affected more as compared to

imposter pair similarity due to the presence of a mask on the face. This means intra-

class distance is increased more as compared to inter-class distance. The main learning

objective of MFUM is to minimize this effect. The main function of loss functions used

was to train MFUM in such a way that MFUM learns to increase inter-class distance

(i.e., increase the distance between embeddings of unmasked and masked images of dif-

ferent persons) and decrease the intra-class distance (i.e., decrease the distance between

embeddings of unmasked and masked images of same persons). The loss function, which

better trains the MFUM, produces better results upon evaluation. From Chapter 4, We

can observe that the naive Triplet loss has proved to be ineffective in training the MFUM.

In comparison, the Quadruplet loss is performing better than the Triplet as well as SRT

Loss upon the MFR2 dataset. However, Quadruplet and SRT loss have almost iden-

tical performances upon the LFW dataset. Both these losses have better performance

than Triplet loss. The reason behind the poor performance by Triplet loss is that the

Triplet loss requires input triplet, which violates the condition that the anchor-negative
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distance should be greater than the anchor-positive distance, which is mathematically

written as d(f(xa
i ), f(xn

i )) > d(f(xa
i ), f(xp

i )) + m. If the condition is not violated, the

loss is close to zero, and the model cannot update the distance between the imposter

and genuine pairs. Through experimentation, we have seen that the G-mean score is

reduced for masked faces, which means unmasked and masked faces have less similarity

for genuine pairs. In addition to this, in a real-world training scenario, it is difficult to

find the input triplet that violates the condition; therefore, there are very few triplets

available for training. Therefore the performance is poor for Triplet loss.

Further, the reason behind the better performance of quadruplet loss is its better gen-

eralization capability as compared to triplet loss and self restrained triplet loss. Triplet

loss ability is limited to good accuracy on training datasets as its focus is on obtaining

correct results on the training dataset. However, triplet loss suffers with generalization

capability from the training set to the test set. In contrast, Quadruplet loss generates

output with a smaller intra-class variation and higher inter-class variation, which is bet-

ter than triplet loss. This is why quadruplet loss performs better on the test dataset.

On the other hand, Self Restrained Triplet loss performs better than Triplet loss due

to its ability to minimize the distance of genuine pairs while maintaining the distance

between imposter pairs with minor variation as of the backbone face recognition model.

5.7 MFUM trained on Augmented MS1MV2 dataset vs

trained on MFR2 dataset

we have done an ablation study by training the MFUM using MS1MV2 and MFR2

datasets. For the case when MFUM is trained using MS1MV2 datasets, as shown in

Table 4.1-4.2 and Table 4.7-4.18, we can observe satisfactory performance. But for the

case when MFUM is trained using MFR2 datasets, the results show severe deterioration

in performance on the LFW dataset for both backbones and improvement in performance

on the MFR2 dataset. This trend can be observed in Tables 4.19-4.32. The performance

deteriorates to such a level that the performance on the LFW dataset is even worse than

the case when no MFUM is used. Therefore, we can argue that the model overfits the

MFR2 dataset and is not able to generalize well upon the LFW dataset mainly due the

fact that MFR2 dataset is small in size and deep learning models require a large amount

of data to be trained for better generalization. Therefore, this is the reason, we could

not train the proposed MFUM on the only available real-world masked face dataset i.e.
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MFR2 and we have to use mask augmented dataset. As the large-size mask-augmented

dataset is producing better results on the augmented mask datasets as well as small

real-world mask face datasets.

5.8 The advantage of MFUM over retraining-based ap-

proach

Many different approaches discussed in the chapter 2 have retrained the existing state-of-

the-art face recognition models using a combination of masked and unmasked faces. But

retraining is a resource and time expensive operation. For example, if we retrain ArcFace

Resnet-101 [49], then 66 million parameters would be trained, which is quite expensive.

Alternately, if we use our proposed approach, the number of trainable parameters is 1.83

million for MFU-DRU and 2.2 million for MFU-ADRU architectures. A drastic decrease

in the number of learnable parameters makes our approach lightweight and efficient.

Further, retraining-based approaches have reported a decrease in network performance

on unmasked faces. However, this is not the case for our proposed method, as we only

process the masked face embedding from MFUM, and unmasked face embedding remains

unaffected.

5.9 Mask face detector architecture performance with trans-

fer learning

The mask face detector trained using a transfer learning-based approach performed

better than the non-transfer learning-based approach because small-scale features are

learned better by a model trained on a bigger dataset, i.e., ImageNet [12] dataset. These

small-scale features are common for almost every dataset. Therefore, with the transfer

learning-based approach mask face detector achieves better performance than the non-

transfer learning-based approach.
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Conclusion

In this thesis, we have addressed the challenges faced by face recognition algorithms in

masked face recognition scenarios. The challenges include degradation in the perfor-

mance of existing facial recognition models due to the presence of masks on faces which

results in hiding essential facial features required by the face recognition algorithms,

resulting in corrupted embeddings which lead to poor performance. In addition, the

existing methods proposed for solving this problem are not only computationally ex-

pensive but also have downgraded performance in unmasked face recognition scenarios.

Therefore, to solve this problem, we have proposed the Mask Face Unveiling Model

(MFUM), having Attention Augmented Dense Residual Unit (MFU-ADRU) architec-

ture trained with quadruplet loss, which works on top of the existing face recognition

model. The MFUM works upon the facial embeddings generated by the existing face

recognition backbone and does not require retraining of the existing facial recognition

models. The MFUM tries to unveil the mask faces by making masked facial embed-

ding of a person similar to the facial embedding of the unmasked face of the same

person and different from the unmasked facial embedding of a different person. For

experimentation, we have taken two pretrained face recognition model backbones, i.e.,

Resnet-101 and MobileFacenet. In addition, We have also conducted different ablation

studies upon the architecture of MFUM, i.e., Masked Face Unveiling Dense Residual

Unit (MFU-DRU), Masked Face Unveiling Attention Augmented Dense Residual Unit

(MFU-ADRU), Masked Face Unveiling Conv Unit (MFU-CU) and different variations

of Masked Face Unveiling Conv Unit with attention mechanism (MFU-CUAM).

Additionally, we have done an ablation study using different loss functions, i.e., Triplet,

Self Restrained Triplet, and Quadruplet loss. Further, we have trained MFUM upon

the MS1MV2 dataset with augmented mask and tested upon mask augmented LFW
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dataset and a real-world mask face recognition dataset, i.e., MFR2, for the evaluation of

the proposed MFUM model. We have evaluated our proposed MFUM in nine different

experimental settings, for example, Unmasked Reference and Masked Probe (UMR-MP)

and Masked Reference and Masked Probe (MR-MP) scenarios. Upon evaluation of test

datasets, we have found that the MFUM with MFU-ADRU architecture and trained

with quadruplet loss is not only improving the performance of the existing face recog-

nition model by unveiling the masked facial embeddings but also is performing best

among all evaluated MFUM architectures. All the experiments are evaluated using bio-

metrics verification metrics used globally for biometric system evaluation, e.g., EER,

FMR, FNMR, etc. All the proposed MFUM architectures are more lightweight and effi-

cient than conducting retraining of facial recognition models. In addition, the proposed

approach does not impact existing models’ performance in unmasked face recognition

scenarios. Further, we have also developed a verification and classification portal for

testing the complete pipeline in verification and classification scenarios.

6.1 Future Work

The future work can be extended but is broader than creating a large real-world masked

face dataset. As we have discussed earlier, there is no large real-world masked face

recognition dataset, and data is the most important thing in training a deep learning

model. Therefore creating a large real masked face recognition dataset is important

for further research in this field. Further, face mask augmentation techniques need

improvements to make them produce results that are more similar to the real masked

face image. Current masked face augmentation techniques augment masks in 2D and do

not keep facial shape/structure under consideration. As in the real world, an image of a

person wearing a mask shows facial curves, and the 3D shape of the person is preserved,

which can help facial recognition algorithms. In addition to this, the impact of ethnicity,

skin color, pose, and lighting on masked face recognition also requires investigation.

Further, regenerative approaches like Generative Adversarial Networks and Diffusion

Probabilistic Model also require investigation in this masked face recognition domain.

This is because the presence of a mask destroys the facial features, and GANs based

approaches can help in the regeneration of facial features essential for facial recognition

to work, especially in scenarios where the entity of the probe image is already present

in the gallery.
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