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Abstract 

Perception of emotion is an intuitive replication of a person’s internal state without the need for 

verbal communication. Visual emotion recognition has been broadly studied and several end-to-

end deep neural networks (DNNs)-based and Machine learning-based models have been proposed 

but they lack the ability to be implemented in low-specification devices like robots, and vehicles. 

The drawbacks of conventional handcrafted feature-based Facial Emotion Recognition (FER) 

methods are eliminated by DNNs-based FER approaches. In spite of that, Deep Neural Network 

based FER techniques suffer from high processing costs and exorbitant memory requirements, 

their application is constrained in fields like Human-Robot Interaction (HRI) and Human-

Computer Interaction (HCI) and relies on hardware requirements. In aforementioned study, we 

presented a computationally inexpensive and robust FER system for the perception of six basic 

emotions (i.e., disgust, surprise, fear, anger, happy, and sad) that is capable of running on 

embedded devices with constrained specifications. In the first step after pre-processing input 

images, geometric features are extracted from detected facial landmarks, considering the facial 

spatial position among influential landmarks. The extracted features are given as input to trainthe 

SVM classifier. Our proposed FER system was trained and evaluated experimentally using two 

databases, Karolinska Directed Emotional Faces (KDEF) and Extended Cohn-Kanade (CK+) 

database. Fusion of KDEF and CK+ datasets at the training level were also employed in order to 

generalize the FER system’s response to the variations of ethnicity, race, national and provincial 

backgrounds. The results show that our proposed FER system is optimized for real-time embedded 

applications with constrained specifications and yields an accuracy of 96.8%, 86.7% and 86.4% 

for CK+, KDEF and fusion of CK+ and KDEF databases respectively. As a part of our future 

research objectives, the developed system will make a robotic agent capable of perceiving emotion 

and interacting naturally without the need for additional hardware during HRI. 

 

 

Key Words: Deep Neural Network (DNN), Facial Emotion Recognition (FER), Human-Robot 

Interaction (HRI), Human-Computer Interaction (HCI),   Karolinska Directed Emotional Faces 

(KDEF), Extended Cohn-Kanade (CK+)
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CHAPTER 1:  

Introduction 

  

Facial expressions (FEs) are one of the dominating media for emotion recognition. According to 

[1] person's facial expression determines 55% of the impact of a spoken message. In this way 

examination of non-verbal sensing, channels are the key part of understanding and synthesis of 

emotion in robots [2]. 

Due to automation, the role of industrial and humanoid robots is set to shift from that of an assistant 

to that of a companion, a caretaker, and an educator [3]. Human-Computer Interaction (HCI) 

including Human-Robot Interaction (HRI) and Social Robotics (SR) strives on designing, 

modeling, Implementing and evaluating such systems [4], that collaborate with human operators 

and meet the societal and emotive needs of their individual users in conjunction with human values 

[5]. 

As we known, FER has traditionally been employed in the study of psychology to determine a 

person's intentions via facial information within a social situation, and detect lies and mental 

disorders such as schizophrenia, autism, and depression. However, computer-based applications 

of FER are on the horizon and Recent computer-based systems [6] [7] [8], aren't just able to move, 

communicate, or perform video analysis like face recognition; there's also growing interest in 

employing robots to analyze people's emotional states. Several studies have been made using NAO 

robots due to their design and programming potential. For example, for curriculum’s contents are 

based on students’ emotions during teaching [9], Facial Emotion Recognition in Children [10],  

augmented reality (AR) based games [11], social interaction with the elderly [12], and children 

with Autism [13].  

Automated facial expression identification has emerged as a crucial and challenging field for social 

interactions. There have been initiatives to create FER systems that incorporate facial expressions 

[14] [15] [16], but they suffers limitations due to background changes [17], light intensity, face 

position, intensity of expression [18], variations in age, national and provincial backgrounds, social 



2 
 

attitudes [19]. However, sill there is room for improvement in the FER module. Based on features, 

the FER system can be classified into, conventional handcrafted feature-based FER and deep-

learning based FER. In conventional handcrafted feature-based FER Approach, On the target face, 

AUs-based features, spatial features, appearance features, or combination of spatial and 

appearance features are tracked and retrieved.  

First FER approach uses models that have been pretrained to recognize AUs, They are then 

detected in an input image and used, through decoding the observed AUs, to compute the FE (i.e. 

AU-26, AU-25, AU-22, and AU1, are detected, the system will classify the emotion of the 

‘surprise’ category). However, because AUs are imperceptible micro-muscle movements, it can 

be challenging to precisely identify them from facial appearance alone. So these FE systems needs 

multiple classifiers for each AU and decision level fusion is employed for classification, for which 

exorbitant computing resources are required.  

Conventional FER approach appearance features, geometric features, or a fusion of geometric and 

appearance features are utilized to pre-train the classifier, i.e. Hidden Markov models [24], 

AdaBoost [20] and Support Vector Machines [20] [21] [22]. Features based on face geometry are 

more sensitive to variation in head orientation, scale, size and position, While appearance-based 

features produce higher performance overall.  

In deep-learning based FER approaches facial features are identified and classified by deep-neural 

networks, unlike conventional machine-learning approaches. Deep learning (DL) based methods 

retrieve optimum features using deep neural networks with appropriate features can be extracted 

directly from the data. Additionally, improved results for DNN-based FER techniques have been 

observed. Though It is difficult to gather a hefty amount of training data, the selection of optimal 

features and parameters in deep learning remains a challenging issue [21] for facial emotion under 

diverse conditions. However, deep learning-based systems demand more sophisticated and 

powerful computational resources than conventional approaches to operate with a variety of 

parameters throughout the training and inference processes [22].    

Therefor real-time DNN processing is a challenging task for the majority of embedded systems, 

including intelligent and robotic systems. The current work is primarily focused on creating a FER 

system using SVM classifier that address the challenges of real-time FER and operates on low-
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spec devices and still achieve an equivalent FER performance. In Section II, we provide a summary 

of the relevant research on the identification of facial emotions. Section III explains the proposed 

pre-processing, landmarks detection, feature extraction and the classifier training framework. 

Detail analyses of the experimental findings are provided in Section IV. Finally, Section V 

concludes the paper. 
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CHAPTER 2:  

Literature Review 

In human-robot interaction, facial emotions are crucial components (HRI) on top of human 

communication that helps the robot to understand the emotional state of its human counterpart.  

Humans express their emotions through numerous channels including head gestures, body posture, 

facial expressions, and speech. Different studies [23] [24], have found that nonverbal components 

make up two-thirds of human communication and verbal components only account for one-third. 

According to Mehrabian [1], a person's facial expression accounts for 55% of the effectiveness of 

a spoken message. Visual signals constitute the majority of the information that humans receive 

on a daily basis 75%, which is the fundamental reason why visual modality is so common in social 

robots, according to [25]. This fact drives the majority of social robots to conduct human-like 

perception via visual signals. 

 

Due to the numerous applications that have recently arisen, notably in the fields of Human-

Computer Interaction (HCI) and Human-Robot Interaction (HRI), extensive research [6] [7] [8] 

effort has recently been conducted in the field of emotion recognition from facial expression. 

Recent robot-based systems [9] [10] [26] [27], are not only able to talk, move, or perform video 

analysis like facial recognition but there is growing interest in employing robots for emotional 

assessment of humans so that the robotic agent interacts in a more natural and socially acceptable 

way during human-robot interaction [28]. 

 

According to [9] using microphones, cameras, and, sensors, the robot can identify the emotional 

state of the user and acclimate to it by carrying out a set of predetermined actions that fit the current 

situation. Several studies [10] [12] [29] [30] [31] [32] have been made using NAO [33] robots due 

to their design and programming potential. For example, for curriculum’s contents are based on 

students’ emotions during teaching [9], Facial Emotion Recognition in Children [10], social 

interaction with the elderly [12], and children with Autism [13]. 

 

There is growing interested to develop FER systems for emotion recognition in real time using 
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computer-based systems e.g. robots [14] [15] [16] [26] [27] [9] [10] [34] [28] [33]. Some of the 

most primitive attempts were made in [35] [36]. They proposed a facial action coding system 

(FACS) for facial emotion recognition as the most immediate, natural, and powerful mean for 

humans to communicate their emotions and intentions. It was revealed that a single emotion is 

made up of many different Action Units (AUs) that are present in FACS. The most widely used is 

the facial action coding system (FACS), which was created by Ekman and Friesen [35] and Ekman 

et al. [37]. FACS depicts all visual and potentially identifiable facial movements (AUs) with 

reference to 33 action units. A single AU or group of AUs can be modeled to any facial expression 

and consequently, resolute that an emotion can be mapped to a facial muscle movement. 

 

The visual/facial modality is the utmost extensively used channel, and state-of-the-art approaches 

usually utilize 2D facial features. Typically used FER systems fall into two broad categories: static 

images and image sequencing based processing.  

 

In the first category, only the current frame or the peak emotion frame is utilized to recognize 

facial emotions [38] [39] [40]. However in the second category the neutral face usually the initial 

frame is used as a reference and variance between the previous frame face and the succeeding face 

frame act as a feature vector to recognize facial emotions [41] [42] [43], Several FER systems [43] 

[44] [45] [46] measured the geometrical deformation of fiducial points among the current frame 

and the subsequent face frame as temporal characteristics and is used to derive appearance features. 

The main distinction between the two methods of recognizing facial expressions in 2D static 

images and image sequences is that in the second category new active features are created frame 

by frame by shifting the landmarks between the apex emotion frame and the current frame. 

 

The frontal face's shape and spatial elements like the nose, lips, and eyebrows are described by 

geometry-based features in the traditional FER approach, however appearance-based 

characteristics determine the texture of the face as a result of the expression. Therefore on the 

bases of the features used conventional FER can be further classified into geometry-features-based 

FER and appearance-features-based FER. When using the geometric technique, the decision-

making process takes into account the geometric spatial relationship between specific key points 

(also known as fiducial points) on the face, such as distance, angle, and shape, as well as the 
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location of important facial features like the eyes, brows, mouth, and nose. [47] [48] [45].  

 

Ghimire and Lee [45] employed position and angle data that were derived by the tracking of 52 

fiducial points that were modeled as lines and points. features. The distance and angle features 

calculated between pairs of fiducial points within the frame are subtracted from the corresponding 

frame’s angle and distance. For the classifier, two methods are presented, either employing an 

SVM on the boosted feature vectors or employing Multi class AdaBoost with active time warping. 

A. Saeed et al. [48] and A. Poursaberi et al. [49]  employ geometric features as the distance between 

selected facial landmarks from a single frame for FER. 

 

In [50], for the purpose of recognizing six main facial emotions uses the geometrical movement of 

a small number carefully of chosen child nodes, is defined as the displacement in node coordinates 

between the peak facial expression intensity frame and the first neutral frame. However, in the 

static image base method, the spatial feature is extracted to reflect the shape of face components, 

such as the Euclidean distance between fiducial points [49], whereas, in an image sequence, the 

geometry feature largely captures the time related features within an image sequence generated by 

expressions, such as the movement of facial feature points among the neutral frame and the current 

frame [45]. 

 

Appearance-based features describe the variation in the texture of the expressive face [51] [52] 

[38]. Typically, the global face region [53] or other face areas are used to extract the appearance 

features, comprising diverse information [54] [54]. In [49] they divide the face area into 29 local 

domain-specific regions called local regions. Using an iterative search strategy, domain-specific 

local areas are found, this decreases the feature size and improves the classification and registration 

accuracy. Happy et al. [53] used principal component analysis to classify a variety of facial 

emotions utilizing local binary pattern (LBP) the feature vectors are histograms of various block 

sizes from an entire face region. Contrary to the technique based on global features, various face 

regions are given varying amounts of weight. For instance, the chin, face, and forehead convey 

less information than the lips and eyes.  

In addition to frame-based systems, image sequence-based methods [55] also employ appearance 

cues for the identification of face expression [56] [49]. 
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For feature extraction, a lot of well-known handcrafted features, such as Histogram of Orientation 

Gradient (HOG) [39], Local Binary Pattern (LBP) and its variants [57] [58] [59], Independent 

Component Analysis (ICA) [60], Linear Discriminant Analysis (LDA) [61] [49], wavelets [50] 

[62], distance and angle variation between landmarks are used. A large number of classifiers has 

been deployed for conventional FER on the extracted features, such as Support Vector Machine 

(SVMs) [39] [45] [48] [58] [50], Hidden Markov Model (HMM) [60] [62] [63], AdaBoost [56], 

random forest, Dynamic Bayesian Networks (BN) [64] and Gaussian Mixture Model (GMM) [36].  

 

It was suggested by [65] that a FER system should be composed of three steps: data preprocessing, 

HoG based feature extraction and template matching using normalized cross-correlation for 

classification. Experimental results on CK+ datasets for this approach showed an accuracy of 

83.6% for five FEs. 

 

Real-time FER was introduced by Suk et al. [44] for usage in a mobile application. This procedure 

begins with neutral frame by removing the neutral features that support vector machine has 

identified, along with the mouth status. If the face is identified as having a one of the basic 

emotions, this technique generates new dynamic features while continuing to update features using 

the distance between the previous feature and the current feature form as neutral frame. Finally, it 

returns the dynamic characteristics and the predicted resultant expression as determined by SVM 

classifiers. On the CK+ dataset, this approach generates experimental results with a 10-fold cross-

validation that had an accuracy of 86 %. 

 

Utilizing adaptive neuro-fuzzy inference methods, [66] also implements FE recognition. This 

method uses FEs to identify face deformations in certain areas, such as the lips, eyebrows, and 

eyes, and to extract attributes like position, length, and width. The adaptive neuro-fuzzy inference 

methods are then used with the feature vectors defining the movement of facial expression to 

identify FEs. The average accuracy of this method for Japanese women's facial expressions was 

around 90% [67]. 

 

Contrary to conventional methods, deep neural networks are used in FER methods based on deep 
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learning to identify and classify facial features. Deep convolutional neural networks are used in 

DNNs based approaches to directly extract the best features from the data. Even if it is difficult to 

gather a significant amount of training data, choosing the best features and parameters for deep 

learning facial expression under different conditions is still a difficult task [68]. Deep learning-

based systems, however, need far more sophisticated and powerful processing capacity than 

traditional approaches to run training and testing [69]. Furthermore, fiducial points are supplied as 

inputs to the CNNs, highlighting the significance of facial characteristics over face regions that 

might not have a significant influence on the generation of FEs. 

 

They train a CNN [70] using the CMU MultiPie database as validation to carry out FER. 

Performance was increased by the proposed method's use of GPU-based parallelism. In [71] they 

trained a CNN to carry out FER. A 64 by 64 image is sent to CNN as input. After the convolutional 

pooling procedure, softmax layers is combined with fully connected layer to generate the output 

class. According to [21], any FER approach comprises three steps: feature extraction, 

dimensionality reduction, and classification. They claim that the main challenges with FER are 

dimensionality and feature selection. Additionally, they claimed that analyzing the entire image 

required a significant amount of memory and processing power. As a replacement, they suggested 

geometric features, which have been extracted using facial landmark detection and CNN 

Classifier. They utilize MMI, MUG, CK, and JAFEE databases to test the efficiency of their 

system. In this particular paper [72] they presented a brand new DNN architecture for expression 

recognition. This technique uses a single component framework for its network. Therefore, it 

classifies registered face images as input into either the six fundamental expressions or the neutral 

expressions. According to testing results, this approach has an accuracy rate of 77.6%  for the MMI 

and 93.2% for the CK+ database.  

 

In [73], they propose DGNN a directed graph neural network FER using a GCNN with facial 

landmark features. Delaunay method, was used to built the directed graph's edges and the nodes 

were identified using landmarks. The fundamental characteristics of faces, such as geometrical and 

temporal information, are used by graph neural networks to capture basic emotional features. 

Additionally, they used a steady-stable form of a temporal block in the graph framework to avoid 

the vanishing gradient issue. For AFEW, MMI, and CK+, respectively, they achieve prediction 



9 
 

accuracies of, 32.64%, 69.4%, and 96.02%. Using landmarks and picture information for the 

fusion network, their network achieves 98.47% and 50.65% performance for CK+ and AFEW 

respectively. 

 

The system proposed by  [41] recognizes facial expressions using the maximum peak frame that 

was selected. Their strategy was based on measuring the variance between the neutral and 

expressive faces. They tested the usefulness of their method using the eNTERFACE database and 

achieved an accuracy of 78.26%. Another FER system was presented by [74] using the active 

appearance model's 63 facial landmark points. To determine the final 4 landmark points, they 

calculated the remaining 63 points. The degree of openness was determined using the height-to-

width ratio. By taking the product of  weights with the sum of ratios, facial expression was derived. 

They were able to forecast and classify emotions with an accuracy of 88%. 

 

AU-based techniques find pre-defined AU markers, then use the Facial Action Coding System to 

decode particular expressions (FACS). Recently, the deep learning approach has been used in 

conjunction with AU-based techniques. Zhao et al. [75] made 8 by 8 patches out of the aligned 

face images in order to develop the multi-label learning and deep areas to detect AUs and identify 

facial emotions. By taking into account the correlations between AUs, this method demonstrated 

a high AU identification performance; nevertheless, the results were influenced by face alignment, 

and by equally treating all the blocks could lessen the significance of particular regions. In order 

to investigate the psychological hypothesis that different facial AUs can be used to dissect facial 

expressions, Liu et al. [76] created AU-inspired deep networks (AUD). An AUDN is composed of 

three processes: (1) learning the representation of the micro-action-pattern (MAP) through 

convolutional and max-pooling layers, (2) integrating correlated MAPs through mid-level 

semantics produced through feature grouping, and (3) developing smaller networks for higher-

level representations through multilayer learning. The performance test was done using average 

accuracy on seven emotion categories, including neutral, and it had shown 75.85% accuracy for 

CK+ and 93.7% for the MMI database.  

 

In conclusion, since real-time embedded applications may swiftly pick up new information, 

conventional feature extraction-based algorithms are well suited for such systems and work well 
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with even less data. Compared to deep learning-based techniques, conventional FER systems use 

considerably less memory and processing capacity. Due to their high degree of precision and low 

computational complexity, these techniques are still experimented and use in real-time embedded 

applications. 
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CHAPTER 3:  

Methodology  

 

We use influential landmarks that represent the six fundamental facial emotions of disgust, 

surprise, fear, anger, happy, and sad as outlined by Ekman [14] [15] in order to address the 

limitations in the existing approaches and to reduce the load of 2D real-time emotion recognition. 

Instead of using the image light intensity, pixels-based and  generic geometric features that take 

more time to process in order to detect emotion, our proposed FER system uses a face geometry-

based spatial feature descriptor between important facial landmarks using the angle relations and 

distance ratio. For FER SVM based Classification technique is used to recognize facial emotions 

as described in Figure 1. 

 

 

 

Figure 1. Overview of the proposed FER technique . (a) ROI is detected, CLAHE is applied to 

the grayscale image and Facial landmarks are detected from the face. (b) spatial facial features 

angle relations and facial ratios are extracted. (c) Facial Emotion (d) is classified using the SVM 

classifier.  
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In addition to cutting down on computing time and system memory, this will also shorten the 

design of the system. The proposed module has decreased computational complexity as a result 

(execution time, memory). Fusion of KDEF and CK+ datasets at the training level was also 

employed in order to generalize the FER system’s response to the variations of ethnicity, race, and 

national and provincial backgrounds. The present work is mainly focused on developing a real-

time FER system that is computationally inexpensive and capable of operating in constrained 

specification devices as compared to systems in earlier works. 

 

3.1 Facial Emotions Datasets 

The extended Cohn-Kanade (CK+) dataset [77] and Karolinska Directed Emotional Faces (KDEF) 

[78] dataset were chosen for training and evaluation of our technique after a thorough and in-depth 

examination of databases utilized for comparative and comprehensive FER research. Typically, 

2D static images or 2D image sequences have been used to study human facial emotions.  

 

3.1.1 Karolinska Directed Emotional Faces (KDEF) 

KDEF was created at Stockholm, Sweden's Karolinska Institute's Department of Clinical 

Neuroscience, Section of Psychology. It consists of 4900 photographs of human faces showing 

seven various facial emotions (neutral, disgust, surprise, fear, anger, happy, and sad), taken from 

five different perspectives on 70 people (35 men and 35 women) over the course of two sessions 

(half right profile, full right profile, straight, full left profile, half left profile). Each face expression 

image is 562 pixels by 762 pixels in its original size. We use straight-angle facial expression 

images for our FER system. Figure 2. displays an example of images displaying each of the seven 

expressions, while Figure 3. lists the frequency of facial expression images taken from the front 

angle. 

 

3.1.2 Extended Cohn-Kanade (CK+) 

The database contains 593 image sequences that depict the various facial expressions made by 123 

subjects, starting with a neutral face and ending with an expression that has been FACS-coded. 



13 
 

The majority of the people were female and ranged in age from 18 to 30. Action units and 

emotional prototypes can both be found in image sequence analysis. Emotion sequences only 

appear in 327 out of the 593 sequences. It offers guidelines and benchmark outcomes for tracking 

face features, AUs, and emotion recognition. The original images had 640 x 480 pixel resolutions. 

Figure 4 displays a sample of images displaying each of the six facial emotions, while Figure 5 

lists the frequency of images taken from the front angle. 

 

 

Figure 2. Sample of KDEF images showing six emotions. 
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Figure 3. Frequency of Facial images in CK+ dataset 

 

 

 

 

Figure 4. Sample of CK+  images showing six emotions. 

 

 

 

 
Figure 5. Frequency of Facial images in CK+ dataset 
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3.2 Image Pre-Processing 

Before moving to the processing, the detection of a face in the image frame was one of the key 

parts of the processing pipeline. we had to detect the face, even though our training data contained 

only frontal facial  expression images. Once the face was detected, it was easier to determine the 

region of interest(ROI) and extract features from it.  

 

For 2D face detection, several algorithms like Haar-cascades from OpenCV, HOG from Dlib [22], 

and Multi-Task Cascaded Convolutional Neural Networks (MTCNN) were tried. It was observed 

that many faces were correctly detected by Haar-cascade and it has the highest frame rate among 

HOG and MTCN but the biggest weakness was the false-positive detections. Haar cascades lean 

towards the choice of detectMultiScale parameters that can be tuned to some extent but can’t be 

completely removed. Secondly, the algorithms were tested with varying lighting conditions(very 

low light and placing a light source behind the person). HOG’s output was a little unstable but 

better than Haar cascade which was able to predict even fewer frames and gave false positives 

detections as well. MTCNN was unable to detect even a single frame signifying good lighting 

conditions needed if it is to be used. In conclusion histogram of oriented gradients from Dlib serve 

us the best for our purpose due to the speed, reliability in varying lighting conditions, and 

computational efficiency. Figure 6. shows an example of face detection. 

 

 

 

Figure 6. Shows an example of face detection 

 

After face detection, the next step, images are converted to grayscale. The Contrast Limited 
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Adaptive Histogram Equalization(CLAHE) [79] was applied to ensures that all photos are 

equalized for similar lighting conditions in the KDEF and CK+ data set using OpenCV [80] built-

in createCLAHE() function. Figure 7. shows an example of the grayscale and CLAHE-applied 

image.  

 

 

Figure 7. (a) grayscale image (b) CLAHE applied on grayscale image 

 

 

The benefit of using CLAHE over the  normal gradient and generic Histogram Equalization was 

that they didn't consider the global contrast of the image. 

3.3 Facial Landmarks Detection 

As soon as the subject face has been detected in the observed scene using Dlib built-in function. It 

returns a window(x, y, width, height) which is the detected face. Following the face detection, 

another built-in Dlib function shape_predictor() is utilized to predict the 68 facial landmark points. 

This function internally utilizes the method described by [81] to achieve better prediction accuracy. 

The predictor function returns the 68 points at the eyes(left and right), mouth, eyebrows(left and 

right), nose, and jaw. 

 

The indexes of the 68 coordinates can be visualized on the image below. Figure 8. shows the result 

of detected landmark points marked with dark dots. 
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Figure 8. Result of facial landmarks detection using Dlib. 

 

3.4 Selection of Influential Facial Landmarks 

An effective feature descriptor should include as many landmarks as feasible to explain the traits 

that distinguish between different facial expressions. Some landmarks, however, may drastically 

affect the classifier performance. 

 

Ekman and Friesen developed [35] a comprehensive description facial recognition scheme, which 

has been regarded as an empirical study for characterizing facial expressions, to notice all 

potentially perceptible changes that could take place in a face. Figure 9. shows a portion of the 

FACSAID's facial action unit. 

 

The forty four action units  used by FACS to describe facial muscular movement in terms of their 

position and intensity. Action units combinations or single action unit can be used to model 

individual expressions. Such a dictionary was introduced for the FACS framework by Friesen and 

Ekman. Emotion description coding scheme for FACS is given in Table 1. Based on CK+ FACS 

coding scheme. 
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Figure 9. Facial Action Coding System scheme (FACS). 

 

 

Table 1. Facial emotion criteria with reference to actions units. 

 

Emotions Dictionary Criteria 

Anger AU 23 and AU 24 must be present  

Disgust Either AU 9 or AU 10 is present   

Fear Combination of AU 1 +  AU 2 + AU 4 must be present.  

Happy AU 12 must present.  

Sad Either combination of  AU 1 + AU 4 + AU 15 or AU 11 must be present  

Surprise Either combination of AU 1+AU 2 or AU 5  
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Figure 10. Sample of KDEF images showing marked visible changes for different emotions. 

   

Traditionally, an accurate feature descriptor uses as many landmarks as feasible to distinguish 

between different facial expressions (position and orientation of 68 facial landmarks relative to 

each other or relative to mean point) [39]. But, few landmarks decrease the FER system's 

performance. 

As a result, we describe the spatial relationships between important landmarks around the mouth, 

nose, eye, eyebrow, and chin regions prin Table 2. for FEs, to create discriminative feature vectors. 

 

3.5 Feature Extraction 

Extraction of feature vectors that describes human emotion was a vital part of the FER system. To 

make it possible real-time facial expression recognition with scant and constrained resources, We 

used spatial relations-based features which require minimal computational time than image light 

intensity, pixels-based and generic displacement based features. 

 

As shown in Figure 11. The suggested approach is able to cut processing costs and enhance 

accuracy by only considering a one half of the facial landmarks rather than all of the landmarks. 
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Table 2. Manually selected landmarks and spatial relations between fiducial points. 

 

left  

eye       

Right 

eye       

Inner 

lips     
  

Outer 

lips     
  

Left 

eye 

brow 
  

    

Right 

eye 

brow 
  

    

Nose 
  

    

Chin 
 

     

 

 

 

Figure 11. Selected influential landmarks. 

Traditionally, an accurate feature descriptor uses as many landmarks as feasible to distinguish 
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between different facial expressions. In [39] describe the face components and the shape of the 

relations between face components. Scaling and face orientation can change spatial relations. To 

address the problem of scaling and face orientation we use angle relations and distance ratios 

between different placements of fiducial points that are adaptable to face orientation and scaling.  

 

To make it easier to access and manage the fiducial points, we first convert them into an array of 

x and y coordinates that reflect their locations using NumPy [82]. 

 

 

Figure 12. Example of spatial relation between fiducial landmarks {a ,b ,d }. 

 

Secondly, the distance ratio feature of the three landmarks {𝑎, 𝑏, 𝑑} is extracted, as shown in Figure 

12. we define two individual vectors for the pairs {a, b} and {b, d} as 𝑣𝑎,𝑏and 𝑣𝑏,𝑑. To complement 

the changes the as a result of face rotation or scaling displacement ratio is calculated using two 

vector. 

𝐷𝑖𝑠𝑡𝑟𝑎𝑡𝑖𝑜 = 𝑣𝑎,𝑏/𝑣𝑏,𝑑                              (1) 

 

After that The angle relation feature of the three landmarks {𝑎, 𝑏, 𝑑} is then calculated as shown in 

Figure 12. The angle relation between landmarks is modeled as angle feature.    

 

𝐴𝑛𝑔𝑟𝑒𝑙𝑎 = 𝜃(𝑣𝑎,𝑏/𝑣𝑏,𝑑)                              (2) 

 

where the vectors 𝑣𝑎,𝑏and 𝑣𝑏,𝑑, respectively, point from fiducial landmark point 𝑎 to 𝑏 and then 

from fiducial landmark 𝑏 to landmark d. 
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The angle relation and distance ratio can resist changes brought on either rotating or scaling the 

face. The vectors in Figure 13. are drawn between the markers 𝑎, 𝑏, and 𝑑. The facial marker points 

𝑎, 𝑑, and the central landmark 𝑏 are connected by a line. As a result, every line drawn is a vector 

with both magnitude and direction. 

 

 

Figure 13. Influential Landmark base spatial feature descriptor. 

 

 

We extract 60-dimensional angle relations and 60-dimensional distance ratios. So far feature 

vectors can be generalized as  

 

𝐹𝑉𝑎𝑛𝑔𝑙 =< 𝐴𝑛𝑔𝑙𝑒𝑟𝑒𝑙𝑎1,  𝐴𝑛𝑔𝑙𝑒𝑟𝑒𝑙𝑎2 … … … … … … … … .  𝐴𝑛𝑔𝑙𝑒𝑟𝑒𝑙𝑎59,  𝐴𝑛𝑔𝑙𝑒𝑟𝑒𝑙𝑎60 >               (3) 

𝐹𝑉𝑑𝑖𝑠𝑡 =< 𝐷𝑖𝑠𝑡𝑟𝑎𝑡𝑖𝑜1,  𝐷𝑖𝑠𝑡𝑟𝑎𝑡𝑖𝑜2 … … … … … . … … . .  𝐷𝑖𝑠𝑡𝑟𝑎𝑡𝑖𝑜59,  𝐴𝑛𝑔𝑙𝑒𝑟𝑎𝑡𝑖𝑜60 >                    (4) 

 

Fusion of 𝐴𝑛𝑔𝑙𝑒𝑟𝑒𝑙𝑎 and 𝐷𝑖𝑠𝑡𝑟𝑎𝑡𝑖𝑜 feature vector can be generalized as  

 

𝐹𝑉 =< 𝐷𝑖𝑠𝑡𝑟𝑎𝑡𝑖𝑜1,  𝐴𝑛𝑔𝑙𝑒𝑟𝑒𝑙𝑎1, 𝐷𝑖𝑠𝑡𝑟𝑎𝑡𝑖𝑜2,  𝐴𝑛𝑔𝑙𝑒𝑟𝑒𝑙𝑎2 … … … 𝐷𝑖𝑠𝑡𝑟𝑎𝑡𝑖𝑜60,  𝐴𝑛𝑔𝑙𝑒𝑟𝑒𝑙𝑎60 >       (5) 

 

These features are given as input to trainthe SVM classifier. 

 

3.6 Maximum Dissimilarity-based Apex Frame Selection for Real-Time FER 

The selection of the apex emotion frame is the most crucial step in real-time FER. The idea behind 

choosing apex frames is based on hypothesis they should differ from other frames in the sequence 

the most. First, the distance among selected fiducial points in two consecutive frames compared 
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to determine the variance between the frames(i.e. 𝑓𝑖  𝑎𝑛𝑑 𝑓𝑖+1 𝑜𝑟 𝑓𝑖+1 𝑎𝑛𝑑 𝑓𝑖). The algorithm then 

ranks the frames according to how different they are from other frames in absolute terms, and then 

chooses the peak frames (or the ones with the K greatest average dissimilarity scores) from that 

group. To test the effectiveness of our suggested FER approach, we only use the apex expression 

frames from each sequence. 

 

3.7 Support Vector Machine (SVM)  

SVMs are powerful, adaptable supervised learning methods used for regression and classification, 

due to their effectivity in high dimensional space even They are also memory efficient since they 

use a smaller sub - set of training data points (known as support vectors) in the decision function 

when the number of features exceeds the number of samples. SVMs facilitate the use of custom 

kernels instead of common kernels for decision-making. The only drawback of using SVMs that 

they calculate the probability estimates using five-fold cross-validation, They can not do it directly. 

In the case of large data sets high training time is required which might not be suitable. In our 

setting, since we just have two small data sets (KDEF and CK+), training and classification may 

be carried out with a high degree of accuracy utilizing only an SVM. SVM and SVC are 

interchangeably used in literature.  

 

The SVC was employed by using the Scikit-learn library [83] class known as  “SVC” is present in 

the “SVM” module. To provide flexibility, the data items from both datasets were fused, split into 

training and testing groups at random in an 80:20 ratio. Prior to the training phase, face detection 

is applied to all input images, and then resized and converted to a grayscale image after that 

CLAHE was applied on it succeeding which the facial landmarks can be detected and Finally 

feature vectors were calculated for the fused dataset. 

 

The optimal parameter tuning and selection (𝑙𝑖𝑘𝑒 𝐶 𝑎𝑛𝑑 𝛾) have been performed using the grid 

search strategy [84] [85]. Where γ optimize the decision boundary and C is the misclassification 

penalty. If these parameters are not adjusted, they degrade the accuracy of  binary and multiclass 

classifier. 
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CHAPTER 4:  

Experimental Results and Discussion 

Using an Intel Core i7 CPU and 8 GB of RAM running Microsoft Windows 10, we carried out all 

of the experiments to determine effectiveness of the presented FER framework. In addition, SVM 

training was based on the CPU using two databases: 

 

1- Karolinska Directed Emotional Faces (KDEF) [78] database  

2- Extended Cohn-Kanade (CK+) database [77] 

3- Fusion of KDEF and CK+ databases 

 

Diverse length of features were applied as SVM input. Eighty percent of the photos from the CK+, 

KDEF, and fused databases were utilised for training, while the remaining twenty percent were 

used for testing. Six basic emotions available in each database were considered. Training and 

testing data were made to be mutually exclusive in order to prevent overfitting. The optimal 

parameter tuning and selection (like C and γ) have been performed using the grid search strategy 

[84] [85]. Where γ optimize the decision boundary and C is the misclassification penalty. If these 

parameters are not tuned, they degrade the accuracy of  binary and multiclass classifier. 

 

In experiments on CK+ and KDEF databases, after pre-processing input images, and face 

detection, influential landmarks base spatial relation features are extracted. The extracted feature 

vectors are given as input to trainthe SVM classifier.    

 

4.1 Performance Evaluation of proposed FER 

We gauged the performance of the presented FER system against six cutting-edge techniques that 

either employ DNNs or traditional machine learning-based algorithms to confirm its efficacy. 

 

Comparing the classification performance of the presented framework and cutting-edge techniques 
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using the same dataset is shown in Table 3. (i.e Cohn-Kanade database). The Table clearly shows 

that the proposed framework produced outcomes on par with cutting-edge techniques.  

The presented framework is equivalent compared to any other cutting-edge technique in terms of 

expression recognition accuracy, as seen in Table 3. The feature extraction technique described in 

[86] is identical to our technique.  

 

 

Table 3. Assessment of suggested FER system with state-of-the-art methods for most commonly 

used CK+ dataset. 

 

Comparison Methods 
No. of  

Classes 
(%) Accuracy  

SVM (Gabor features) [87] 7 93.3 

SVM (LBP+VLBP) [55] 6 96.26 

SVM (Euclidean space) [88] 6 94.5 

SVM(PLBP) [54] 6 96.7 

NN(three-layer) [89] 6 93.8 

SVM (appearance base feature) [90] 6 92.3 

SVM (weighted entropy, brightness,local binary pattern) [91] 6 94.9 

SVM (Coordinate, Distance base geometrical features) [39] 7 89.0 

Inception-ResNet and LSTM [92] 6 92.6 

Real-time mobile FER [44] 6 85.5 

Hierarchical WRF + Data.Sim [86] 6 92.6 

Ours 6 96.8 

 

With this setup, our system improved recognition accuracy while using a comparatively small 

feature vector. The proposed FER system attained average recognition rate accuracy of 96.8%, 

84.2% and 84.1% for CK+, KDEF and fusion of CK+ and KDEF databases respectively. 

 

As a result of the need for a lightweight algorithm that can run on CPUs rather than expensive 

GPUs in order to execute in real time, Deep neural network-based methods are not appropriate for 
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low-specification devices like robots. 

4.2 Experiment using Extended Cohn-Kanade (CK+) database 

For this experiment we utilized all FACS coded images from CK+ database. The training and 

testing of classifier was done on the apex front facial frame.  

 

The experiment have been conducted in three parts. In the first part of the experiment the FER was 

train with generic geometric features such as < 𝑥 𝑦 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒𝑠, 𝑚𝑎𝑔, 𝑎𝑛𝑔 >. Where magnitude 

(mag) is the Euclidean distance and angle (ang) is the direction of line between central point 

(𝑥𝑚𝑒𝑎𝑛, 𝑦𝑚𝑒𝑎𝑛 ) and all 68 facial landmarks of a facial image. In this part of experiment, the 

performance of the proposed FER was evaluated with the optimal parameters obtained from grid 

search i.e. “Support vector machine (SVM)” with rbf kernel, 𝐶 = 100 and 𝛾 = 0.001. 

 

In second part of experiment, we excluded x, y coordinates from features vector during classifier 

training and performance of FER system was evaluated with optimal parameters obtained from 

grid search using Support vector machine with linear kernel, C=1 and γ=0.001.  

 

In the last part we train the classifier with influential spatial relation based landmarks features <

𝐷𝑖𝑠𝑡𝑟𝑎𝑡𝑖𝑜 , 𝐴𝑛𝑔𝑟𝑒𝑙𝑎  >.  Performance of  system was evaluated again with optimal perimeters obtain 

from grid search using Support vector machine with linear kernel, C=0.01 and γ=0.001. 

 

We constructed confusion matrices for the CK+ for different number of features, as shown in 

Figure 14. and Figure 15.  respectively, to test the effectiveness of proposed technique whether  it 

distinguishes each of the six facial expressions. 

 

Where magnitude(mag) is the Euclidean distance and angle(ang) is the direction of line between 

central point (x_mean,y_mean ) all 68 facial landmarks. 
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Figure 14. Confusion matrix of FER using generic geometric feature for CK+ dataset 

 

 

 

 

Figure 15.Confusion matrix of FER using influential landmark base spatial relation feature for 

CK+ dataset 

  

 

(a) using features <x, y, ang, mag> (b) using features <ang, mag> 
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As the results in Table 4. suggest that our proposed FER system is optimized for real-time 

embedded applications with constrained specifications and yields an accuracy of 96.8%, which is 

higher than  generic geometric base feature i.e. 88.4%  and 91.9% for CK+ dataset. 

 

 

Table 4. Processing time of proposed FER. for CK+ dataset. F.D. (Face Detection), F.E. 

(Feature Extractor) 

 

Features F.D. & F.E. Training Time Total 

𝑥𝑦 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒𝑠, 𝑚𝑎𝑔, 𝑎𝑛𝑔 566.82 ms 2.593 ms 569.41 ms 

𝑎𝑛𝑔, 𝑚𝑎𝑔 543.26 ms 1.695 ms 544.96 ms 

𝐷𝑖𝑠𝑡𝑟𝑎𝑡𝑖𝑜 , 𝐴𝑛𝑔𝑟𝑒𝑙𝑎 (Ours) 509.56 ms 1.895 ms 511.46 ms 

 

The main objective of this work is to show that proposed influential landmark base spatial relation 

representation outperforms generic feature based representation with constrained specification so 

We simply explored with geometric features for both representations and did not study the 

effectiveness of additional appearance-based characteristics. in literature as they require high 

processing costs and exorbitant memory requirements. 

4.3 Experiment using Karolinska Directed Emotional Faces (KDEF) database 

For our FER system, we utilize front angle facial expression images from KDEF database. the 

experiment on KDEF were conducted in three parts. 

  

In first part of the experiment the FER was train with generic geometric features <

𝑥, 𝑦 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒𝑠, 𝑚𝑎𝑔, 𝑎𝑛𝑔 >. For this part of experiment, the performance of the proposed FER 

was evaluated with the optimal parameters obtained from grid search using Support vector 

machine with linear kernel, C=0.1 and γ=0.001. 

 

In the next part of experiment x, y coordinates are exclude from features vector during classifier 

training and performance of FER framework was evaluated with optimal parameters obtained from 

grid search using Support vector machine with linear kernel, C=0.1 and γ=0.001.  
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In the final experiment Influential landmarks base spatial relation features < 𝐷𝑖𝑠𝑡𝑟𝑎𝑡𝑖𝑜 , 𝐴𝑛𝑔𝑟𝑒𝑙𝑎 > 

are utilized in third part of experiment to train the classifier.  Performance of  proposed FER 

framework was evaluated with optimal perimeters obtain from grid search using Support vector 

machine, C=10, γ=0.001 and with rbf kernel, 

 

Figure 16.  and Figure 17. respectively shows the constructed confusion matrices for the KDEF 

database, to assess the effectiveness of proposed technique whether  it distinguishes each of the 

six FEs. 

 

 

Figure 16.Confusion matrix of FER using influential landmark base spatial relation feature for 

KDEF dataset 

 

 

Where magnitude(mag) is the Euclidean distance and angle(ang) is the direction of line between 

central point (𝒙𝒎𝒆𝒂𝒏, 𝒚𝒎𝒆𝒂𝒏) all 68 facial landmarks. 

(a) using features <x, y, ang, mag> (b) using features <ang, mag> 
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Figure 17. Confusion matrix of FER using influential landmark base spatial relation features for 

KDEF dataset 

 

As shown in Table 5. the suggested FER system is optimized for real-time embedded applications 

with constrained specifications and yields an accuracy of 86.7%, which is slightly lower than 

generic geometric feature (i.e. xy coordinate, ang and mag features) 88.7%  and relatively higher 

than (i.e. ang and mag features) 86.1% for KDEF dataset. 

 

 

Table 5. Processing time of proposed FER for KDEF dataset. F.D. (Face Detection), F.E. 

(Feature Extractor) 

 

Features F.D. & F.E. Training Time Total 

𝑥𝑦 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒𝑠, 𝑚𝑎𝑔, 𝑎𝑛𝑔 1318.68 ms 8.774 ms 1327.45 ms 

𝑎𝑛𝑔, 𝑚𝑎𝑔 1241.07 ms 4.887 ms 1245.96 ms 

𝐷𝑖𝑠𝑡𝑟𝑎𝑡𝑖𝑜 , 𝐴𝑛𝑔𝑟𝑒𝑙𝑎 (Ours) 1082.00 ms 4.688 ms 1086.69 ms 

4.4 Experiment on the Fusion of KDEF & CK+ database. 

Fusion of KDEF and CK+ datasets at the training level were also employed in order to generalize 

the FER system’s response to the variations of ethnicity, race, national and provincial 
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backgrounds.  

Experiments on fused KDEF and CK+ dataset are performed in three phases. The FER was trained 

with generic geometric features < 𝑥𝑦 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒𝑠, 𝑚𝑎𝑔, 𝑎𝑛𝑔 > in the first phase of the 

experiment. For this phase of the experiment, the performance of the framework was assessed 

using Support vector machine with a linear kernel, C=0.1, and γ =0.001 optimal parameters found 

by grid search. 

 

In the second experiment, xy coordinates are removed from the features vector during classifier 

training. The performance of the FER framework was then assessed using the best grid search 

parameters, i.e., for  "Support vector machine (SVM)" with a linear kernel, C=0.1, and γ =0.001. 

To determine whether the suggested technique is effective at differentiating each of the six FEs, 

the confusion matrices for the fused KDEF & CK+  database are shown in Figures 18. and Figure 

19. respectively. 

 

 

Figure 18. Confusion matrix of FER using generic geometric feature for fused KDEF & CK+ 

dataset 

 

Where magnitude(mag) is the Euclidean distance and angle(ang) is the direction of line between 

central point (𝒙𝒎𝒆𝒂𝒏, 𝒚𝒎𝒆𝒂𝒏) all 68 facial landmarks. 

(a) using features <x, y, ang, mag> (b) using features <ang, mag> 
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Figure 19. Confusion matrix of FER using influential landmark base spatial relation features for 

fused KDEF & CK+ dataset 

 

The accuracy of the suggested FER system, which is 86.4%, is slightly lower than that of the 

generic geometric feature (i.e., xy coordinate, ang, and mag features), which is 88.7%, and 

relatively higher than that of the (i.e., ang, and mag features) for the KDEF dataset, which is 85.9%, 

as shown in Table 6. The suggested FER system is optimized for real-time embedded applications 

with constrained specifications. 

 

Table 6. Processing time of proposed FER for fused KDEF & CK+ dataset. F.D. (Face 

Detection), F.E. (Feature Extractor) 

 

Features F.D. & F.E. Training Time Total 

𝑥𝑦 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒𝑠, 𝑚𝑎𝑔, 𝑎𝑛𝑔 1885.50 ms 14.067 ms 1899.57 ms 

𝑎𝑛𝑔, 𝑚𝑎𝑔 1784.33 ms 12.467 ms 1796.80 ms 

𝐷𝑖𝑠𝑡𝑟𝑎𝑡𝑖𝑜 , 𝐴𝑛𝑔𝑟𝑒𝑙𝑎 (𝐎𝐮𝐫𝐬) 1591.57 ms 8.576 ms 1600.15 ms 

 

The experimental result showed that our FER system provided a performance of 96.8%, 86.7% 

and 86.4% for CK+, KDEF and fusion of KDEF& CK+ databases respectively, outperforming not 

only a comparative landmark-based method but also most of the static 2D image and image-
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sequence based state-of-the-art DNNs and traditional Machine learning based methods. This result 

shows that the landmark features can be considered an effective modality to analyze facial 

emotional information.  

 

As per Section 4.3, we concluded that the proposed model works better on FACS coded image. 

Thus proposed frameworks prove the validity of influential landmarks base spatial relation 

features.  
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Conclusions 

In this study, we present a computationally inexpensive, fast FER approach for the perception of 

six basic emotions that uses influential landmarks based spatial relation features and is capable of 

running on embedded devices with constrained specifications i.e., robots, smart devices and 

vehicles. The proposed face representation incorporate movement information makes it more 

accurate and robust than other appearance and generic  geometric feature based face representation. 

With influential spatial face regions providing the most astute information for facial emotion 

classification, performance improvement and dimensionality reduction were achieved. In order to 

confirm the efficacy of the suggested FER technique for six-class facial expressions, several tests 

with various feature lengths for the CK+ and KDEF dataset were carried out. Fusion of KDEF and 

CK+ datasets at the training level generalize the FER system’s response to the variations of 

ethnicity, race, national and provincial backgrounds. We compared the proposed influential 

landmark based spatial relation representation technique with generic geometric based 

representation. The findings of the experiments demonstrated that the influential landmark-based 

spatial relation representation outperforms the generic geometric-based feature representation by 

a significant margin. We produced a comparable and occasionally superior result of FER 96.8% 

utilizing the suggested technique on the CK+ dataset as compared to the other state-of-the-art 

techniques in the literature, despite the fact that the paper's main objective was not to compete with 

other works of literature in terms of accuracy. Which, as far as we can tell, is superior to the results 

that have been reported in the literature. The experimental results on CK+, KDEF and fusion of 

CK+ and KDEF databases show that our proposed FER system is optimized for real-time 

embedded applications with constrained specifications. 
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Future Work 

I believe that, there is a room for the refinement of proposed FER by developing such datasets that 

help FER system’s to generalize the response due to variations of age, ethnicity, race, national and 

provincial background of subject and looking for more significant facial features within proposed 

framework. As a part of our future research objectives, the developed system will make a robotic 

agent capable of perceiving emotion and interacting naturally without the need for additional 

hardware during HRI. 
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APPENDIX A 

User Agreement for the use of CK and CK+ Dataset  
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