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Abstract

A connection is obtained between isometries and Noether symmetries for the area-minimizing La-

grangian. It is shown that the Lie algebra of Noether symmetries for the Lagrangian minimizing an

(n − 1)-area enclosing a constant n-volume in a Euclidean space is so(n) ⊕s Rn and in a space of

constant curvature the Lie algebra is so(n). Here for the non-compact space this has to be taken

in the sense of being cut at a fixed boundary that respects the symmetry of the space and is not

a volume enclosing hypersurface otherwise. Further if the space has one section of constant cur-

vature of dimension n1, another of n2, etc. to nk and one of zero curvature of dimension m, with

n ≥ ∑k
j=1 nj + m (as some of the sections may have no symmetry), then the Lie algebra of Noether

symmetries is ⊕k
j=1so(nj + 1)⊕ (so(m)⊕s Rm).

For a subclass of the general class of linear hyperbolic systems, obtainable from complex base hy-

perbolic equation, semi-invariant and joint invariants are investigate by complex and real symmetry

analysis. A comparison of all the invariants derived by complex and real methods is presented here

which shows that the complex procedure provides a few invariants different from those extracted by

real symmetry analysis for a linear hyperbolic system.

The equations for the classification of symmetries of the scalar linear elliptic equation are obtained

in terms of Cotton’s invariants. New joint differential invariants of the scalar linear elliptic equations

in two independent variables are derived, in terms of Cotton’s invariants by application of the

infinitesimal method. Joint differential invariants of the scalar linear elliptic equation are also derived

from the bases of the joint differential invariants of the scalar linear hyperbolic equation under the

application of the complex linear transformation. We also find a basis of joint differential invariants

for such equations by utilization of the operators of invariant differentiation. The other invariants

are functions of the bases elements and their invariant derivatives.

Cotton-type invariants for a subclass of a system of two linear elliptic equations, obtainable from

a complex base linear elliptic equation, are derived both by splitting the corresponding complex
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Cotton invariants of the base complex equation and from the Laplace-type invariants of the system

of linear hyperbolic equations equivalent to the system of linear elliptic equations via linear complex

transformations of the independent variables. It is shown that Cotton-type invariants derived from

these two approaches are identical. Furthermore, Cotton-type and joint invariants for a general

system of two linear elliptic equations are also obtained from the Laplace-type and joint invariants

for a system of two linear hyperbolic equations equivalent to the system of linear elliptic equations

by complex changes of the independent variables.
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Chapter 1

Introduction

The history of differential equations (DEs) goes back to Isaac Newton (1642-1727) and Gottfried

Wilhelm Leibniz (1646-1716) who independently developed the foundation of calculus in the seven-

teenth century. Newton formulated his principles in the form of DEs. Leibniz mentioned the term

differential equation for the first time in his letter to Newton in 1676 and then in 1684 used it in

his publication [58]. Since then, differential equations are frequently used as mathematical models

in science, technology, engineering, physics, economics, epidemiology, cosmology and many other

disciplines. Einstein formulated his famous field equations, to explain the evolution of the universe,

in the form of DEs.

DEs involve independent variables and dependent variables together with the derivatives of the

dependent variables. An nth-order DE is one in which the highest order of the derivative of the

dependent variable is n. If the unknown variable depends on a single independent variable, the

equations are named as ordinary differential equations (ODEs). While, if a dependent variable is

a function of several independent variables, so that the given equation involves the independent

variables, dependent variable and partial derivatives of the dependent variables of two or more

independent variables, then it is a partial differential equation (PDE). In the course of development

of the theory of DEs, the need arose to determine the functional dependencies between the variables

involved. In other words, the problem of solving DEs was born.

In 1691, Leibniz developed the method for the integration of DE, known as the separation of

variables. He also formulated the techniques for the integration of the first-order homogeneous and

nonhomogeneous linear DEs. John and James Bernoulli, who played a fundamental role in the

theory of DEs and the expression “separation of variables” was first used by John Bernoulli [11].

Euler [28] developed many important ideas in integration theory of DEs such as integrating factors,
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power series solutions and method of variation etc. Taylor pointed out a particular solution of the

DEs, known as the singular solutions. The classical theorems on the existence and uniqueness of

the DEs are presented by the renowned mathematician Cauchy in his lectures (1820-1830). Before

Cauchy mathematicians were working only on the formulation and solution of the DEs. Later, in

1876, Cauchy’s theorems were embellished by Lipschitz and are known as Cauchy-Lipschitz. In 1893,

this theory was taken further by Picard [87]. There are many other prominent mathematician, who

contributed in the theory of the DEs, such as Liouville [66], Birkhoff, Gronwall, Lyapunov and many

more.

There are several integration methods to find the solutions of the DEs, but these methods are

applicable only to restricted classes of ODEs as well as PDEs. In the nineteenth century, a Norwegian

mathematician, Marius Sophus Lie, introduced an outstanding method to find the solutions of

DEs that virtually unify most of the integrating techniques known at that time. Lie’s method for

integrating the DEs is based on the groups of continuous transformations, known as Lie groups. Lie

was inspired by the Galois theory developed, by Evariste Galois [95], during the investigation of

the general algebraic equation and finding its solutions by radicals. In the history of mathematics

Galois is one of the most romantic mathematicians because despite his death in a duel at age 21,

his ill-fated political activism which often landed him in jail and the mystery surrounding his death,

he managed to solve the major outstanding mathematical problem of his time by developing a new

branch of mathematics, group theory. To generalize the Galois theory for DEs, Lie had to introduce

continuously infinite groups instead of finite groups. Lie was not the only person who had the idea

of generalizing GaloisŠ results to differential equations. Almost at the same time, there were other

attempts to generalize the Galois theory like differential Galois theory and Picard-Vessiot-theory.

There are still some questions, which need to be addressed, such as, the relationship between these

theories. But Lie theory is the more powerful tool for finding the solutions of nonlinear DEs.

A common aspect of several solution techniques is to find invertible transformations to reduce

nonlinear DEs to linear form. This is called the linearization problem, which is a special case of the

equivalence problem. The class of all the DEs that can be mapped to one another under an invertible

transformation form an equivalence class and the problem of finding all such equivalence classes is

known as the equivalence problem [41]. Lie [61] showed that the necessary and sufficient conditions

for a scalar second-order ODE to be linearizable by means of invertible point transformations to

the simplest linear second order ODE is that the ODE be at most cubic in the first derivative

and that its coefficients satisfy an overdetermined system of PDEs for two auxiliary functions.
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Lie obtained, by invertible change of variables, both algebraic and practical criteria for a scalar

second order ODE to be solvable. Linearization criteria for scalar third order ODEs were derived

by Chern [24,25] using point transformations and by Grebot [34,35] using contact transformations.

Some further improvements in the linearization of third order ODEs were made by Ibragimov and

Meleshko [47] following the Lie approach and by Neut and Petitot [83] using Cartan procedure.

The linearization problem for fourth order ODEs was addressed by Ibragimov et al. [48] using point

and by Suksern et al. [96] using contact transformations. All first order ODEs are linearizable by

point transformations while there is only one linearizable class for second order ODEs, i.e., the

ODEs having 8 Lie symmetries. For nth-order ODEs (n ≥ 3), it was proved by Mahomed and

Leach [72], there are three linearizable classes, i.e., the ODEs containing n + 1, n + 2 or n + 4 Lie

symmetries can be transformed to linear form by the application of the point transformations. By

differentiating the linearizable second order ODE and substituting the original equation in the third

order ODE, known as conditional linearizability, linearization of third-order ODEs was discussed

by Mahomed and Qadir [76, 78]. This procedure of linearization was extended to fourth order

scalar ODEs by Mahomed and Qadir [77] and to system of third order ODEs by Mahomed et

al. [73]. In addition to point transformations, contact transformations have been found to be of

great use. These transformations involve independent variables, a dependent variable and its partial

derivatives. In [63], Lie found the complete classification of all finite dimensional Lie groups of

contact transformations acting on a space of one independent and one dependent complex variable.

This include the groups of point transformations as well. Lie showed that the theory of PDEs of

first-order reduces to the theory of groups of contact transformations. Contact transformations can

be used to transform a first-order PDE to another PDE such that solving one PDE is tantamount

to solving the other. This is not true for systems of PDEs because, in the case of many dependent

variables, contact transformations reduce to prolonged Lie point transformations. Similarly these

transformations are not sufficient for dealing with higher order DEs. Therefore, Lie raised the

problem of the existence of higher order transformations, which was solved by Bäcklund [9] and are

called the Lie-Bäcklund transformations.

A connection was established between the symmetries of the differential equations (geodesic

equations) and the isometries of the manifold by Aminova and Aminov [6,7]. Independently, the same

idea was further developed by Feroze et al. [31] for maximally symmetric spaces and a conjecture was

stated for all spaces. This leads to the linearization criteria for a system of second-order quadratically

semi-linear ODEs that have no terms of lower degree and lower order in them by Mahomed and



4

Qadir [74]. The conjecture stated in [31] was proved as a theorem and linearization criteria for

second order ODEs were reviewed by Qadir [88]. A procedure was introduced for the projection of a

system of n second order quadratically semi-linear ODE to (n−1) second order cubically semi-linear

ODE, following the projection procedure of Aminova and Aminov and by utilization of the above

connection, linearization criteria for a system of two cubically semi-linear second order ODEs to the

simplest system had been deduced by Mahomed and Qadir [75]. A consequence of this approach

is the success in obtaining the Lie linearization conditions for scalar second-order ODEs. Algebraic

linearization criteria via invertible change of variables for a system of second order ODEs had been

obtained by Wafo Soh and Mahomed [103], Ayub et al. [8] and Bagderina [10]. The symmetry group

classification for scalar ODEs was investigated by Mahomed [69] and Mahomed et al. [70] and for

system of two second order ODEs by Gorringe and Leach [33] and Wafo Soh and Mahomed [104].

Linearization criteria had been developed further followed from the geometric developments and

group classification of Lie by Chandrasekar [18–23]. The approach of complex symmetry analysis

(CSA), was utilized by Ali [1] and Ali et al. [2]. This method provides a connection between an

n-dimensional system of complex ODEs/PDEs and a 2n-dimensional real system of ODEs/PDEs by

a complex split of the base complex equation into real and imaginary parts. By the application of

the CSA linearization criteria had been derived for a system of two ODEs by Ali et al. [4,5] and by

Safdar et al. [92] and for a system of four ODEs by Safdar et al. [91].

So far, some development relating the Lie symmetries of DE have been mentioned. Nothing

has been said about the differential invariants of the group of equivalence transformation of DE.

Differential invariants play a vital role in the transformation of the differential equation to integrable

form. Tressé [97] derived two invariants of the equivalence group of point transformations for a scalar

second order ODE and proved that their vanishing provides the necessary and sufficient conditions

for its linearization. These conditions had been proved to be equivalent to the Lie linearization

conditions by Mahomed and Leach [71]. They were derived by Ibragimov and Magi [46] using

geometric arguments and for the Cartan equivalence method by Grissom et al. [36]. For linear

ODEs semi-invariants were extensively derived, following the definition of the invariants directly by

Laguerre [56], Cockle [26], Forsyth [32], Halphen [37], Harley [38] and Malet [81]. Lie showed that all

variational problems and invariant DEs can be written in terms of differential invariants [60,64,65].

He also pointed out that the theory of differential invariants is based on the infinitesimal methods.

Later, Ovsiannikov [85] and Ibragimov [41, 42] systematically developed the infinitesimal methods

to calculate the invariants of the algebraic and differential equations, known as Lie infinitesimal
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methods.

In the course of the calculation of invariants, equivalence transformations play a fundamental

role. A transformation that leaves the DEs form invariant is known as an equivalence transformation.

The set of all the equivalence transformations form a continuous group. In 1770, two semi-invariants

had been derived by Euler in his integral calculus [28] and then, in 1773, by Laplace [57] in his

fundamental memoir on the integration of linear PDEs, known as the Laplace invariants, for the

linear hyperbolic PDEs. Euler also proved that the solution of hyperbolic PDEs can be obtain by

solving two first order ODEs if and only if one of the Laplace invariants is zero. Since the Laplace

invariants are invariants only under a subgroup of equivalence transformation corresponding to the

dependent variable, therefore these quantities are called semi-invariants. In 1900, for the linear

elliptic PDEs Cotton [27] constructed the semi-invariants, known as the Cotton invariants. Laplace

and Cotton invariants remain conserved under the linear changes of the dependent variables which

respectively map the linear hyperbolic and elliptic equations into themselves. Linear hyperbolic and

elliptic equations can be transformed into each other by the application of linear complex trans-

formations [29, 55] of the independent variables, as do Laplace and Cotton invariants. Differential

invariants can be used in the group classification of DEs. Ovsiannikov [86] used the Laplace invari-

ants in the group classification of the hyperbolic equation by writing the determining equations for

the symmetries of hyperbolic equation in terms of these invariants. The solution of the equivalence

problem for scalar linear hyperbolic equations in two independent variables and some new invariants

were given by Johnpillai and Mahomed [53] and Ibragimov [43]. Laplace-type and joint invariants

for a system of two linear hyperbolic equations were derived by Tsaousi and Sophocleous [99] and

Laplace-type invariants for a subclass of a system of two linear hyperbolic equations obtained from

a complex linear hyperbolic equation were presented by Mahomed et al. [79]. Johnpillai et al. [54]

deduced a complete basis of joint invariants for scalar linear hyperbolic PDE. Tsaousi and Sopho-

cleous had given an extension of differential invariants for higher dimensional hyperbolic PDEs [101]

and derived a general form of hyperbolic equations [100] that can be linearized by the application

of the invariants. Laplace-type semi-invariants of the linear parabolic equation via a transformation

of only the dependent variable had been derived by Ibragimov [44], which are the analogue of the

Laplace invariants for hyperbolic equations. Semi-invariants of such equations that arise by trans-

forming only the dependent variables were given by Ibragimov et al. [50] and the semi-invariants

of the parabolic equations only for independent variables were constructed by Johnpillai and Ma-

homed [52] . Involving a change of both the dependent and independent variables reveals joint
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invariants of the parabolic PDEs (e.g., see [49, 68]). Laplace-type invariants of the linear parabolic

equation had been extended to Ibragimov-type semi-invariants for a system of two parabolic-type

PDEs using CSA by Mahomed et al. [80]. Semi-invariant and joint invariants for the Parabolic

PDEs having three independent variables had been derived [102].

The plan of the thesis is as follows. In the remaining part of this chapter some basic definitions

and preliminaries are given. Some crucial concepts are also reviewed here.

In the second chapter a relation between the isometries and Noether symmetries for the area-

minimizing Lagrangian is established. Some connections between Noether symmetries and isometries

have been found in the context of general relativity [13–15,39,40]. Recently, the relation of both the

Lie and Noether symmetries of the geodesic for a general Riemannian manifold has been given [98].

The geodesic equations are the Euler-Lagrange (EL) equations for the arc-length-minimizing action.

Here, an extension of the connection between the isometries and Neother symmetries to PDEs is

found using the area-minimizing Lagrangian. It is shown that the Lie algebra of Noether symmetries

for the Lagrangian minimizing an (n− 1)-area enclosing a constant n-volume in a Euclidean space

is so(n) ⊕s Rn and in a space of non-zero curvature the Lie algebra is so(n). Further if the space

has one section of constant curvature of dimension n1, another of n2, etc. to nk and one of zero

curvature of dimension m, with n ≥ ∑k
j=1 nj + m (as some of the sections may have no symmetry),

then the Lie algebra of Noether symmetries is ⊕k
j=1so(nj + 1)⊕ (so(m)⊕s Rm).

In the third chapter, a subclass of general system of linear hyperbolic PDEs is investigated for

associated invariants by complex as well as real methods. The invariants of a general linear system of

two hyperbolic equations have been derived under the transformations of dependent and independent

variables by the real infinitesimal method. The complex procedure relies on the correspondence of

the system and associated invariants with the base complex equation and related complex invariants,

respectively. A comparison of all the invariant quantities obtained by complex and real methods is

presented which shows that the complex procedure provides a few invariants different from those

extracted by real symmetry analysis.

In the fourth chapter, the equations for the classification of symmetries of the scalar linear elliptic

PDE in two independent variables are obtained in terms of Cotton’s invariants. This is the analogue

of the work of Ovsiannikov [86], who used the Laplace invariants in the group classification of the

hyperbolic PDEs by writing the determining equations for the symmetries of hyperbolic equations in

terms of Laplace invariants. New joint differential invariants of the scalar linear elliptic PDE in two

independent variables are derived in terms of Cotton’s invariants by application of the infinitesimal
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method. A set of the maximum number of independent invariants is said to be a basis of invariants if

all other invariants can be obtained from this set of invariants using invariant differentiations. Joint

differential invariants of the scalar linear elliptic equations are derived from the basis of the joint

differential invariants of the scalar linear hyperbolic equations under the application of the complex

linear transformations. Basis of joint differential invariants are also found for such type of equations

by utilization of the operators of invariant differentiation. The other invariants are functions of the

basis elements and their invariant derivatives.

In the fifth chapter, Cotton-type invariants for a subclass of a systems of two linear elliptic

equations, obtainable from a complex linear base elliptic equation, are derived both by split of the

corresponding complex Cotton invariants of the base complex equation and from the Laplace-type

invariants of the system of linear hyperbolic equations equivalent to the system of linear elliptic

equations via linear complex transformations of the independent variables. It is shown that Cotton-

type invariants derived from these two approaches are identical. Furthermore, Cotton-type and joint

invariants for a general system of two linear elliptic equations are also obtained from the Laplace-

type and joint invariants for a system of two linear hyperbolic equations equivalent to the system of

linear elliptic equations by complex changes of the independent variables.

In the last chapter, conclusions and discussions are given.

1.1 Manifolds, Lie Derivatives and Isometries

To understand the properties of the geometry, some basic concepts are discussed in this section.

Manifolds, that may correspond to a complicated curved space but locally looks like Rn, are one of

the fundamental concepts of physics and mathematics.

1.1.1 Manifold

AmanifoldMn [89] of dimension n is a separable, connected, Hausdorff space with a homeomorphism

from each element of its open cover into Rn.

A space is said to be separable if it has a countable dense subset. A set with a one-to-one

correspondence with the set of natural numbers is said to be countable. A subset is said to be dense

if its closure is the original set. The closure of a set is the smallest closed set containing it, e.g. [0, 1]

is the closure of (0, 1). This statement is written as [0, 1] = (0, 1). The set of rational numbers, Q,

is a dense subset of R, i.e., Q = R. Since Q is countable, R is separable but Q is not. This condition
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ensures that the space is at least a continuum and there are no accumulation points.

A space is said to be disconnected if there exist two sets A and B, whose union is the whole space

but which are disjoint, i.e., A ∩ B = φ, such that the closure of either is disjoint with the other,

i.e., A ∩ B = A ∩ B = φ. It is not necessary that A ∩ B = φ. A space is said to be Hausdorff if

two distinct points possess disjoint neighborhoods. A neighborhood of a point is a set containing an

open set containing the point. A homeomorphism is a one to one invertible, continuous, mapping.

It will be used to assign coordinates to points on the manifold.

A differentiable and bijective function gi such that, gi : Vi −→ Rn, is called coordinatization,

where {Vi}i∈I is open cover of the manifold Mn.

A collection of open sets {Vi}i∈I is called an open cover of the manifold Mn if
⋃

i∈I Vi = Mn. For

every Vi, called coordinate patch, there exist some Vj such that Vi
⋂

Vj 6= φ. Here (Vi, gi) and Rn

are called coordinate chart and coordinate system respectively.

Example 1: An n-dimensional Euclidean space Rn is an n-dimensional manifold . The single set

V = Rn serve as the coordinate patch and the identity function gi : Rn −→ Rn as the coordinatization.

Any open subset U ⊆ Rn is an example of n-dimensional manifold.

Example 2: The sphere S2

S2 = {(x1, x2, x3), x2
1 + x2

2 + x2
3 = 1},

is a nontrivial example of a 2-dimensional manifold and the two open sets

U = S2 \ {(0, 0,−1)}, V = S2 \ {(0, 0, 1)},

form an open cover for S2, got by removing the south and north poles respectively. The stereographic

projections f : U −→ R2 and g : V −→ R2 from the respective pole are defined by

f(x1, x2, x3) = (
x1

1 + x3
,

x2

1 + x3
),

g(x1, x2, x3) = (
x1

1− x3
,

x2

1− x3
).

In this case, stereographic projections f and g are the coordinatizations for the respective coordinate

patches.

1.1.2 Lie Derivative

The Lie derivative is a derivation along a curve, which transforms a tensor into another tensor

of the same valence without the effect of coordinatizations. Geometrically, the Lie derivative of a
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tensor changes its components by transforming it from one point to another neighboring point in

the direction of the tangent vector at that point on a curve.

Consider a derivation T on the manifold. The Lie derivative of T in the direction of the tangent

vector S is defined by [82,89]

LS (T) = [S,T],

this can be written, in index notation notation, as

(LST)a =
(
Sb 5b Ta − Tb 5b Sa

)

= SbTa
,b + SbΓa

bcT
c − TbSa

,b − Γa
bcT

bSc.

Interchanging b and c in last term and using the symmetry property of the Christoffel symbol, i.e.,

Γa
bc = Γa

cb, last and second term cancel against each other and we have

(LST)a = SbTa
,b − TbSa

,b.

To find the Lie derivative of a general tensor, one need to calculate the Lie derivative of a covariant

vector A, which turns out to be

(LSA)a = SbAa,b + AbSb
,a.

For a general tensor X of valence


 m

n


 on the manifold the Lie derivative is

(LSX)a...c
d...f =SqXa...c

d...f,q −Xq...c
d...fSa

,q − · · · −Xa...q
d...fSc

,q

+ Xa...c
q...fSq

,d + · · ·+ Xa...c
d...qS

q
,f .

(1.1)

1.1.3 Isometries

Isometries are the directions, k = ka ∂
∂xa , along which the Lie derivative of the metric tensor, g, is

zero, i.e.

Lkg = 0.

This equation can be written in component form, using the definition of the Lie derivative (1.1), as

gab,ck
c + gbck

c
,a + gack

c
,b = 0, (1.2)

where “," denotes derivative with respect to xa(a = 1, 2, ..., n). This equation forms a set of n(n+1)/2

linear first-order partial differential equations for n functions of n variables in general, called the
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Killing equations.

Example: The metric for a two dimensional Euclidean space using Cartesian coordinates is

ds2 = dx2 + dy2.

The condition for isometries (1.2) results the following system of DEs,

kx
,x = 0, ky

,y = 0, kx
,y + ky

,x = 0.

The solution of these equations gives the following three isometries

k1 =
∂

∂x
, k2 =

∂

∂y
, k3 = y

∂

∂x
− x

∂

∂y
, (1.3)

where k1 and k2 correspond to the translations along x-axis and y-axis, while k3 represents a rotation

in the xy-plane.

In the next two sections, we present the geodesic equation and use the Kuhn-Tucker theorem

[51,90] to find the (n− 1)-area minimizing Lagrangian keeping a constant n-volume.

1.1.4 Geodesic Equation

Free particles follow the shortest path to move from one point to another point. In a flat space

straight lines are the shortest path from one point to another point but in curved space there are no

straight lines. To find the shortest path between two point p and q in any arbitrary space, we use

the Euler-Lagrange (EL) equations. The arc length between the points p and q is given by

spq =
∫ q

p
ds =

∫ q

p
1ds,

=
∫ q

p
gabẋ

aẋbds =
∫ q

p
L[xa, ẋa]ds,

(1.4)

where ẋa = dxa/ds. The corresponding EL equation is given by

d

ds

(
∂L
∂ẋc

)
− ∂L

∂xc
= 0, (1.5)

substituting the value of Lagrangian L[xa, ẋa] = gabẋ
aẋb in (1.5), we have the geodesic equation

ẍd + Γd
abẋ

aẋb = 0, (1.6)

where

Γd
ab =

1
2
gdf (gbf,a + gaf,b − gab,f ) . (1.7)
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1.1.5 Area Minimizing Action

In the n-dimensional space we minimize the (n − 1)-area A(S) of a hypersurface S given by xn =

xn(xα), α = 1, 2, ..., n − 1, keeping the n-volume V (S) fixed. We define yα = ∂xn/∂xα. The area

minimizing action is given as [16,17]

I = A(S) + λV (S) =
∫

s
npdn−1sp + λ

∫

v
dnV, p = 1, 2, ..., n− 1, (1.8)

where λ is the Lagrange multiplier for the volume constraint yielding the Lagrangian

L = gn−1 + λgn

where gn is the determinant of the n-metric of the volume. The resultant EL-equation is
(

∂

∂xn
−Dα

∂

∂yα

)
L = 0.

As gn−1 and gn do not depend on xn and yα respectively, so we have

Dα

(
ln

√
| gn−1 |

)α

,
− λ

(
ln

√
| gn |

)
,n

= 0,

where “ , α ”represents ∂/∂yα.

In the next section, some basic concepts relating the symmetries of the DEs are presented. In

particular, Lie symmetries of ODEs are defined and systematic methods are explained to calculate

the symmetries of ODEs.

1.2 Lie Symmetry Analysis of ODEs

A symmetry group of a system of DEs is the largest group of transformations acting on the space

of dependent and independent variables that maps a solution of the system of DEs into another

solution. In other words, the solution manifold of the system of DEs remains invariants under a

symmetry transformation of that system of DEs.

1.2.1 Point Transformations and Symmetry Generators

Let x and u be independent and dependent variables respectively. A point transformation

x = x(x, u), u = u(x, u), (1.9)

can be used to simplify a DE

E(x, u, u′, u′′, · · · , u(n)) = 0. (1.10)
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A set of invertible transformations that depends on an arbitrary parameter ε,

x = x(x, u; ε), u = u(x, u; ε), (1.11)

such that it contains the identity, i.e., for ε = 0, x(x, u; 0) = x, u(x, u; 0) = u, and composition also

belongs to the same set, i.e., x(x, u; ε) = x(x, u; ε), for some ε = ε(ε, ε) then the set of transformations

(1.11) forms a group known as the one-parameter group of point transformation.

If the group of transformations (1.11) is such that ε is a continuous parameter, transformations

are infinitely differentiable with respect to the independent and dependent variables and ε(ε, ε) is an

analytic function of ε and ε then it form a one-parameter Lie group of continuous transformations.

The one-parameter transformations (1.11) map one point (x, y) to another point (x, y) in the xy-

plane and when the parameter ε changes from some initial value, say ε◦ to some other value then

the point (x, y) moves along some curve. For different initial points, different curves are obtained

which can be mapped into one another under the action of the group (1.11). The set of these curves,

called the orbits of the groups, can be complectly described by the field of its tangent vectors U and

vice versa.

A concise explanation of the idea can be given by considering the Taylor expansion of the

transformations (1.11) about ε = 0,

x(x, u; ε) = x + ε
∂x

∂ε
|ε=0 + O(ε2) = x + εUx + O(ε2), (1.12)

u(x, u; ε) = u + ε
∂u

∂ε
|ε=0 + O(ε2) = x + εUu + O(ε2). (1.13)

Let

ξ(x, u) =
∂x

∂ε
|ε=0, η(x, u) =

∂u

∂ε
|ε=0.

The transformations x + εξ and u + εη are called the infinitesimal transformations of the one-

parameter Lie group of point transformations and the operator given by

U = ξ(x, u)
∂

∂x
+ η(x, u)

∂

∂u
, (1.14)

is known as the infinitesimal generator.

Example 1: A one-parameter group of rotations is

x ≈ u sin ε + x cos ε, u ≈ u cos ε− x sin ε, (1.15)

and the corresponding infinitesimal transformations are

x = x + εu, u = u− εx.



13

The infinitesimal generator of the group of rotations in the space spanned by the independent and

dependent variables (1.15) is

U = u
∂

∂x
− x

∂

∂u
.

1.2.2 Prolongations of Point Transformations and their Symmetry Generators

To apply the one-parameter of point transformation (1.11) and the infinitesimal generator (1.14) to

the DE (1.10). These transformations and generators have to be prolonged to the derivatives. The

transformations can be extended as follows

du =
(

∂u

∂u

)
du +

(
∂u

∂u

)
dx,

dx =
(

∂x

∂u

)
du +

(
∂x

∂u

)
dx,

u′ =
du(x, u; ε)
dx(x, u; ε)

,

=

(
∂u
∂u

)
u′ +

(
∂u
∂x

)
(

∂x
∂u

)
u′ +

(
∂x
∂x

) = u′(x, u, u′; ε),

u′′ =

(
∂u′
∂u′

)
u′′ +

(
∂u′
∂u

)
u′ +

(
∂u′
∂x

)

(
∂x
∂u

)
u′ +

(
∂x
∂x

) = u′(x, u, u′, u′′; ε),

...
...

u(n) =

(
∂u(n−1)

∂u(n−1)

)
u(n) + · · ·+

(
∂u(n−1)

∂u

)
u′ +

(
∂u(n−1)

∂x

)

(
∂x
∂u

)
u′ +

(
∂x
∂x

) = u′(x, u, u′, u′′, · · · , u(n); ε).

(1.16)

Now, the nth order prolongation of the infinitesimal generator is given by

x =x + ε
∂x

∂ε
|ε=0 + · · · = x + εξ(x, u) + · · ·

u =u + ε
∂u

∂ε
|ε=0 + · · · = u + εη(x, u) + · · ·

u′ =u′ + ε
∂u′

∂ε
|ε=0 + · · · = u′ + εη(1)(x, u, u′) + · · ·

...
...

u(n) =u(n) + ε
∂u(n)

∂ε
|ε=0 + · · · = u(n) + εη(n)(x, u, u′, ..., u(n)) + · · ·

(1.17)

Using the expressions (1.17) in (1.16), we have

u′ =
du

dx
=

du + εdη + · · ·
dx + εdξ + · · · ,

=
[
u′ + ε (dη/dx) + · · · ] [1 + ε (dξ/dx) + · · · ]−1 ,

u′ + εη(1)(x, u, u′) + · · · =u′ + ε
[
(dη/dx)− u′ (dξ/dx)

]
+ · · · .

(1.18)
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Similarly, for the η(n)(x, u, u′, ..., u(n)), we have

u(n) =
du(n−1)

dx
=

[
u(n) + ε

(
dη(n−1)

dx

)
+ · · ·

][
1 + ε

(
dξ

dx

)
+ · · ·

]−1

,

u(n) + εη(n)(x, u, u′, ..., u(n)) + · · · =u(n) + ε

[(
dη(n−1)

dx

)
− u(n)

(
dξ

dx

)]
+ · · · .

(1.19)

Here η(n)(x, u, u′, ..., u(n)) is the nth prolongation of η(x, u).

We summarize the results in the following theorem.

Theorem 1.2.1. A one-parameter Lie group of point transformations (1.11) acting on the (x, u)-

space can be extended to the (x, u, u′, ..., u(n))-space by (1.17) and the corresponding infinitesimals

are extended as follows

η(1) =
dη

dx
− u′

dξ

dx
,

η(n) =
dη(n−1)

dx
− u(n) dξ

dx
.

(1.20)

The nth order extended infinitesimal generator is given by

U(n) = ξ
∂

∂x
+ η

∂

∂u
+ η(1) ∂

∂u′
+ · · ·+ η(n) ∂

∂u(n)
. (1.21)

Definition 1.2.2. (Symmetry of Differential Equation) A one-parameter Lie group of point

transformations

x = x(x, u; ε), u = u(x, u; ε), (1.22)

is said to be a point symmetry of the DE

E(x, u, u′, u′′, · · · , u(n)) = 0. (1.23)

if and only if the DE (1.23) remains invariant under the nth extension of transformations (1.22),

i.e., equation (1.23) and (1.22) imply

E(x, u, u′, u′′, · · · , u(n)) = 0. (1.24)

In other words, the transformations (1.22) map any solution of (1.23) into another solution of the

same equation.

Theorem 1.2.3. A one-parameter Lie group of point transformations (1.22) with the nth order

extended generator (1.21) is said to be point symmetry of the DE (1.23) if and only if

U(n)E(x, u, u′, u′′, · · · , u(n)) = 0, (1.25)
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whenever

E(x, u, u′, u′′, · · · , u(n)) = 0,

and the infinitesimal generator U is called the symmetry generator.

1.2.3 Multiple-Parameter Lie Groups of Transformations and Lie Algebras

A one-parameter Lie group of point transformations gives only one Lie point symmetry, but a DE

may have more than one Lie point symmetries. To find all the Lie point symmetries, we have to

consider the multiple-parameter Lie group of point transformations.

Definition 1.2.4. (Multiple-Parameter Lie Groups of Transformations) A transformation

x = x(x, u; εm), u = u(x, u; εm), m = 1, 2, · · · , r, (1.26)

is called an r-parameter Lie group of transformations if εm do not dependent on each other and

satisfy all the properties for one-parameter Lie group of transformations. For an r-parameter Lie

group of transformations, an infinitesimal generator depending on r independent parameters

U =
r∑

m=1

εmUm, (1.27)

exist and an infinitesimal generator is associated to each parameter εm, as

Um = ξm
∂

∂x
+ ηm

∂

∂x
. (1.28)

Theorem 1.2.5. For an r-parameter Lie group of point transformations, the commutators of any

two infinitesimal generators is also an infinitesimal generator

[Ua,Ub] = UaUb −UbUa = Cc
abUc, a, b, c = 1, 2, · · · , r, (1.29)

where the constant coefficients Cc
ab are known as the structure constants and these constants satisfy

the following relations

Cc
ab = Cc

ba,

Cd
abC

e
dc+Cd

bcC
e
da + Cd

caC
e
db = 0.

The relation (1.29) is known as the commutation relation.

Definition 1.2.6. (Lie Algebra) A set of r-infinitesimal generators corresponding to an r-parameter

Lie group of point transformations form an r-dimensional Lie algebra, Lr, over the field of real num-

bers R, under a product (1.29) (commutation relation), if for any Ua,Ub,Uc ∈ Lr and α, β ∈ R:
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(i). αUa + βUb ∈ Lr,

(ii). Ua + Ub = Ub + Ua,

(iii). Ua + (Ub + Uc) = (Ua + Ub) + Uc,

(iv). [Ua,Ub] ∈ Lr,

(v). [Ua,Ub] = − [Ub,Ua],

(vi). [Ua, [Ub,Uc]] + [Ub, [Uc,Ua]] + [Uc, [Ua,Ub]] = 0,

(vii). [αUa + βUb,Uc] = α [Ua,Uc] + β [Ub,Uc].

An r-dimensional Lie algebra Lr is a vector space over the field of real numbers R.

Definition 1.2.7. (Subalgebra) A subspace S of the r-dimensional Lie algebra, Lr, is called the

subalgebra of Lr if for Ua,Ub ∈ S, [Ua,Ub] ∈ S.

1.3 Lie Symmetry Analysis of PDEs

Let x = (xi) and u = (uα) be n independent and m dependent variables respectively. The deriva-

tives of u with respect to x are denoted by ∂u = uα
i = Di(uα), ∂2u = uα

ij = DiDj(uα), ..., ∂ku =

uα
i1i2...ik

= Di1Di2 · · ·Dik(uα), where

Di =
∂

∂xi
+ uα

i

∂

∂uα
+ uα

ij

∂

∂uα
j

+ · · · , (1.30)

is the total derivative operator. Then a system S of kth order N PDEs can be written as

Sσ(x,u, ∂u, ∂2u, · · · , ∂ku) = 0, σ = 1, 2, ..., N, (1.31)

In order to deal with the symmetries of the system of PDEs (1.31), some definitions and termi-

nologies are given in the remaining part of this section.

Definition 1.3.1. (Point Transformations) For m dependent u = (uα) and n independent x =

(xi) variables, a one-parameter Lie group of point transformations is of the form

xi =f i(xi, uα; ε),

uα =gα(xi, uα; ε),
(1.32)

with the infinitesimal transformations

xi = xi + εξi(xi, uα) + O(ε2), i = 1, 2, ..., n,

uα = uα + εηα(xi, uα) + O(ε2), α = 1, 2, ..., m,
(1.33)
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where

ξi =
∂xi

∂ε
|ε=0, ηα =

∂uα

∂ε
|ε=0.

The infinitesimal transformations are generated by the infinitesimal generator

U = ξi ∂

∂xi
+ ηα ∂

∂uα
. (1.34)

Theorem 1.3.2. For a one-parameter Lie group of point transformations (1.32) the kth extension

of the corresponding infinitesimal generator (1.34) is given by

U(k) = ξi ∂

∂xi
+ ηα ∂

∂uα
+ η

(1)α
i

∂

∂uα
i

+ · · ·+ η
(k)α
i1,i2,...,ik

∂

∂u
(α)
i1,i2,...,ik

, (1.35)

where

η
(1)α
i =Diη

α − uα
j Diξ

j ,

η
(k)α
i1,i2,...,ik

=Dikη
(k−1)α
i1,i2,...,ik−1

− uα
i1,i2,...,ik−1jDikξj .

(1.36)

Definition 1.3.3. (Lie Point Symmetry of System of PDEs) A one-parameter Lie group of

point transformations (1.32) is said to be a Lie point symmetry of the system of PDEs (1.31) if

and only if the system of PDEs remains invariant under one-parameter Lie group of transformations

(1.32), i.e., by applying the transformations (1.32) on the system of PDEs (1.31), we have

Sσ(x,u, ∂u, ∂2u, · · · , ∂ku) = 0, σ = 1, 2, ..., N. (1.37)

In simple words, the solution manifold of the system (1.31) remains invariant under the transforma-

tions (1.32).

Theorem 1.3.4. A one-parameter Lie group of point transformations (1.32) with the kth order

extended generator (1.35) is said to be point symmetry of the DE (1.31) if and only if

U(k)Sσ(x,u, ∂u, ∂2u, · · · , ∂ku) = 0, σ = 1, 2, ..., N, (1.38)

whenever

Sσ(x,u, ∂u, ∂2u, · · · , ∂ku) = 0, σ = 1, 2, ..., N,

and the infinitesimal generator U is called the symmetry generator.
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1.4 Euler-Lagrange Equation and Noether’s Theorem

Emmy Noether, in her celebrated paper [84], established a correspondence between variational sym-

metries and conservation laws for a system of DEs admitting a variational principle. She proved that

for any variational symmetry (group of point transformations under which action integral remains

invariant) there is a conservation law and for any conservation law of a system of DEs, a varia-

tional symmetry exist for the corresponding action integral. If a variational principle is admitted

by a system of DEs then the Euler-Lagrange (EL) equations (system of DEs) are obtained from the

extremals of its action integral (variational principle).

1.4.1 Euler-Lagrange Equation

Theorem 1.4.1. Let u(x) be a smooth function and A[u] be an action integral defined on some

domain D as

A[u] =
∫

D
L[u]dx, (1.39)

where L[u] = L(x,u, ∂u, ..., ∂ku) is the Lagrangian. If u(x) is an extremum of (1.39), then u(x)

satisfies

Eα(L[u]) =
∂L

∂uα
−Di

∂L

∂uα
i

+ · · ·+ (−1)kDi1 · · ·Dik

∂L

∂uα
i1...ik

. (1.40)

This system of N DE (1.40) is called the EL equations.

Proof. Consider a Lagrangian L[u] = L(x,u, ∂u, ..., ∂ku) of order k, depending on m dependent

variables u = (uα) and n independent variables x = (xi) and the derivative of the dependent

variables up to kth order defined on some domain D, then the action functional (action integral) is

given by (1.39). Now for the extremum u(x), the infinitesimal variation of u : u(x) −→ u(x)+εw(x)

is such that the function w(x) and all its derivative up to order k becomes zero on the boundary

∂D. The variation of the Lagrangian L[u] corresponding to the infinitesimal variation of u is given

by

δL[U ] = L(x,u + εw(x), ∂u + ε∂w(x), ..., ∂ku + ε∂kw(x))− L(x,u, ∂u, ..., ∂ku)

= ε

[
∂L

∂uα
wα +

∂L

∂uα
i

wα
i + · · ·+ ∂L

∂uα
i1i2···ik

wα
i1i2···ik

]
+ O(ε2),

(1.41)

Now, applying the integration by parts repeatedly, we have

δL[U ] = ε
[
Eα(L[u])wα + DiW

i[u,w]
]
+ O(ε2), (1.42)
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where Eα(L[u]) is given by (1.40) and W i[u,w] is

W i[u, w] =wα

[
∂L

∂uα
i

−Dj
∂L

∂uα
ij

+ · · ·+ (−1)k−1Di1 · · ·Di(k−1)

∂L

∂uα
ii1...ik−1

]

+ (Di1w
α)

[
∂L

∂uα
i1i

+ Di2

∂L

∂uα
i1ii2

+ · · ·+ (−1)k−2Di2 · · ·Di(k−1)

∂L

∂uα
i1ii2...ik−1

]

+ · · ·+ (Di1Di2 · · ·Dik−1
wα)

∂L

∂uα
i1i2...ik−1i

.

(1.43)

Next, we calculate the variation in the action A[u] (1.39) corresponding to the infinitesimal variation

in the function u(x), which is the extremum of the A[u], as follows

δA[u] = A[u + εw]−A[u]
∫

D
δL[U ]dx = ε

∫

D

[
Eα(L[u])wα + DiW

i[u,w]
]
dx + O(ε2).

(1.44)

Applying the divergence theorem to the second term on the right hand, we have

∫

D
δL[U ]dx = ε

[∫

D
Eα(L[u])wαdx +

∫

∂D
W i[u,w]pidS

]
+ O(ε2), (1.45)

where p = (p1, p2, · · · , pn) is an outward unit vector perpendicular to ∂D and
∫
∂D is the surface

integral over the boundary of D. Now for the function u(x) to be extremum of the action integral

A[u], the coefficient of the O(ε) must be zero in the variation of the action integral δA[u]. In the

infinitesimal variation of u : u(x) −→ u(x) + εw(x) the function w(x) and all its derivative vanish

on the boundary ∂D. Since Wi[u,w] is linear in w and its derivatives, so its surface integral also

vanishes. Finally we are left with

∫

D
Eα(L[u])wαdx = 0, (1.46)

with arbitrary w(x) within D, then for the extremum u, we have

Eα(L[u]) = 0, (1.47)

which is the system of PDEs (1.40), known as the EL-equations.

Theorem 1.4.2. The EL-equations are the same for two lagrangians L1 and L2 if

L1 − L2 = divF,

where F(x,u, ∂u, ..., ∂ku) = (F 1, F 2, · · · , Fn) is a vector.
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1.4.2 Noether’s Theorem

Theorem 1.4.3. Suppose a system of EL equations (1.40) corresponding to the variational prin-

ciple (1.39) and the solution u(x) of the EL equations are the extrema of the action functional

A[u]. Suppose the action integral (functional) is invariant under a one-parameter Lie group of point

transformations and Wi[u, w] is defined (1.43) for u and w. Then the conservation law

Di

(
ξi(x,u)L[u] + W i[u, η̂[u]]

)
= 0, (1.48)

holds for any solution u(x) of the system of the EL equations.

Proof. A one-parameter Lie group of point transformations is

xi =xi + εξi(x,u) + O(ε2), i = 1, 2, ..., n,

uα =ui + εηα(x,u) + O(ε2), α = 1, 2, ...,m,
(1.49)

and the associated infinitesimal generator is

U = ξi ∂

∂xi
+ ηα ∂

∂uα
. (1.50)

Under the transformations (1.49) the domain D is transformed to D. The action integral remains

invariant under the point transformations (1.49) if and if
∫

D
L[u]dx =

∫

D
L[u]dx. (1.51)

The variables x and x can be changed as dx = Jdx, where J is the Jacobian given by

J = det|Di(xj)| = 1 + εDiξ
i(x,u) + O(ε2). (1.52)

The Lagrangian L[u] is obtained by from the Lagrangian L[u] using the one-parameter Lie group of

point transformations (1.49) with the symmetry generator U, so we can write

L[u] = exp (εU(k))L[u],

where U(k)) is the kth extension of U. Then the invariance condition can be written as
∫

D

[
J exp (εU(k))L[u]− L[u]

]
dx =0,

∫

D

[(
1 + εDiξ

i(x,u) + · · · )
(
1 + εU(k) + · · ·

)
L[u]− L[u]

]
dx =0.

This is equal to zero if coefficients of all the powers of ε are zero. As it holds for all u(x), so we have

L[u]Diξ
i + U(k)L[u] = 0. (1.53)
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The one-parameter group of transformation (1.49) is equivalent to the one-parameter group of trans-

formation

xi =xi, i = 1, 2, ..., n,

uα =ui + ε
[
ηα(x,u) + uα

i ξi(x,u)
]
+ O(ε2), α = 1, 2, ..., m,

(1.54)

with the infinitesimal generator Û given by

Û = η̂α ∂

∂uα
=

[
ηα(x,u) + uα

i ξi(x,u)
] ∂

∂uα
. (1.55)

The infinitesimal variation in u(x) given by u(x) −→ u(x) + εw(x) is such that wα = ηα(x,u) +

uα
i ξi(x,u). Moreover, the variation in the Lagrangian is

δL = L[u]− L[u],

= exp (ε[Û(k)])L[u]− L[u],
∫

δLdx = ε

∫
Û(k)L[u]dx + O(ε2).

(1.56)

Now comparing this with the expression (1.44) and utilizing wα = η̂α, we have

Û(k) = Eα(L[u])η̂α + DiW
i[u, η̂]. (1.57)

For the kth extended equivalent infinitesimal generators U(k) and Û(k), following identity trivially

holds

U(k)L[u] + L[u]Diξ
i(x,u) = Û(k)L[u] + Di

(
L[u]ξi(x,u)

)
. (1.58)

The left hand side of (1.58) is zero by (1.53), so we have

Û(k)L[u] + Di

(
L[u]ξi(x,u)

)
= 0. (1.59)

Now substituting the value of Û(k) from (1.57) and for u(x) to be solution of the EL equations, i.e.,

Eα(L[u]) = 0, we finally have the conservation law

Di

(
L[u]ξi(x,u) + W i[u, η̂]

)
= 0. (1.60)

Definition 1.4.4. (Noether Symmetry) A vector field

U = ξi ∂

∂xi
+ ηα ∂

∂uα
, (1.61)

is said to be aNoether symmetry, if there exists a vector valued gauge functionA = (A1, A2, ...An), Ai ∈
A, where A is the space of differential functions, such that

U(L) + LDi(ξi) = Di(Ai). (1.62)
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Theorem 1.4.5. If the infinitesimal generator U is the Noether symmetry for the action integral

(1.39), then the conservation law becomes

Di

(
L[u]ξi(x,u) + W i[u, η̂]−Ai

)
= 0. (1.63)

Now in the remaining sections of this chapter general theory and few applications of the in-

variants of the equivalence group of transformations for DEs is presented. Many topics related to

the invariants of the DEs like semi-invariants, joint invariants, invariant differentiation, bases of

invariants, invariant equations etc. are also defined and illustrated with examples in these sections.

1.5 Differential Invariants of Differential Equations

Invariants and semi-invariants of the group of equivalence transformations are extremely useful tools

for transforming the differential equations into integrable forms and simplified forms. The transfor-

mation which does not change the differential structure of the DE but may change the constitutive

functions and/or parameters of the DE is called the equivalence transformation and the set of all

the equivalence transformations form a group. If a group of equivalence transformations is admitted

by a DE then the DE can be written in terms of the corresponding differential invariants. The

problem of determining the DE which admits a given group of transformations can be solved by

utilizing the differential invariants of the group of transformations. If a scalar DE or a system of

DEs involves classifying parameters and/or functions, then during the classification of DEs by the

classifying parameters and/or functions it is useful to consider the differential invariants. Moreover,

using the differential invariants the given DEs are classified for the constitutive parameters and/or

functions of DEs which cannot be transformed into each under equivalence transformation. In par-

ticular, equivalence transformations can be used to transform DEs into canonical form. Furthermore

in the group classification of DEs, differential invariants can be utilized by writing the determining

equations in the form of these invariants.

In the course of the calculation of invariants, equivalence transformations play a crucial part.

Differential invariants are actually the invariants of the groups of equivalence transformations of the

scalar or system of DEs, so first step is to calculate all the equivalence transformations. There are

two main methods to calculate the set of all the equivalence transformations. The first method uses

directly the definition of the equivalence transformations called the direct method. Theoretically, one

can calculate the most general group of equivalence transformations but usually this method leads

to huge computational difficulties especially when dealing with non-linear DEs. Lie pointed that
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the theory of differential invariants is based on the the infinitesimal method. Later, Ovsiannikov

and Ibragimov systematically develop the infinitesimal methods to calculate the invariants of the

algebraic and differential equations, known as Lie’s infinitesimal methods.

Consider a system E of kth order N PDEs, written as

Eσ(x,u, ∂u, ∂2u, · · · , ∂ku,P) = 0, σ = 1, 2, ..., N, (1.64)

involving l constitutive parameters and/or functions P = (P 1, P 2, ..., P l), which may depend on

independent variables, dependent variables and derivatives of the dependent variables.

Definition 1.5.1. (Finite Equivalence Group of Point Transformations) A finite equivalence

transformation of the system of PDEs (1.64) is a transformation

xi = xi(xi, uα),

uα = uα(xi, uα),
(1.65)

such that it maps the PDEs system (1.64) to another PDEs system belonging to the same family

but the constitutive parameters and/or functions may change as P
l = P

l(xi, uα, P l) depending on

xi, uα and P l .

Definition 1.5.2. (Infinitesimal Equivalence Group of Point Transformations) A one pa-

rameter Lie group of point transformation

xi = xi(xi, uα, ε),

uα = uα(xi, uα, ε),
(1.66)

is called an infinitesimal equivalence transformation if it leave the system of PDEs (1.64) to the same

family of PDEs, in general, with new constitutive parameters and/or functions P
l = P

l(xi, uα, P l).

Now we discuss both the methods for calculating the equivalence transformations for the general

second order ODE

u′′(x) = E(x, u). (1.67)

1.5.1 Direct Method

An equivalence transformation for the family of equations (1.69) is a transformation of the dependent

and independent variables

x = f(x, u), u = g(x, u), (1.68)



24

that transforms the ODE (1.69) to an equivalent ODE

u′′(x) = E(x, u) (1.69)

with, in general, new function E different from E. The most general equivalence transformation can

be found by changing the dependent and independent variables under the transformation (1.68) and

substituting them back in the ODE to find the restriction on the transformation. The variables are

changed as follows

u′ =
gx + guu′

fx + fuu′
, (1.70)

and

u′′ =
(fx + fuu′)(gxx + 2gxuu′ + guu′′)− (gx + guu′)(fxx + 2fxuu′ + fuu′′)

(fx + fuu′)3
. (1.71)

By substituting these in equation (1.69), we have

(fx + fuu′)(gxx + 2gxuu′ + guE(x, u))− (gx + guu′)(fxx + 2fxuu′ + fuE(x, u))
(fx + fuu′)3

= E(x, u). (1.72)

Now as E(x, u) and E(x, u) do not depend on u′. Comparing the coefficient of u′, u′2 and u′3, we

obtain

2fxgxu − gufxx = 0, fxguu = 0, fu = 0. (1.73)

The solutions of these equations give the equivalence transformations

x = f(x), u = c
√

f ′u + h(x), (1.74)

where c is an arbitrary constant. The terms without u′ gives the restrictions on the function E(x, u),

given by

E(x, u) =
c

(f ′)
3
2

E + c

[
f ′′′

2(f ′)
5
2

− 3(f ′′)2

4(f ′)
7
2

]
u +

h′′

(f ′)2
− h′f ′′

(f ′)3
. (1.75)

Here the function E(x, u) can be calculated from the equivalence transformations (1.74) and the

function E(x, u).

Next we calculate the continuous group of equivalence transformation by infinitesimal method.

1.5.2 Lie Infinitesimal Method

Since under an equivalence transformation the function E(x, u) may change so we consider E as a

new variable and the infinitesimal generator in the extended (x, u, E)-space is given as

U = ξ(x, u)
∂

∂x
+ η(x, u)

∂

∂u
+ α(x, u,E)

∂

∂E
. (1.76)
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The second-order prolongation of (1.76) is

U(2) = ξ(x, u)
∂

∂x
+ η(x, u)

∂

∂u
+ η(1) ∂

∂u′
+ η(2) ∂

∂u′′
+ α(x, u, E)

∂

∂E
, (1.77)

where

η(1) = ηx + (ηu − ξx)u′ − ξuu′2,

η(2) = ηxx + (2ηxu − ξxx)u′ + (ηuu − 2ξxu)u′2 − ξuuu′3 + (ηu − 2ξx − 3ξuu′)u′′.
(1.78)

The infinitesimal invariance condition is given as

U(2)
(
u′′(x)−E(x, u)

) |(u′′−E=0) = 0. (1.79)

Substituting U(2), we have

α = ηxx + (2ηxu − ξxx)u′ + (ηuu − 2ξxu)u′2 − ξuuu′3 + (ηu − 2ξx − 3ξuu′)E. (1.80)

This equation satisfied identically for all variables x, u, u′ and E. So by separating the coefficients

of the different powers of u′, we obtain the following equations

α− (ηu − 2ξx)E − ηxx = 0,

2ηxu − ξxx − 3ξuE = 0,

ηuu − 2ξxu = 0,

ξuu = 0.

(1.81)

The solutions of these equations give the following three infinite generators

U1 = h(x)
∂

∂u
+ h′′(x)

∂

∂E
,

U2 = u
∂

∂u
+ E

∂

∂E
,

U3 = ξ(x)
∂

∂x
+

u

2
ξ′(x)

∂

∂u
+

1
2

[
uξ′′′(x)− 3ξ′(x)E

] ∂

∂E
.

(1.82)

These infinitesimal generators can generate the finite equivalence transformation and vice versa.

1.5.3 Invariants and Semi-Invariants

Before deriving the Invariants of some PDEs. We give proper definitions of differential invariants,

invariants and semi-invariants in this subsection.

Definition 1.5.3. (Differential Invariants) A function

J(P, ∂P, ∂2P, · · · , ∂sP), (1.83)
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where s is the maximal order derivative of P, is called a differential invariant of order s of a system

of PDEs (1.64) if it remains invariant under the most general group of equivalence transformation

of the system of PDEs (1.64).

Definition 1.5.4. (Invariants) A function is called invariant if it is a differential invariant of order

zero, i.e., the invariant (1.83) contains no derivative of P.

Definition 1.5.5. (Semi-invariants) The differential invariant (1.83) is called semi-invariant if it

is left invariant only under a subgroup of the most general group of equivalence transformations.

1.5.4 Laplace Invariants of Hyperbolic Equations

The scalar linear second order hyperbolic PDEs in two independent variables t and z in canonical

form is

utz + A(t, z)ut + B(t, z)uz + C(t, z)u = 0, (1.84)

where A,B and C are given twice differentiable functions of t and z. An invertible transformation

of the dependent and independent variables

t = φ(t, z, u), z = ψ(t, z, u), u = ω(t, z, u), (1.85)

is called an equivalence transformation if the equation (1.84) remains invariant under the transforma-

tions (1.85). Semi-invariants corresponding to only the dependent variables are called the Laplace

invariants [44, 57]. To apply the Lie infinitesimal method to calculate the Laplace invariants, we

consider the infinitesimal generator

U = η
∂

∂u
+ α

∂

∂A
+ β

∂

∂B
+ γ

∂

∂C
, (1.86)

where η = η(t, z, u), α = α(t, z, u,A, B, C), β = β(t, z, u,A, B, C) and γ = γ(t, z, u, A,B, C). The

Lie invariance condition is given by

U(2) (utz + A(t, z)ut + B(t, z)uz + C(t, z)u) |(1.84) = 0. (1.87)

Applying the second order prolonged generator on (1.84) and replacing utz by−(A(t, z)ut+B(t, z)uz+

C(t, z)u), we obtain

ηtz + utηzu + uzηtu + Aηt + utuzηuu + Bηz + Cη − Cuηu + αut + βuz + γu = 0. (1.88)
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Now the coefficients of utuz, ut, uz and the remaining terms gives the following system of equations

ηuu = 0,

ηzu + α = 0,

ηtu + β = 0,

ηtz + Aηt + Bηz + Cη − Cuηu + γu = 0.

(1.89)

The solution of the these equations is

η = η(t, z)u, α = −ηz, β = −ηt, γ = −(ηtz + Aηt + Bηz). (1.90)

So the corresponding generator for the infinitesimal transformations in A,B and C is

U = ηz
∂

∂A
+ ηt

∂

∂B
+ (ηtz + Aηt + Bηz)

∂

∂C
. (1.91)

For the invariant J(A,B, C) the infinitesimal test UJ(A,B, C) = 0, gives

JA = 0, JB = 0, JC = 0, (1.92)

so the zeroth order invariant is J = const. which is of no interest. Now we find the differential

invariants of first order, i.e., J(A,B, C,At, Bt, Ct, Az, Bz, Cz) using the once extended generator

U(1) = ηz
∂

∂A
+ ηt

∂

∂B
+ (ηtz + Aηt + Bηz)

∂

∂C
+ ηtz

∂

∂At
+ ηzz

∂

∂Az
+ ηtt

∂

∂Bt
+ ηtz

∂

∂Bz

+ (ηttz + Atηt + Aηtt + Btηz + Bηtz)
∂

∂Ct
+ (ηtzz + Azηt + Aηtz + Bzηz + Bηzz)

∂

∂Cz
.

(1.93)

The invariant condition U(1)J(A,B, C,At, Bt, Ct, Az, Bz, Cz), after equating to zero the coefficients

of ηt, ηz, ηtt, ηtz, ηzz, ηttz and ηtzz gives

∂J
∂Ct

= 0,
∂J
∂Cz

= 0,
∂J

∂Az
= 0,

∂J
∂Bt

= 0,

∂J
∂A

+ B
∂J
∂C

= 0,
∂J
∂B

+ A
∂J
∂C

= 0,

∂J
∂C

+
∂J
∂At

+
∂J

∂Bz
= 0.

(1.94)

The solution of the equations (1.94) deduced two semi-invariants

h = At + AB − C,

k = Bz + AB − C, (1.95)

for equation (1.84), known as the Laplace invariants. These semi-invariants were derived by Laplace

in his fundamental memoir in 1773.

Now we present a few applications of the Laplace invariants to illustrate their role in the inte-

gration of PDEs.
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1.5.5 Applications of the Laplace Invariants

1. If both the Laplace invariants are zero, i.e., h = 0 and k = 0, then the hyperbolic PDE (1.84)

can be transformed to the simplest form utz = 0 by means of equivalence transformations

(1.85) of the dependent and independent variables.

2. The hyperbolic PDE (1.84) can be factorized, viz. the second order operator L = DtDz +

A(t, z)Dt + B(t, z)Dz + C(t, z) can be written as

L = [Dt + α(t, z)][Dz + β(t, z)] iff h = 0, (1.96)

and

L = [Dz + β(t, z)][Dt + α(t, z)] iff k = 0. (1.97)

So in either case the general solution of the hyperbolic PDE (1.84) can be found by the

successive integration of two ODEs.

3. If the Laplace invariants are equal, i.e., h = k then the by the application of the equivalence

transformations the hyperbolic PDE (1.84) can be reduced to the simple form utz +C(t, z)u =

0.

4. If the Laplace invariants are equal and separable, i.e., h = k = f(t)g(z) then the hyperbolic

PDE (1.84) can be further simplified as utz + Cu = 0, here C is a constant.

1.5.6 Cotton Invariants of Elliptic PDEs

The scalar linear second order elliptic equation in two independent variables in canonical form is

uxx + uyy + aux + buy + cu = 0, (1.98)

where a, b and c are given twice differentiable functions of x and y. The Cotton invariants are the

semi-invariants corresponding to only the equivalence transformations of the dependent variables

under which the the elliptic PDE (1.98) remains invariant. To apply the Lie infinitesimal method

to calculate the Cotton invariants, we consider the infinitesimal generator

U = η
∂

∂u
+ α

∂

∂a
+ β

∂

∂b
+ γ

∂

∂c
, (1.99)

where η = η(x, y, u), α = α(x, y, u, a, b, c), β = β(x, y, u, a, b, c) and γ = γ(x, y, u, a, b, c). The Lie

invariance condition is given by

U(2) (uxx + uyy + aux + buy + cu) |(1.98) = 0. (1.100)
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This invariance condition gives the following generator for the infinitesimal transformations in a, b

and c as

U = 2ηx
∂

∂a
+ 2ηy

∂

∂b
+ (ηxx + ηyy + aηx + bηy)

∂

∂c
. (1.101)

For this generator the infinitesimal test UJ(a, b, c) = 0, gives no zeroth order invariant. To find the

first order semi-invariants, i.e., J(a, b, c, ax, bx, cx, ay, by, cy), the invariant condition

U(1)J(a, b, c, ax, bx, cx, ay, by, cy) = 0,

yields

∂J
∂cx

= 0,
∂J
∂Cy

= 0,
∂J
∂c

+ 2
∂J
∂ax

= 0,
∂J
∂c

+ 2
∂J
∂by

= 0,

2
∂J
∂a

+ a
∂J
∂c

= 0, 2
∂J
∂b

+ b
∂J
∂c

= 0,
∂J
∂bx

+
∂J
∂ay

= 0.

(1.102)

The solution of the equations (1.102) yields two semi-invariants

µ = ay − bx,

H = ax + by +
1
2
(a2 + b2)− 2c. (1.103)

for equation (1.98), known as the Cotton invariants.

It is well-known that by means of the linear complex transformations,

x =
1
2
(t + z), y =

−i

2
(t− z), (1.104)

the elliptic equation (1.98) can be mapped to the linear hyperbolic equation (1.84), with

A =
1
4
(a + ib), B =

1
4
(a− ib), C =

1
4
c. (1.105)

These Laplace invariants (1.95) can be transformed, by use of the inverse of the transformations

(1.104) as well as after the substitution of (1.105) into (1.95) and then splitting the real and imaginary

parts, to arrive at the Cotton invariants.

1.5.7 Ibragimov Invariants of Parabolic PDEs

The scalar linear second order parabolic equation in two independent variables in canonical form is

ut = a(t, x)uxx + b(t, x)ux + c(t, x)u, (1.106)
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where a, b and c are given twice differentiable functions of t and x. Following the Lie infinitesimal

methods Ibragimov semi-invariant under the transformation of the dependent variables for the the

parabolic equation (1.106) can be derived as

K = (at − aaxx + a2
x)b− 1

2
b2ax + (ab− aax)bx − abt + a2bxx − 2a2cx. (1.107)

This semi-invariant for the parabolic PDE is analogue of the Laplace and the Cotton invariants for

the hyperbolic and elliptic PDEs respectively.

1.6 Joint Invariants and Invariant Equations

In dealing with invariants of the DEs joint invariants and invariant equations are more important as

these belong to the most general group of equivalence transformations. In this section, we present

the definitions of joint invariants and invariant equations. Joint invariants for the hyperbolic PDEs

are also presented.

Definition 1.6.1. (Joint Invariants) Let (h1, h2, · · · ) be a set of semi-invariants under the trans-

formations of the dependent variables only. A function of the semi-invariants (h1, h2, · · · ) and their

derivatives is called a joint invariant of a system of PDEs (1.64) if it remains invariant under the

most general group of equivalence transformation of the system of PDEs (1.64).

Definition 1.6.2. (Invariant Equations) A system of equations Ei(x,u, hj , ∂hj , · · · ) = 0 is said

to be an invariant system if for the infinitesimal generator U it satisfies the following condition

UEi(x,u, hj , ∂hj , · · · )|Ei=0 = 0.

1.6.1 Joint Invariants for Hyperbolic Equations

Now, we present the joint differential invariants for the hyperbolic PDE (1.84). The Laplace invari-

ants for hyperbolic equation have already been given in the last section. To derive the joint invariants

we first obtain the infinitesimal generator of equivalence transformations for independent variables

and then transform this infinitesimal generator in terms of the Laplace invariants. This resulting

generator gives the joint invariants of the hyperbolic PDE in terms of the Laplace invariants and

their derivatives.

First, consider an infinitesimal generator of the form

U = ξ1 ∂

∂t
+ ξ2 ∂

∂z
+ α

∂

∂A
+ β

∂

∂B
+ γ

∂

∂C
, (1.108)
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where ξ1 and ξ2 depend on t, z, u and α, β and γ are functions of t, z, u, A, B and C. The generator

corresponds to the equivalence transformations of the independent variables

t = φ(t, z), z = ψ(t, z). (1.109)

In order to calculate the functions ξ1, ξ2, α, β and γ, we invoke the infinitesimal criteria

U(2) (utz + A(t, z)ut + B(t, z)uz + C(t, z)u) |(1.84) = 0. (1.110)

The second prolongation of the generator U (1.108) is given by

U(2) = ξ1 ∂

∂t
+ ξ2 ∂

∂z
+ α

∂

∂A
+ β

∂

∂B
+ γ

∂

∂C
+ ζt

∂

∂ut
+ ζz

∂

∂uz
+ ζtz

∂

∂utz
, (1.111)

where

ζt = −utξ
1
t − u2

t ξ
1
u − uzξ

2
t − utuzξ

2
u,

ζz = −utξ
1
z − utuzξ

1
u − uzξ

2
z − u2

zξ
2
u,

ζtz = −utξ
1
tz − utuzξ

1
tu − uzξ

2
tz − u2

zξ
2
tu − u2

t ξ
1
zu − u2

t uzξ
1
uu − utuzξ

2
zu − u1u

2
zξ

2
uu − uttξ

1
z

− uttuzξ
1
u − 2utzutξ

1
u − utzξ

2
z − 2utzuzξ

2
u − utzξ

1
t − uzzξ

2
t − uzzutξ

2
u.

(1.112)

The infinitesimal criteria give

ξ1 = φ(t), ξ2 = ψ(z), α = −Aψz, β = −Bφt, γ = −(Cφt + Cψz), (1.113)

where φ(t) and ψ(z) are arbitrary functions of their arguments.

As the Laplace invariants are h = At + AB − C, k = BZ + AB − C. So to write the generator

in the bases of these invariants we seek a generator as

U = φ(t)
∂

∂t
+ ψ(z)

∂

∂z
−Aψz

∂

∂A
−Bψt

∂

∂B
− (Cφt + Cψz)

∂

∂C
+ αt

∂

∂At
+ βz

∂

∂Bz
. (1.114)

Here, αt and βz can be calculated as

αt = Dt(α)−AtDtξ
1(t)−AzDtξ

2(z),

βz = Dz(β)−BtDzξ
1(t)−BzDzξ

2(z),
(1.115)

where Dt and Dz are the total differentiation operator given by

Dt = ∂t + At∂A + Att∂At + Atz∂Az + · · ·+ Bt∂B

+ Btt∂Bt + Btz∂Bz + · · ·+ Ct∂C + Ctt∂Ct + Ctz∂Cz + · · · ,

Dz = ∂z + Az∂A + Atz∂At + Azz∂Az + · · ·+ Bz∂B

+ Btz∂Bt + Bzz∂Bz + · · ·+ Cz∂C + Ctz∂Ct + Cz∂Cz + · · · .

(1.116)
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By utilizing (1.116) in (1.115), we have

αt = −At(φt + ψz),

βz = −Bz(φt + ψz).
(1.117)

The generator can be transformed (1.114) in the space of the h and k by using

U = (Uh)
∂

∂h
+ (Uk)

∂

∂k
, (1.118)

where the action of the generator U on h and k is

Uh = −h(φt + ψz), Uk = −k(φt + ψz). (1.119)

Therefore, the generator (1.118) becomes

U = −h(φt + ψz)
∂

∂h
− k(φt + ψz)

∂

∂k
. (1.120)

Now, we calculate the joint invariants using the infinitesimal generator (1.120). To find the invariants

J(h, k), the infinitesimal test UJ = 0 gives

h
∂J
∂h

+ k
∂J
∂k

= 0. (1.121)

The solution J of this equation gives the joint invariant p = k/h. The Laplace invariants, derived

by Euler and then by Laplace, are invariants only under the equivalence transformations of the

dependent variables but the invariant p was derived by Ovsiannikov, using a different approach,

which is invariant under the equivalence transformation of both the dependent and independent

variables.

In order to calculate the joint invariant of second order J(h, k, ht, kt, hz, kz), the infinitesimal

generator (1.120) has to be extended up to first order, which is given as

U = −h(φt + ψz)
∂

∂h
− k(φt + ψz)

∂

∂k
+ µt

∂

∂ht
+ νt

∂

∂kt
+ µz

∂

∂hz
+ νz

∂

∂kz
. (1.122)

Here, µt, νt, µz and νz can be calculated as

µt = Dt(−h(αt + βz))− htDtφ− hzDtψ,

νt = Dt(−k(αt + βz))− ktDtφ− kzDtψ,

µz = Dz(−h(αt + βz))− htDzφ− hzDzψ,

νz = Dz(−k(αt + βz))− ktDzφ− kzDzψ,

(1.123)



33

where the total derivative operators are

Dt = ∂t + ht∂h + htt∂ht + htz∂hz + · · ·+ kt∂k + ktt∂kt + ktz∂kz + · · · ,

Dz = ∂z + hz∂h + htz∂ht + hzz∂hz + · · ·+ kz∂k + ktz∂kt + kzz∂kz + · · · .
(1.124)

The first order generator (1.122) becomes

U =− h(φt + ψz)
∂

∂h
− k(φt + ψz)

∂

∂k
− (hφtt + 2htφt + htψz)

∂

∂ht

− (kφtt + 2ktφt + ktψz)
∂

∂kt
− (hxφt + hψzz + 2hzψz)

∂

∂hz

− (kxφt + kψzz + 2hxψz)
∂

∂kz
.

(1.125)

The infinitesimal criteria UJ(h, k, ht, kt, hz, kz) = 0, gives the following system of DEs

k
∂J
∂kz

+ h
∂J
∂hz

= 0, k
∂J
∂kt

+ h
∂J
∂ht

= 0,

2kz
∂J
∂kz

+ kt
∂J
∂kt

+ 2hz
∂J
∂hz

+ ht
∂J
∂ht

+ k
∂J
∂k

+ h
∂J
∂h

= 0,

kz
∂J
∂kz

+ 2kt
∂J
∂kt

+ hz
∂J
∂hz

+ 2ht
∂J
∂ht

+ k
∂J
∂k

+ h
∂J
∂h

= 0.

(1.126)

The solution of the above system of PDEs can be obtained, using the theory of linear homogeneous

PDEs, as

J = Ψ(p, J1
2 ),

where Ψ is an arbitrary function, p is Ovsiannikov invariant and J1
2 is a joint invariant of second

order given as

J1
2 =

(kzh− hzk)(kth− htk)
h5

=
1
h

pzpt. (1.127)

Similarly, we can derive the joint invariant of third order J(h, k, ht, kt, hz, kz, htt, ktt, htz, ktz, hzz, kzz),

using the infinitesimal generator of second order given as

U =− h(φt + ψz)
∂

∂h
− k(φt + ψz)

∂

∂k
+ µt

∂

∂ht
+ νt

∂

∂kt
+ µz

∂

∂hz
+ νz

∂

∂kz

+ µtt
∂

∂htt
+ νtt

∂

∂ktt
+ µtz

∂

∂htz
+ νtz

∂

∂ktz
+ µzz

∂

∂hzz
+ νzz

∂

∂kzz
,

(1.128)

where

µtt = −(httψz + 3httφt + 3htφtt + hφttt),

νtt = −(kttψz + 3kttφt + 3ktφtt + kφttt),

µtz = −(2htzψz + htψzz + 2htzφt + hzφtt),

νtz = −(2ktzψz + ktψzz + 2ktzφt + kzφtt),

µzz = −(3hzzψz + 3hzψzz + hψzzz + hzzφt),

νzz = −(3kzzψz + 3kzψzz + kψzzz + kzzφt).

(1.129)
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Now, the infinitesimal criteria UJ(h, k, ht, kt, hz, kz, htt, ktt, htz, ktz, hzz, kzz) = 0, after separating

the coefficients of the derivatives φ and ψ, yield the following system of linear homogeneous PDEs

h
∂J

∂htt
+ k

∂J
∂ktt

= 0, h
∂J

∂hzz
+ k

∂J
∂kzz

= 0,

h
∂J
∂hz

+ k
∂J
∂kz

+ ht
∂J

∂htz
+ 3hx

∂J
∂hzz

+ kt
∂J

∂ktz
+ 3kz

∂J
∂kzz

= 0,

h
∂J
∂ht

+ k
∂J
∂kt

+ 3ht
∂J

∂htt
+ hz

∂J
∂htz

+ 3kt
∂J
∂ktt

+ kz
∂J

∂ktz
= 0,

h
∂J
∂h

+ k
∂J
∂k

+ 2ht
∂J
∂ht

+ hx
∂J
∂hz

+ 2kt
∂J
∂kt

+ kx
∂J
∂kz

+ 3htt
∂J

∂htt

+ 2htz
∂J

∂htz
+ hzz

∂J
∂hzz

+ 3ktt
∂J
∂ktt

+ 2ktz
∂J

∂ktz
+ kzz

∂J
∂kzz

= 0,

(1.130)

h
∂J
∂h

+ k
∂J
∂k

+ ht
∂J
∂ht

+ 2hz
∂J
∂hz

+ kt
∂J
∂kt

+ 2kz
∂J
∂kz

+ htt
∂J

∂htt

+ 2htz
∂J

∂htz
+ 3hzz

∂J
∂hzz

+ ktt
∂J
∂ktt

+ 2ktz
∂J

∂ktz
+ 3kzz

∂J
∂kzz

= 0.

(1.131)

By application of the theory of linear homogeneous PDEs, solutions of linear PDEs (1.130), using

an arbitrary function Ψ, can be written as

J = Ψ(p, J1
2 , J1

3 , J2
3 , J3

3 , J4
3 ), (1.132)

where

J1
3 =

1
h3

(ktzh + htzk − kthx − kzht),

J2
3 =

1
h9

(kzh− hzk)2(3kthth− 3h2
t k − ktth

2 + httkh),

J3
3 =

1
h9

(kth− htk)2(3kzhzh− 3h2
zk − kzzh

2 + hzzkh),

J4
3 =

k

h4
(htzh− hzht),

(1.133)

and p and J1
2 are already given. Here h and k are not equal to zero. If h or k is zero then the

hyperbolic PDEs (1.84) can be factorized. The joint invariant J4
3 can be written as the product of

the Ovsiannikov invariants p = k/h and q = (∂t∂z ln h)/h as

J4
3 = pq =

k

h

(∂t∂z ln h)
h

.

1.7 Invariant Differentiation and Bases of Invariants

In this section, we discuss invariant differentiation and bases of invariants. The operator of invariant

differentiation gives differential invariants of higher order from the lower order differential invariants
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by the application of the invariant differentiation. The bases of invariants give the maximum number

of independent invariants, such that all other invariant can be obtained from these invariants using

invariant differentiation. Bases of invariants enable one to completely classify the family of DEs.

Definition 1.7.1. (Invariant Differentiation) The operator Ũ which transforms a differential

invariant J of a group G̃ into another differential invariant ŨJ is called the operator of invariant

differentiation of the group G̃.

Theorem 1.7.2. The set of all operators of invariant differentiation of the group G̃ is a Lie algebra

over the field of invariants of this group.

For the hyperbolic PDE (1.84), the operators of invariant differentiation [86] are to be found in

the form

D = λ1Dt + λ2Dz, (1.134)

where Dt and Dz are the total differentiation operators and λ1 and λ2 are functions of the Laplace

invariants and their derivatives. For infinitesimal generator of first order (1.125), the formula for the

operator of invariant differentiation, Ũ = U +D(φ∂λ1 + ψ∂λ2)

Ũ =− h(φt + ψz)
∂

∂h
− k(φt + ψz)

∂

∂k
− (hφtt + 2htφt + htψz)

∂

∂ht

− (kφtt + 2ktφt + ktψz)
∂

∂kt
− (hxφt + hψzz + 2hzψz)

∂

∂hz

− (kxφt + kψzz + 2hxψz)
∂

∂kz
+ λ1φt

∂

∂λ1
+ λ2ψz

∂

∂λ2
.

(1.135)

To calculate λ1 and λ2, consider the infinitesimal criteria ŨJ(h, k, ht, kt, hz, kz; λ1, λ2) = 0. Since

φ and ψ are arbitrary functions so by equating the coefficients of the derivatives of the φ and ψ,

infinitesimal criteria gives the following system of homogeneous linear PDEs,

k
∂J
∂kz

+ h
∂J
∂hz

= 0, k
∂J
∂kt

+ h
∂J
∂ht

= 0,

kz
∂J
∂kz

+ 2kt
∂J
∂kt

+ hz
∂J
∂hz

+ 2ht
∂J
∂ht

+ k
∂J
∂k

+ h
∂J
∂h

− λ1
∂J
∂λ1

= 0,

2kz
∂J
∂kz

+ kt
∂J
∂kt

+ 2hz
∂J
∂hz

+ ht
∂J
∂ht

+ k
∂J
∂k

+ h
∂J
∂h

− λ2
∂J
∂λ2

= 0.

(1.136)

Using the theory of linear homogeneous PDEs, solutions of the above system can be given as

J = Ψ(p, J1
2 , c1, c2), (1.137)

where c1 and c2 are

c1 = λ1λ2h, c2 =
λ2

h2
(kzh− hzk). (1.138)
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This yields the values of the functions λ1 and λ2 as

λ1 =
kzh− hzk

h3
c3, λ2 =

h2

kzh− hzk
c2 (1.139)

for some constant c3. We can obtain two independent operators

Ũ1 =
kzh− hzk

h3
Dt, (1.140)

for c3 = 0, c2 = 1 and

Ũ2 =
h2

kzh− hzk
Dz, (1.141)

for c2 = 0, c3 = 1. One can calculate the joint differential invariant J1
2 by applying the invariant

differential operator Ũ1 on p, i.e., Ũ1p = J1
2 and similarly Ũ2p = 1 means no new invariant is

obtained and J1
2 can found from p by the operator Ũ1. Hence, one has a basis of joint invariants

{q, p, J1
3 , J2

3 , J3
3}. (1.142)

Theorem 1.7.3. The set of joint differential invariants (1.142) form bases of joint invariants for the

linear hyperbolic PDE (1.84). It is a complete set of joint invariants and any other joint invariant

can be constructed from these joint invariants and their invariant derivatives [54].



Chapter 2

The Noether Symmetries of

Area-Minimizing Lagrangian

Sophus Lie developed infinitesimal methods to find the Lie point symmetries and introduced methods

to use these symmetries to reduce the order of the DEs or the number of variables in the case of

PDEs and for the linearization of non-linear DEs [12, 41, 94]. In the theory of integration of DEs,

Lie symmetries play a decisive role to determine whether the given DEs are integrable. Lie derived

linearization criteria for a scalar second order ODE and showed that all linearizable second order

ODEs have eight Lie point symmetries. There is only one equivalence class of linearizable equations

for second order ODEs but for ODEs of order n ≥ 3, it has been proved that there are three

linearizable classes, i.e., the ODEs having n + 1, n + 2 or n + 4 Lie point symmetries can be

linearized [72]. However, for a systems of n second order ODEs it was shown that there are (n + 3)

linearizable classes [103].

In 1918, Emmy Noether proved that if a variational principle is admitted by a system of DEs then

the extremal of the action gives a system of EL-equations. The symmetry of the variational principle

is called a Noether symmetry. The Noether symmetry is also a Lie symmetry of the EL-equation.

Indeed, the Lie algebra of the Noether symmetries is a subalgebra of the Lie algebra of the Lie

symmetries of the EL-equations. Noether symmetries are more important than the Lie symmetries

as these symmetries give double reduction of the DEs and provide conserved quantities [3, 30].

As the differential equations “live” on manifolds, it is natural to search for the connection be-

tween symmetries of differential equations and those of geometry. The first such attempt looked for

the connection through the system of geodesic equations [6,31], some connections between Noether

37
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symmetries and isometries have been found in the context of general relativity [13–15]. There are

some errors in [14] and [15] is incomplete (as regards all Noether symmetries under discussion the

corrected list was given in [39, 40]). Recently the relation of both the Lie and Noether symmetries

of the geodesic for a general Riemannian manifold has been given [98] . The geodesic equations

are the EL-equations for the arc-length minimizing action. Their symmetries and the corresponding

geodesic equations are known for maximally and non-maximally symmetric spaces. A connection was

obtained between isometries (the symmetries of the geometry) and Lie symmetries of the geodesic

equations of the underlying space [31], which leads to the geometric linearization for ordinary dif-

ferential equations (ODEs) [46,74,88]. An additional benefit of this approach is that one can obtain

the solution of the linearized equations by the transformation to the metric tensor coordinates given

by the geodesic equations from Cartesian coordinates. In searching for an extension of the geometric

methods to PDEs, a relation between isometries and Noether symmetries for the area minimizing

Lagrangian has been found. Here, it is proved that the Lie algebra of the symmetries for the area

minimizing Lagrangian in an n-dimensional Euclidean space is so(n) ⊕s Rn (where ⊕s denotes the

semi-direct sum) and in a space of constant curvature is so(n). It is also derived that if the space

has one section of constant curvature of dimension n1, another of n2, etc. to nk, and one of zero

curvature of dimension m and n ≥ ∑k
j=1 nj + m, so that some of the sections have no symmetry,

then the Lie algebra of Noether symmetries is A = ⊕k
j=1so(nj + 1) ⊕ (so(m) ⊕s Rm). Here for the

non-compact space this has to be taken in the sense of being cut at a fixed boundary that respects

the symmetry of the space and is not a volume enclosing hypersurface otherwise.

In the subsequent sections of this chapter we present the symmetries of the area-minimizing

Lagrangian for maximally and non-maximally symmetric spaces. In the last section, the symmetries

for the less symmetric spaces are given.

2.1 Symmetries for Flat Spaces

Two Area Minimization: The flat space metric in spherical coordinates is

ds2 = dr2 + r2dθ2 + r2 sin2 θdφ2.

Let the enclosing surface be r = r(θ, φ). The 2-area is then given by [93]

A(S) =
∫

(r4 sin2 θ + r2 sin2 θr2
,θ + r2r2

,φ)
1
2 dθdφ,
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and the variational principle for the action (6.1) becomes

δ

∫ [
Σ + λ

r3 sin θ

3

]
dθdφ = 0,

where

Σ = (r4 sin2 θ + r2 sin2 θr2
,θ + r2r2

,φ)
1
2 .

Thus the Lagrangian is

L = (r4 sin2 θ + r2 sin2 θr2
,θ + r2r2

,φ)
1
2 + λ

r3 sin θ

3
. (2.1)

The Noether symmetry condition (1.62) results the following system of linear PDEs.

rξθ cos θ + 2η sin θ + r sin θ(ξθ
,θ + ξφ

,φ) = 0, η,θ + r2ξθ
,r = 0,

rξθ cos θ + η sin θ + r(η,r + ξφ
,φ) sin θ = 0, η,φ + r2 sin2 θξφ

,r = 0,

Aθ
,θ + Aφ

,φ − λ

[
ξθr3

3
cos θ + ηr sin θ +

r3

3
sin θ(ξθ

,θ + ξφ
,φ)

]
= 0,

η + r(η,r + ξθ
,θ) = 0, sin2 θξφ

,θ + ξθ
,φ = 0,

Aθ
,r −

λr3

3
ξθ
,r = 0, Aφ

,r −
λr3

3
ξφ
,r = 0.

This system gives us the following six symmetries

X1 = sin φ
∂

∂θ
+ cos φ cot θ

∂

∂φ
, X2 = cosφ

∂

∂θ
− sinφ cot θ

∂

∂φ
,

X3 =
∂

∂φ
, X4 =

cos θ sinφ

r

∂

∂θ
+

cosφ

r sin θ

∂

∂φ
+ sin θ sinφ

∂

∂r
,

X5 =
cos θ cosφ

r

∂

∂θ
− sinφ

r sin θ

∂

∂φ
+ sin θ cosφ

∂

∂r
, X6 =

sin θ

r

∂

∂θ
− cos θ

∂

∂r
.

The corresponding Lie algebra of the Noether symmetries is so(3)⊕s R3, where ⊕s is the semi-

direct sum, so(3) = 〈X1,X2,X3〉, R3 = 〈X4,X5,X6〉, and

A1 =
λr2

6
[− cos θ sin θ sinφ,− cosφ] , A2 =

λr2

6
[− sin θ cos θ cosφ, sinφ] ,

A3 = −λr2

6
[
sin2 θ, 0

]
,

are the non-zero vector gauge functions corresponding to the translations (R3).

Three Area Minimization: Following the same procedure for a 3-area enclosing a constant 4-

volume in hyperspherical coordinates, the Lagrangian is

L = (r6 sinχ4 sin2 θ + r4r2
,χ sinχ4 sin θ2 + r4r2

,θ sinχ2 sin θ2 + r4r2
,φ sinχ2)

1
2 + λ

r4 sinχ2 sin θ

4
.
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The Lie algebra of the Noether symmetries of this Lagrangian is so(4)⊕s R4 and

A1 =
λr3

12
[
sin2 χ cosχ sin2 θ cosφ, sinχ sin θ cos θ cosφ,− sinχ sinφ

]
,

A2 = −λr3

12
[
sin2 χ cosχ sin2 θ sinφ, sinχ sin θ cos θ sinφ, sinχ cosφ

]
,

A3 =
λr3

12
[− sin2 χ cosχ sin θ cos θ, sinχ sin2 θ, 0

]
, A4 =

λr3

12
[− sin3 χ sin θ, 0, 0

]
,

are the non-zero vector gauge functions corresponding to the translations (R4).

Four Area Minimization: Extending to the 4-area enclosing a constant 5-volume the Lagrangian

is

L =(r8 sin6 ψ sin4 χ sin2 θ + r6r2
,ψ sin6 ψ sin4 χ sin2 θ + r6r2

,χ sin4 ψ sin4 χ sin2 θ+

r6r2
,θ sinψ4 sin2 χ sin2 θ + r6r,φ sin4 ψ sin2 χ)

1
2 + λ

1
5
r5 sin3 ψ sin2 χ sin θ.

The Lie algebra of the Noether symmetries for this Lagrangian is so(5)⊕s R5 and

A1 =
λr4

20
[
sin3 ψ cosψ sin3 χ sin2 θ cosφ, cosχ cosφ sin2 χ sin2 ψ sin2 θ,

sin2 ψ sinχ sin θ cos θ cosφ, − sinχ sinφ sin2 ψ
]
,

A2 = −λr4

20
[
sin3 χ sin3 ψ cosψ sinφ sin2 θ, sinφ cosχ sin2 ψ sin2 χ sin2 θ,

sin2 ψ sinχ sin θ cos θ sinφ, sinχ cosφ sin2 ψ
]
,

A3 =
λr4

20
[− sin3 χ sin3 ψ cos θ sin θ cosψ, − cos θ sin θ cosχ sin2 χ sin2 ψ, sin2 ψ sinχ sin2 θ, 0

]
,

A4 =
λr4

20
[− sin3 ψ cosψ cosχ sin2 χ sin θ, sin3 χ sin θ sin2 ψ, 0, 0

]
,

A5 =
λr4

20
[− sin4 ψ sin2 χ sin θ, 0, 0, 0

]
,

are the non-zero vector gauge functions corresponding to the translations (R5).

We can now prove the results generalized to (m− 1)-area minimization for a constant m-volume

in a flat space by using a method of reduction and induction as done earlier for the connection

between geometry and Lie symmetries [31].

Theorem 2.1.1. The Lagrangian for minimizing the (m−1)-area enclosing a constant m-volume in

a Euclidian space, has a Lie algebra of Noether symmetries identical with the Lie algebra of isometries

of the Euclidean space, so(m)⊕sR(m), with the non-zero vector gauge functions corresponding to the

translations.
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Proof. The Lie algebra of Noether symmetries of the Lagrangian that minimizes the 2-area enclosing

a 3-volume in Euclidean space; 3-area enclosing a 4-volume; and the 4-area enclosing a 5-volume in

Euclidean space are so(3)⊕sR3; so(4)⊕sR4; and so(5)⊕sR5 respectively. Now, suppose that the Lie

algebra of Noether symmetries of the Lagrangian that minimizes an (n−1)-area enclosing a constant

n-volume in Euclidean space is so(n)⊕s Rn. The Lagrangian for minimizing the n-area enclosing a

constant (n+1)-volume in Euclidean space contains a subset of Noether symmetries identical to the

isometries of Sn, i.e. so(n+1). In the Euclidean space, Sn minimizes the n-area enclosing a constant

(n+1)-volume. For the full set of Lie algebra, first reduce the n-area to an (n−1)-area and (n+1)-

volume to an n-volume. The Lagrangian minimizing the n-area enclosing a constant (n+1)-volume

reduces to the Lagrangian which minimizes the (n − 1)-area enclosing a constant n-volume in the

Euclidean space. The corresponding Lie algebra is so(n)⊕sRn (the Lagrangian which minimizes the

4-area enclosing 5-volume can be transformed to the Lagrangian which minimizes 3-area enclosing

4-volume). Now working in reverse, from the Lagrangian minimizing an (n − 1)-area enclosing a

constant n-volume to the Lagrangian minimizing the n-area enclosing a constant (n + 1)-volume

it takes n more generators of rotation and one generator of translation from the previous one, i.e.

(n + 1) more generators. Thus the Lie algebra of the Noether symmetries of the Lagrangian which

minimizes (m− 1)-area enclosing a constant m-volume in the Euclidean space is identical to the Lie

algebra of isometries of the Euclidean space, i.e. so(m)⊕s R(m). ¤

2.2 Symmetries for Curved Spaces

Two Area Minimization: The metric for a three dimensional curved space is

ds2 = dχ2 + sinh2 χdθ2 + sinh2 χ sin2 θdφ2. (2.2)

Using the variational principle (6.1) for minimizing two area, we obtain the Lagrangian

L = Σ1 + λ
1
2
(sinhχ coshχ− χ) sin θ, (2.3)

where

Σ1 = (sinh4 χ sin2 θ + χ2
,θ sinh2 χ sin2 θ + χ2

,φ sinh2 χ)
1
2 .

The Lie algebra of the Noether symmetries of the Lagrangian is so(3). Notice that there is no

translational symmetry arising here.
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Three Area Minimization: The metric for four dimensional curved space is

ds2 = dψ2 + sinh2 ψdχ2 + sinh2 ψ sin2 χdθ2 + sinh2 ψ sin2 χ sin2 θdφ2. (2.4)

The Lagrangian for minimizing three area is

L = Σ2 + λ
1
3
(sinh2 ψ coshψ − 2 coshψ) sin2 χ sin θ, (2.5)

where

Σ2 = (sinh6 ψ sin4 χ sin2 θ + sinh4 ψψ2
,χ sin4 χ sin2 θ + sinh4 ψψ2

,θ sin2 χ sin2 θ + sinh4 ψψ2
,φ sin2 χ)

1
2 .

The Lie algebra of the Noether symmetries of the Lagrangian is so(4), there is no translation in this

case.

For spaces of constant nonzero curvature we present the following theorem.

Theorem 2.2.1. The Lie algebra of Noether symmetries for the Lagrangian for minimizing the

(m− 1)-area keeping a constant m-volume in a space of non-zero constant curvature is so(m).

Proof. The proof of this theorem can be provided by arguments similar to those in theorem (1). ¤

These two theorems provide the Noether symmetries of the area minimizing Lagrangian for

maximally symmetric spaces (constant curvature and zero curvature). Notice that when we go

to spaces of constant curvature from spaces of zero curvature we lose m symmetries of the area

minimizing Lagrangian. In the case of zero curvature m symmetries (translational symmetries)

come out only with particular non-zero vector gauge functions, while the remaining symmetries

(rotational symmetries) have a zero gauge function. In the case of non-zero curvature there is

no translational symmetry and we have only rotational symmetries corresponding to a zero gauge

function.

2.3 Symmetries for Spaces having Flat Section

Three Area Minimization in one Dimensional Flat and Three-Dimensional Curved

Space: The metric for a four dimensional space having one dimensional flat section is

ds2 = dψ2 + dχ2 + sinh2 χdθ2 + sinh2 χ sin2 θdφ2. (2.6)
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Following the same procedure the three area minimizing Lagrangian is

L = Σ3 + λψ sinh2 χ sin θ, (2.7)

where

Σ3 = (sinh4 χ sin2 θ + ψ2
,χ sinh4 χ sin2 θ + ψ2

,θ sinh2 χ sin2 θ + ψ2
,φ sinh2 χ)

1
2 .

The Lie algebra of the Noether symmetries of this Lagrangian is so(4)⊕R1 and R1 corresponds

to the vector gauge function, A = λ(0, 0, φ sinh2 χ sin θ).

Four Area Minimization in Two Dimensional Flat and Three-Dimensional Curved Space:

The metric for a five-dimensional flat space having two-dimensional flat section is

ds2 = dr2 + r2dχ2 + dψ2 + sinh2 ψdθ2 + sinh2 ψ sin2 θdφ2. (2.8)

Thus the Lagrangian for four area minimization is

L =(r2 sinh4 ψ sin2 θ + r2
,χ sinh4 ψ sin2 θ + r2r2

,ψ sinh4 ψ sin2 θ

+ r2r2
,θ sinh2 ψ sin2 θ + r2r2

,φ sinh2 ψ)
1
2 + λ

1
2
r2 sinh2 ψ sin θ.

The Lie algebra of Noether symmetries for this Lagrangian is so(4) ⊕ (so(2) ⊕s R2), where R2

corresponds to the vector gauge function

A1 =
λr

2
[− sin θ cosχ sinh2 ψ, 0, 0, 0

]
,

A2 =
λr

2
[− sin θ sinχ sinh2 ψ, 0, 0, 0

]
.

2.4 Symmetries for the Less Symmetric Spaces

The metric for spheroid which is a less symmetric surface of positive curvature is

ds2 = (a2 cos2 θ + b2 sin2 θ)dθ2 + a2 sin2 θdφ2, (2.9)

and the Lagrangian is

L =
(a2 − a2θ2

,φ + b2θ2
,φ) sin θ cos θ

(a2 cos2 θθ2
,φ + b2 sin2 θθ2

,φ + a2 sin2 θ)
1
2

+ λa sin θ(a2 cos2 θ + b2 sin2 θ)
1
2 . (2.10)

This Lagrangian has only one symmetry, i.e. ∂
∂φ .
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The metric for the ellipsoid is

ds2 =(a2 cos2 θ cos2 φ + b2 cos2 θ sin2 φ + c2 sin2 θ)dθ2 + 2(b2 − a2) sin θ cos θ sinφ cosφdθdφ

+ (a2 sin2 θ sin2 φ + b2 sin2 θ cos2 φ)dφ2,
(2.11)

and the Lagrangian is

L =
1
Σ4

[sin θ cos θ(c2 − a2 cos2 φ− b2 sin2 φ)θ2
,φ + sin φ cosφ(cos2 θ − sin2 θ)

(b2 − a2)θ,φ + sin θ cos θ(b2 cos2 φ + a2 sin2 φ)] + λ(a2b2 sin2 θ cos2 θ+

a2c2 sin4 θ sin2 φ + b2c2 sin4 θ cos2 φ)
1
2 ,

(2.12)

where

Σ4 =
(
a2 (cos θ cosφθ,φ − sin θ sinφ)2 + b2 (cos θ sinφθ,φ + sin θ cosφ)2 + c2θ2

,φ sin2 θ
) 1

2
.

This Lagrangian admits no symmetry.

We can now generalize the results for spaces having sections of different constant curvatures

using the geometric method as done in [88].

Theorem 2.4.1. The Lie algebra of the Noether symmetries for the Lagrangian which minimizes an

(n−1)-area enclosing a constant n-volume, in a space which has one section of constant curvature of

dimension n1, another of n2, etc. up to nk and a flat section of dimension m and n ≥ ∑k
j=1 nj + m

(as some of the sections may have no symmetry), is ⊕k
j=1so(nj + 1)⊕ (so(m)⊕s Rm).

Proof. First consider a manifold N of dimension n containing a maximal m-dimensional flat section

M such that N = M ⊕ M⊥. Now the orthogonal subspace M⊥, has no flat section, but can be

further broken into sections of constant curvature of dimension n1, n2, ... up to nk and possibly a

remnant section with no symmetry. For this manifold we have an n-volume in the space having an

m-dimensional flat section and one section of constant curvature of dimension n1, another of n2, etc.

up to nk. We minimize the (n−1)-area in a subspace having an (m−1)-dimensional flat section and

the sections of constant curvature remaining unchanged. The Lie algebra of Noether symmetries of

the (m−1)-area minimizing Lagrangian in flat space is so(m)⊕sRm. In the manifold M⊥ each section

retains its Lie algebra of Noether symmetries. Thus the full Lie algebra of Noether symmetries, in

this case, is the direct sum of all these Lie algebras, i.e. A = ⊕k
j=1so(nj + 1)⊕ (so(m)⊕s Rm).

If, instead there is no reduction of dimension of the flat section, but one constant curvature

section reduces by one dimension, say nj → nj − 1, the Lie algebra of the other sections remains

unchanged while that of the reduced section now becomes so(nj). Now consider the case that there is
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only a one dimensional flat section, i.e. m = 1, and (n−1)-dimensional section of constant curvature.

We have an n volume in a space having a one dimensional flat section and an (n − 1)-dimensional

section of constant curvature. We minimize the (n − 1)-area in a subspace of constant curvature

keeping a constant n-volume. Then the Lie algebra of Noether symmetries is so(n)⊕ (so(1)⊕s R1),

i.e. so(n)⊕ R1 ( as so(1) is the identity).

By increasing the dimension of the flat section by one, as in theorem 1, the algebra for it

becomes so(m + 1)⊕s Rm+1. Similarly, increasing the dimension of one constant curvature section

by 1, nj → nj+1, the Lie algebra of that section becomes so(nj + 2) while the other sections retain

their Lie algebras.

Thus reduction and induction show that the formula continues to hold. This completes the proof.

¤

In this chapter we have dealt with the Noether symmetries of the (n − 1)-area minimizing

Lagrangian keeping a constant n-volume for the maximally and non-maximally symmetric spaces.

For spaces of maximal symmetry, the Lie algebra of the Noether symmetries is so(n) ⊕s Rn in

an n-dimensional flat space and so(n) in an n-dimensional space of constant curvature. For an

n-dimensional space of constant curvature, the area minimizing Lagrangian has n(n−1)
2 rotational

symmetries with a zero gauge function and for the zero curvature there are n translational symmetries

with specific non-zero vector gauge functions, along with n(n−1)
2 rotational symmetries with zero

gauge function.

The third theorem provides the Neother symmetries for the area minimizing Lagrangian in non-

maximally symmetric spaces. In this case we have a space consisting of sections of different constant

curvatures, one section of zero curvature and possibly a section with no symmetry. The Lie algebra of

Noether symmetries is then the direct sum of the Lie algebras of Noether symmetries of each section.

If the space has a flat section of only one-dimension the Lie algebra becomes ⊕k
j=1so(nj + 1)⊕ R1.



Chapter 3

Invariants for Systems of Linear

Hyperbolic Equations by Complex

Methods

Differential invariants are extremely useful tools for transforming differential equations into inte-

grable forms. In his fundamental memoir dedicated to the integration of the linear PDEs Laplace [57]

derived two semi-invariants, known as the Laplace invariants, for linear hyperbolic PDEs. Laplace

invariants remain conserved under the linear change of the dependent variables which maps the

linear hyperbolic PDEs into themselves. Euler also proved that the solution of hyperbolic PDEs can

be obtain by solving two first order ODEs if and only if one of the Laplace invariants is zero. Later,

in 1773 Laplace extended Euler’s method for cases when both the Laplace invariant are different

from zero, which is known as cascade method. In 1911, Louise Petrén extended the Laplace methods

and invariants for higher order DEs. Laplace-type and joint invariants for a system of two linear

hyperbolic equations were derived in [99]. The approach of complex symmetry analysis (CSA), was

utilized to derive Laplace-type invariants for a subclass of a system of two linear hyperbolic equations

obtained from a complex linear hyperbolic equation [79].

In this chapter we first present semi-invariants and joint invariants for a subsystem of the general

system of linear hyperbolic PDEs that is obtainable from a base complex hyperbolic PDE by real Lie

infinitesimal approach. Then for such systems, semi-invariants and joint invariants are derived by

splitting the complex semi-invariants and joint invariants of the base complex equation into real and

imaginary parts. A comparison of all the invariant quantities derived by complex and real methods

46
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is presented here which shows that the complex procedure provides a few invariants different from

those extracted by real symmetry analysis for a system of two linear hyperbolic PDEs.

3.1 Invariants of a system of two hyperbolic equations by real pro-

cedure

In this section, semi-invariants for both dependent and independent variables are first presented for

a subsystem of two hyperbolic PDEs. Then we shall calculate joint invariants for such a system of

equations. The scalar complex hyperbolic equation

wtx + α(t, x)wt + β(t, x)wx + γ(t, x)w = 0, (3.1)

gives the following two hyperbolic equations

utx + α1(t, x)ut − α2(t, x)vt + β1(t, x)ux − β2(t, x)vx + γ1(t, x)u− γ2(t, x)v = 0,

vtx + α2(t, x)ut + α1(t, x)vt + β2(t, x)ux + β1(t, x)vx + γ2(t, x)u + γ1(t, x)v = 0, (3.2)

for α = α1 + iα2, β = β1 + iβ2, γ = γ1 + iγ2 and w = u + iv. The above system of hyperbolic PDEs

is a subclass of the general system of hyperbolic PDEs

utx + a1(t, x)ut + a2(t, x)vt + b1(t, x)ux + b2(t, x)vx + c1(t, x)u + c2(t, x)v = 0,

vtx + a3(t, x)ut + a4(t, x)vt + b3(t, x)ux + b4(t, x)vx + c3(t, x)u + c4(t, x)v = 0. (3.3)

Invariants of a system of two linear hyperbolic PDEs (3.3) had already been determined by using

the infinitesimal method [99]. The derivation of these invariants starts with the determination of the

most general group of the equivalence transformations that maps the system of two linear hyperbolic

equations to itself with, in general, different coefficients. It requires the application of the generator

Z = ξ1∂t + ξ2∂x + η1∂u + η2∂v + η1
t ∂ut + η1

x∂ux + η2
t ∂vt + η2

x∂vx + η1
tx∂utx + η2

tx∂vtx

+µ11∂a1 + µ12∂a2 + µ13∂a3 + µ14∂a4 + µ21∂b1 + µ22∂b2 + µ23∂b3 + µ24∂b4

+µ31∂c1 + µ32∂c2 + µ33∂c3 + µ34∂c4 ,

(3.4)

on both the equations of the system (3.3), here ξκ, ηκ are functions of (t, x, u, v), where κ = 1, 2, and

µ1λ, µ2λ, µ3λ for λ = 1, 2, 3, 4, are functions of (t, x, u, v, aλ, bλ, cλ). This procedure yields the most

general group of equivalence transformations of the dependent and independent variables. Using

the generators associated with these infinitesimal transformations the invariants of (3.3) had been

derived [99].
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The invariants associated with the subclass (3.2) of the system of hyperbolic equations (3.3)

are determined in the remaining part of this section. The system of two hyperbolic PDEs (3.2) is

obtainable from a hyperbolic PDE with two independent variables, when the dependent variable of

equation (3.1) is considered complex. Such systems have a CR-structure due to this correspondence.

Thus they are said to be CR-structured systems. The group of equivalence transformations associated

with (3.2) is obtained when the following generator

Z = ξ1∂t + ξ2∂x + η1∂u + η2∂v + η1
t ∂ut + η1

x∂ux + η2
t ∂vt + η2

x∂vx + η1
tx∂utx + η2

tx∂vtx

+µ11∂α1 + µ12∂α2 + µ21∂β1 + µ22∂β2 + µ31∂γ1 + µ32∂γ2 ,
(3.5)

where ξκ, ηκ are functions of (t, x, u, v) and µ1κ, µ2κ and µ3κ are functions of (t, x, u, v, ακ, βκ, γκ),

acts on both the equations of the system (3.2). The solution of the system of linear PDEs obtained

when (3.5) operates on the system (3.2), is [99]

ξ1 = F1(t), ξ2 = F2(x),

η1 = F3u + F4v, η2 = F3v − F4u,

µ11 = −F3,x − α1F2,x, µ12 = F4,x − α2F2,x,

µ21 = −F3,t − β1F1,t, µ22 = F4,t − β2F1,t,

µ31 = −F3,tx − α1F3,t − α2F4,t − β1F3,x − β2F4,x − γ1(F1,t + F2,x),

µ32 = F4,tx + α1F4,t − α2F3,t + β1F4,x − β2F3,x − γ2(F1,t + F2,x),

(3.6)

where F3 and F4 depends on (t, x). Inserting the above in (3.5) leads to a generator that corresponds

to changes of both the dependent and independent variables in the system (3.2). Hence, the resulting

transformations of the coefficients are characterized by (3.5) with the above insertions.

In order to find the semi-invariants for only the dependent variables, we consider a change only

of dependent variables and hence exclude eta1 and eta2. The corresponding generator is

X = −F3,x∂α1 + F4,x∂α2 − F3,t∂β1 + F4,t∂β2 − (F3,tx + α1F3,t + α2F4,t

+β1F3,x + β2F4,x)∂γ1 + (F4,tx + α1F4,t − α2F3,t + β1F4,x − β2F3,x)∂γ2 .
(3.7)

By adopting the procedure described in the second section, applying the once extended generator on

J(ακ, βκ, γκ, ακ,t, βκ,t, γκ,t, ακ,x, βκ,x, γκ,x) and solving the resulting linear system of PDEs, we find

the first order semi-invariants [99]

h
r

1 = α1,t + α1β1 − α2β2 − γ1,

h
r

2 = α2,t + α1β2 + α2β1 − γ2,

k
r

1 = β1,x + α1β1 − α2β2 − γ1,

k
r

2 = β2,x + α1β2 + α2β1 − γ2. (3.8)
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Now considering only a change of the independent variables leads to an infinitesimal generator

ZI = F1(t)∂t + F2(x)∂x − α1F2,x∂α1 − α2F2,x∂α2 − β1F1,t∂β1 − β2F1,t∂β2

−γ1(F1,t + F2,x)∂γ1 − γ2(F1,t + F2,x)∂γ2 .
(3.9)

Applying it on J(ακ, βκ, γκ) yields the following zeroth order invariants

I
r

1 =
α2

α1
, I

r

2 =
β2

β1
, I

r

3 =
γ1

α1β1
, I

r

4 =
γ2

α1β1
. (3.10)

Further, the first order invariants are obtained when the once extended generator (3.9) acts on

J(ακ, βκ, γκ, ακ,t, βκ,t, γκ,t, ακ,x, βκ,x, γκ,x), this leads to a system of PDEs which gives the following

quantities

I
r

5 =
α1,t

α1β1
, I

r

6 =
α2,t

α1β1
, I

r

7 =
β1,x

α1β1
, I

r

8 =
β2,x

α1β1
,

I
r

9 =
β1β2,t − β2β1,t

b3
1

, I
r

10 =
β1γ1,t − γ1β1,t

α1β3
1

, I
r

11 =
β1γ2,t − γ2β1,t

α1β3
1

,

I
r

12 =
α1α2,x − α2α1,x

α3
1

, I
r

13 =
α1γ1,x − γ1α1,x

α3
1β1

, I
r

14 =
α1γ2,x − γ2α1,x

α3
1β1

, (3.11)

including the four zeroth order invariants (3.10).

The joint invariants of the system (3.2)

J
r

1 =
h

r

2

h
r

1

, J
r

2 =
k

r

1

h
r

1

, J
r

3 =
k

r

2

h
r

1

, (3.12)

are found when the following PDE

h
r

1

∂J

∂hr
1

+ h
r

2

∂J

∂hr
2

+ k
r

1

∂J

∂kr
1

+ k
r

2

∂J

∂kr
2

= 0, (3.13)

is solved. This equation appears due to action of the infinitesimal generator (3.9) that is associated

with the change of the independent variables to the space of invariants h
r

κ, k
r

κ.

3.2 Invariants of a system of two hyperbolic equations by complex

procedure

Semi-invariants associated with a system of two hyperbolic equations (3.2) that is obtained from

a scalar linear hyperbolic equation (3.1), are derived in this section by complex methods. Let the

generator of the form (1.91) associated with the equation (3.1) be complex by incorporating the

complex dependent variable, therefore, generator (1.91) splits into two operators

X1 = η1,z2∂α1 + η2,z2∂α2 + η1,z1∂β1 + η2,z1∂β2 + (η1,z1z2 + α1η1,z1 − α2η2,z1 + β1η1,z2

−β2η2,z2)∂γ1 + (η2,z1z2 + α2η1,z1 + α1η2,z1 + β2η1,z2 + β1η2,z2)∂γ2 , (3.14)
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X2 = η2,z2∂α1 − η1,z2∂α2 + η2,z1∂β1 − η1,z1∂β2 + (η2,z1z2 + α2η1,z1 + α1η2,z1 + β2η1,z2

+β1η2,z2)∂γ1 − (η1,z1z2 + α1η1,z1 − α2η2,z1 + β1η1,z2 − β2η2,z2)∂γ2 . (3.15)

There are four first order semi-invariants

h1 = α1,z1 + α1β1 − α2β2 − γ1,

h2 = α2,z1 + α2β1 + α1β2 − γ2,

k1 = β1,z2 + α1β1 − α2β2 − γ1,

k2 = β2,z2 + α2β1 + α1β2 − γ2, (3.16)

associated with the system (3.2) on employing the pair of operators (3.14)-(3.15) and solving the

emerging system of PDEs. These are exactly the same as represented by h
r

κ, k
r

κ in (3.8). Therefore,

in this case the real and complex procedures lead to the same semi-invariants of the system (3.2).

Notice that all the four semi-invariants (3.16) are readable from the first order semi-invariants

associated with the complex hyperbolic linear equation (3.1) and satisfy

X[1]
1 h1 |

h1=0
= X[1]

2 h2 |
h2=0

= X[1]
1 k1 |

k1=0
= X[1]

2 k2 |
k2=0

= 0. (3.17)

The linear combination X3 of both the operators X1 and X2 results in the following relations

X[1]
3 h1 |

h1=0
= X[1]

3 h2 |
h2=0

= X[1]
3 k1 |

k1=0
= X[1]

3 k2 |
k2=0

= 0. (3.18)

The semi-invariants of the system of two hyperbolic PDEs (3.2) under a transformation of the

independent variables are

I
c

1 =
(α1γ1 + α2γ2)β1 + (α1γ2 − α2γ1)β2

(α2
1 + α2

2)(β
2
1 + β2

2)
,

I
c

2 =
(α1γ2 − α2γ1)β1 − (α1γ1 + α2γ2)β2

(α2
1 + α2

2)(β
2
1 + β2

2)
,

I
c

3 =
(α1β1 − α2β2)α1,t + (α2β1 + α1β2)α2,t

α2
1,t + α2

2,t

,

I
c

4 =
(α2β1 + α1β2)α1,t − (α1β1 − α2β2)α2,t

α2
1,t + α2

2,t

,

I
c

5 =
α1,tβ1,x + α2,tβ2,x

α2
1,t + α2

2,t

, I
c

6 =
α1,tβ2,x − α2,tβ1,x

α2
1,t + α2

2,t

,

I
c

7 =
α1,tγ1 + α2,tγ2

α2
1,t + α2

2,t

, I
c

8 =
α1,tγ2 − α2,tγ1

α2
1,t + α2

2,t

,
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I
c

9 =
(α2

1,t−α2
2,t)

(α2
1,t+α2

2,t)
2(β2

1+β2
2)

[α1β1(β1γ1,t − β2γ2,t − γ1β1,t + γ2β2,t)− α2β1(β2γ1,t + β1γ2,t

−γ2β1,t − γ1β2,t) + α2β2(β1γ1,t − β2γ2,t − γ1β1,t + γ2β2,t) + α1β2(β2γ1,t + β1γ2,t

−γ2β1,t − γ1β2,t)] +
2α1,tα2,t

(α2
1,t+α2

2,t)
2(β2

1+β2
2)

[α2β1(β1γ1,t − β2γ2,t − γ1β1,t + γ2β2,t)

+α1β1(β2γ1,t + β1γ2,t − γ2β1,t − γ1β2,t)− α1β2(β1γ1,t − β2γ2,t − γ1β1,t + γ2β2,t)

+α2β2(β2γ1,t + β1γ2,t − γ2β1,t − γ1β2,t)],

(3.19)

I
c

10 =
(α2

1,t−α2
2,t)

(α2
1,t+α2

2,t)
2(β2

1+β2
2)

[α2β1(β1γ1,t − β2γ2,t − γ1β1,t + γ2β2,t) + α1β1(β2γ1,t + β1γ2,t

−γ2β1,t − γ1β2,t)− α1β2(β1γ1,t − β2γ2,t − γ1β1,t + γ2β2,t) + α2β2(β2γ1,t + β1γ2,t

−γ2β1,t − γ1β2,t)]− 2α1,tα2,t

(α2
1,t+α2

2,t)
2(β2

1+β2
2)

[α1β1(β1γ1,t − β2γ2,t − γ1β1,t + γ2β2,t)

−α2β1(β2γ1,t + β1γ2,t − γ2β1,t − γ1β2,t) + α2β2(β1γ1,t − β2γ2,t − γ1β1,t + γ2β2,t)

+α1β2(β2γ1,t + β1γ2,t − γ2β1,t − γ1β2,t)],

(3.20)

I
c

11 = (α2
1−α2

2)

(α2
1,t+α2

2,t)(α
2
1+α2

2)2
[(α1γ1,x − α2γ2,x − γ1α1,x + γ2α2,x)α1,t + (α2γ1,x + α1γ2,x

−γ2α1,x − γ1α2,x)α2,t] + 2α1α2

(α2
1,t+α2

2,t)(α
2
1+α2

2)2
[(α2γ1,x + α1γ2,x − γ2α1,x − γ1α2,x)α1,t

−(α1γ1,x − α1γ2,x − γ1α1,x + γ2α2,x)α2,t],

(3.21)

I
c

12 = (α2
1−α2

2)

(α2
1,t+α2

2,t)(α
2
1+α2

2)2
[(α2γ1,x + α1γ2,x − γ2α1,x − γ1α2,x)α1,t − (α1γ1,x − α2γ2,x

−γ1α1,x + γ2α2,x)α2,t]− 2α1α2

(α2
1,t+α2

2,t)(α
2
1+α2

2)2
[(α1γ1,x − α2γ2,x − γ1α1,x + γ2α2,x)α1,t

+(α2γ1,x + α1γ2,x − γ2α1,x − γ1α2,x)α2,t].

(3.22)

The correspondence of these semi-invariants with the system of the hyperbolic equations is estab-

lished due to the following operators

X1 = 2ξ1∂t + 2ξ2∂x − α1ξ2,x∂α1 − α2ξ2,x∂α2 − β1ξ1,t∂β1 − β2ξ1,t∂β2 − γ1(ξ1,t

+ξ2,x)∂γ1 − γ2(ξ1,t + ξ2,x)∂γ2 , (3.23)

X2 = −α2ξ2,x∂α1 + α1ξ2,x∂α2 − β2ξ1,t∂β1 + β1ξ1,t∂β2 − γ2(ξ1,t + ξ2,x)∂γ1

+γ1(ξ1,t + ξ2,x)∂γ2 , (3.24)

that are the real and imaginary parts of the complex generator of the form (1.114). Using these

operators it is observed that

X[1]
1 I

c

1 |
I
c
1=0

= X[1]
2 I

c

2 |
I
c
2=0

= X[1]
1 I

c

3 |
I
c
3=0

= X[1]
2 I

c

4 |
I
c
3=I

c
4=0

= 0,

X[1]
1 I

c

5 |
I
c
5=0

= X[1]
2 I

c

6 |
I
c
5=I

c
6=0

= X[1]
1 I

c

7 |
I
c
7=0

= X[1]
2 I

c

8 |
I
c
7=I

c
8=0

= 0,

X[1]
1 I

c

9 |
I
c
9=0

= X[1]
2 I

c

10 |
I
c
9=I

c
10=0

= X[1]
1 I

c

11 |
I
c
11=0

= X[1]
2 I

c

12 |
I
c
11=I

c
12=0

= 0.

(3.25)
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It is seen that the above invariants are complex splits of their real analogues. Similarly, the linear

combination of both X1 and X2, if denoted by X3, satisfies the relations

X[1]
3 I

c

1 |
I
c
1=0

= X[1]
3 I

c

2 |
I
c
2=0

= X[1]
3 I

c

3 |
I
c
3=0

= X[1]
3 I

c

4 |
I
c
3=I

c
4=0

= 0,

X[1]
3 I

c

5 |
I
c
5=0

= X[1]
3 I

c

6 |
I
c
5=I

c
6=0

= X[1]
3 I

c

7 |
I
c
7=I

c
8=0

= X[1]
3 I

c

8 |
I
c
7=I

c
8=0

= 0,

X[1]
3 I

c

9 |
I
c
9=I

c
10=0

= X[1]
3 I

c

10 |
I
c
9=I

c
10=0

= X[1]
3 I

c

11 |
I
c
11=I

c
12=0

= X[1]
3 I

c

12 |
I
c
11=I

c
12=0

= 0.

(3.26)

To work out the joint invariants of the coupled system of two hyperbolic equations (3.2), the

operators (3.23) and (3.24) need to be transformed to the space of invariants hκ, kκ. The same

procedure was adopted in [54] before using the generator (1.114) in determining the joint invariants

of the scalar linear hyperbolic equation. The complex generator was transformed to h and k,

i.e. to the space of the semi-invariants associated with the hyperbolic equation under a change

of the dependent variables. The procedure to transform (3.23) and (3.24) to (hκ, kκ)− space starts

with splitting (1.118) when Z(h) and Z(k) are taken as complex, i.e. Z(h) = Z(h)1 + iZ(h)2 and

Z(k) = Z(k)1 + iZ(k)2. The real and imaginary parts of (1.118) are

X1 =
1
2
[Z(h)1∂h1 + Z(h)2∂h2 + Z(k)1∂k1 + Z(k)2∂k2 ],

X2 =
1
2
[Z(h)2∂h1 − Z(h)1∂h2 + Z(k)2∂k1 − Z(k)1∂k2 ], (3.27)

where

Z(h)1 = X1h1 −X2h2 = −(ξ1,t + ξ2,x)h1,

Z(h)2 = X2h1 +X1h2 = −(ξ1,t + ξ2,x)h2,

Z(k)1 = X1k1 −X2k2 = −(ξ1,t + ξ2,x)k1,

Z(k)2 = X2k1 +X1k2 = −(ξ1,t + ξ2,x)k2. (3.28)

Using (3.28) in (3.27), the following two operators

X1 = −(ξ1,t + ξ2,x)
2

[h1∂h1 + h2∂h2 + k1∂k1 + k2∂k2 ],

X2 = −(ξ1,t + ξ2,x)
2

[h2∂h1 − h1∂h2 + k2∂k1 − k1∂k2 ], (3.29)

are obtained which are the real and imaginary parts of the complex generator of the form (1.122).

These operators are used to arrive at the joint invariants for the system of two linear hyperbolic

equations (3.2). We have the following joint invariants

J11 =
h1k1 + h2k2

k2
1 + k2

2

,

J12 =
h2k1 − h1k2

k2
1 + k2

2

,
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J13 =
(h5

1 − 10h3
1h

2
2 + 5h1h

4
2)(h1k1,t − h2k2,t − k1h1,t + k2h2,t)

(h5
1 − 10h3

1h
2
2 + 5h1h4

2)2 + (5h4
1h2 − 10h2

1h
3
2 + h5

2)2
(h1k1,x − h2k2,x − k1h1,x + k2h2,x)

+
(5h4

1h2 − 10h2
1h

3
2 + h5

2)(h2k1,t + h1k2,t − k2h1,t − k1h2,t)
(h5

1 − 10h3
1h

2
2 + 5h1h4

2)2 + (5h4
1h2 − 10h2

1h
3
2 + h5

2)2
(h1k1,x − h2k2,x − k1h1,x + k2h2,x)

+
(5h4

1h2 − 10h2
1h

3
2 + h5

2)(h1k1,t − h2k2,t − k1h1,t + k2h2,t)
(h5

1 − 10h3
1h

2
2 + 5h1h4

2)2 + (5h4
1h2 − 10h2

1h
3
2 + h5

2)2
(h2k1,x + h1k2,x − k2h1,x − k1h2,x)

+
(h5

1 − 10h3
1h

2
2 + 5h1h

4
2)(h2k1,t + h1k2,t − k1h1,t − k1h2,t)

(h5
1 − 10h3

1h
2
2 + 5h1h4

2)2 + (5h4
1h2 − 10h2

1h
3
2 + h5

2)2
(h2k1,x + h1k2,x − k2h1,x − k1h2,x),

J14 =
−(5h4

1h2 − 10h2
1h

3
2 + h5

2)(h1k1,t − h2k2,t − k1h1,t + k2h2,t)
(h5

1 − 10h3
1h

2
2 + 5h1h4

2)2 + (5h4
1h2 − 10h2

1h
3
2 + h5

2)2
(h1k1,x − h2k2,x − k1h1,x + k2h2,x)

+
(h5

1 − 10h3
1h

2
2 + 5h1h

4
2)(h2k1,t + h1k2,t − k2h1,t − k1h2,t)

(h5
1 − 10h3

1h
2
2 + 5h1h4

2)2 + (5h4
1h2 − 10h2

1h
3
2 + h5

2)2
(h1k1,x − h2k2,x − k1h1,x + k2h2,x)

+
(h5

1 − 10h3
1h

2
2 + 5h1h

4
2)(h1k1,t − h2k2,t − k1h1,t + k2h2,t)

(h5
1 − 10h3

1h
2
2 + 5h1h4

2)2 + (5h4
1h2 − 10h2

1h
3
2 + h5

2)2
(h2k1,x + h1k2,x − k2h1,x − k1h2,x)

+
(5h4

1h2 − 10h2
1h

3
2 + h5

2)(h2k1,t + h1k2,t − k1h1,t − k1h2,t)
(h5

1 − 10h3
1h

2
2 + 5h1h4

2)2 + (5h4
1h2 − 10h2

1h
3
2 + h5

2)2
(h2k1,x + h1k2,x − k2h1,x − k1h2,x),

J15 =
(h3

1 − 3h1h
2
2)(k1h1,tx − k2h2,tx + h1k1,tx − h2k2,tx − h1,tk1,x + h2,tk2,x − h1,xk1,t + h2,xk2,t)

(h3
1 − 3h1h2

2)2 + (3h2
1h2 − h3

2)2

+
(3h2

1h2 − h3
2)(k2h1,tx + k1h2,tx + h2k1,tx + h1k2,tx − h2,tk1,x − h1,tk2,x − h2,xk1,t − h1,xk2,t)

(h3
1 − 3h1h2

2)2 + (3h2
1h2 − h3

2)2
,

J16 =
(3h2

1h2 − h3
2)(k1h1,tx − k2h2,tx + h1k1,tx − h2k2,tx − h1,tk1,x + h2,tk2,x − h1,xk1,t + h2,xk2,t)

(h3
1 − 3h1h2

2)2 + (3h2
1h2 − h3

2)2

+
(h3

1 − 3h1h
2
2)(k2h1,tx + k1h2,tx + h2k1,tx + h1k2,tx − h2,tk1,x − h1,tk2,x − h2,xk1,t − h1,xk2,t)

(h3
1 − 3h1h2

2)2 + (3h2
1h2 − h3

2)2
,

J17 =
k1(−6h2

1h
2
2 + h4

1 + h4
2) + k2(4h3

1h2 − 4h1h
3
2)

(−6h2
1h

2
2 + h4

1 + h4
2)2 + (4h3

1h2 − 4h1h3
2)2

(h1h1,tx − h2h2,tx − h1,th1,x + h2,th2,x)

−k2(−6h2
1h

2
2 + h4

1 + h4
2)− k1(4h3

1h2 − 4h1h
3
2)

(−6h2
1h

2
2 + h4

1 + h4
2)2 + (4h3

1h2 − 4h1h3
2)2

(h2h1,tx + h1h2,tx − h2,th1,x − h1,th2,x),

J18 =
k2(−6h2

1h
2
2 + h4

1 + h4
2)− k1(4h3

1h2 − 4h1h
3
2)

(−6h2
1h

2
2 + h4

1 + h4
2)2 + (4h3

1h2 − 4h1h3
2)2

(h1h1,tx − h2h2,tx − h1,th1,x + h2,th2,x)

+
k1(−6h2

1h
2
2 + h4

1 + h4
2) + k2(4h3

1h2 − 4h1h
3
2)

(−6h2
1h

2
2 + h4

1 + h4
2)2 + (4h3

1h2 − 4h1h3
2)2

(h2h1,tx + h1h2,tx − h2,th1,x − h1,th2,x),

J19 =
µ1ν1 + µ2ν2

µ2
1 + µ2

2

ω1 +
µ2ν1 − µ1ν2

µ2
1 + µ2

2

ω2,

J20 =
µ1ν2 − µ2ν1

µ2
1 + µ2

2

ω1 +
µ1ν1 + µ2ν2

µ2
1 + µ2

2

ω2,

J21 =
µ1ν3 + µ2ν4

µ2
1 + µ2

2

ω3 +
µ2ν3 − µ1ν4

µ2
1 + µ2

2

ω4,

J22 =
µ1ν4 − µ2ν3

µ2
1 + µ2

2

ω3 +
µ1ν3 + µ2ν4

µ2
1 + µ2

2

ω4,
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where

µ1 = h9
1 − 36h7

1h
2
2 + 126h5

1h
4
2 − 84h3

1h
6
2 + 9h1h

8
2,

µ2 = 9h8
1h2 − 84h6

1h
3
2 + 126h4

1h
5
2 − 36h2

1h
7
2 + h9

2,

ν1 =k2
2h

2
2,x + 2h1k2,xk1h2,x − 2h2k2,xk2h2,x + 2h2k1,xk1h2,x − 4k1h1,xk2h2,x − k2

1h
2
2,x + h2

2k
2
2,x

+ 2h2k1,xk2h1,x − 2h1k1,xk1h1,x + 2h2k2,xk1h1,x + k2
1h

2
1,x + h2

1k
2
1,x + 2h1k2,xk2h1,x − h2

2k
2
1,x

− 4h1k1,xh2k2,x − h2
1k

2
2,x − k2

2h
2
1,x + 2h1k1,xk2h2,x,

ν2 =− 2k2h
2
2,xk1 − 2h1k1,xk1h2,x − 2k1h1,xh1k2,x + 2h2k2,xk2h1,x − 2k2

2h2,xh1,x + 2h2k2,xk1h2,x

+ 2k2h2,xh2k1,x − 2h2
2k2,xk1,x + 2k2h2,xh1k2,x + 2h1k

2
1,xh2 − 2h1k1,xk2h1,x − 2h2k

2
2,xh1

+ 2h2
1k1,xk2,x + 2k1h

2
1,xk2 − 2k1h1,xh2k1,x + 2k2

1h1,xh2,x,

ν3 =− 2h2k2,tk2h2,t − k2
1h

2
2,t + 2h2k1,tk2h1,t − h2

2k
2
1,t + 2h2k2,tk1h1,t + h2

1k
2
1,t − 2h1k1,tk1h1,t

+ k2
1h

2
1,t + k2

2h
2
2,t − 4h1k2,th2k1,t − k2

2h
2
1,t + 2h1k1,tk2h2,t + 2h1k2,tk1h2,t − h2

1k
2
2,t

− 4k1h1,tk2h2,t + 2h2k1,tk1h2,t + 2h1k2,tk2h1,t + h2
2k

2
2,t,

ν4 =2h2k2,tk2h1,t + 2h1k
2
1,th2 + 2h1k2,tk2h2,t + 2k1h

2
1,tk2 − 2h1k2,tk1h1,t + 2h2

1k1,tk2,t

− 2k1h
2
2,tk2 − 2h2

2k1,tk2,t + 2h2k2,tk1h2,t + 2h2k1,tk2h2,t + 2k2
1h1,th2,t − 2k2

2h1,th2,t

− 2h2k1,tk1h1,t − 2h1k1,tk1h2,t − 2h1k1,tk2h1,t − 2h1k
2
2,th2,

and

ω1 =(h1k1 − h2k2)h1,tt − (h2k1 + h1k2)h2,tt + (−h2
1 + h2

2)k1,tt + 2h1h2k2,tt − 3k1(h2
1,t − h2

2,t)

+ 6k2h1,th2,t + (3h1h1,t − 3h2h2,t)k1,t − (3h2h1,t + 3h1h2,t)k2,t,

ω2 =(h2k1 + h1k2)h1,tt + (h1k1 − h2k2)h2,tt + (−h2
1 + h2

2)k2,tt − 2h1h2k1,tt − 3k2(h2
1,t − h2

2,t)

− 6k1h1,th2,t + (3h2h1,t + 3h1h2,t)k1,t + (3h1h1,t − 3h2h2,t)k2,t,

ω3 =(h1k1 − h2k2)h1,xx − (h2k1 + h1k2)h2,xx + (−h2
1 + h2

2)k1,xx + 2h1h2k2,xx − 3k1(h2
1,x − h2

2,x)

+ 6k2h1,xh2,x + (3h1h1,x − 3h2h2,x)k1,x − (3h2h1,x + 3h1h2,x)k2,x,

ω4 =(h2k1 + h1k2)h1,xx + (h1k1 − h2k2)h2,xx + (−h2
1 + h2

2)k2,xx − 2h1h2k1,xx − 3k2(h2
1,x − h2

2,x)

− 6k1h1,xh2,x + (3h2h1,x + 3h1h2,x)k1,x + (3h1h1,x − 3h2h2,x)k2,x,

which are found to be associated with the system of two linear hyperbolic PDEs (3.2). These also

can be observed to be the complex split of the joint invariants (1.133).
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3.3 Applications

In this section a few examples of systems of hyperbolic equations are provided to illustrate the

invariance criteria developed.

1. A system of two hyperbolic PDEs

utx+
(

a1 − 1
x

)
ut − a2vt +

(
b1 +

2
t

)
ux − b2vx +

(
c1 − b1

x
+ 2

a1

t
− 2

tx

)
u

−
(

c2 − b2

x
+ 2

a2

t

)
v = 0,

vtx+a2ut +
(

a1 − 1
x

)
vt + b2ux +

(
b1 +

2
t

)
vx +

(
c2 − b2

x
+ 2

a2

t

)
u

+
(

c1 − b1

x
+ 2

a1

t
− 2

tx

)
v = 0,

(3.30)

corresponds to a complex hyperbolic equation in two independent variables

wtx +
(

a− 1
x

)
wt +

(
b +

2
t

)
wx +

(
c− b

x
+ 2

a

t
− 2

tx

)
w = 0, (3.31)

where a = a1 + ia2 is a complex constant. The following complex transformation of the dependent

variable w = (x/t2)w maps the complex equation (3.31) to

wtx + awt + bwx + cw = 0. (3.32)

Both the complex hyperbolic equations (3.31) and (3.32) are transformable to each other because

they have the same semi-invariants

h = ab− c = k. (3.33)

The system of hyperbolic equations (3.30) is transformable to the system

utx + a1ut − a2vt + b1ux − b2vx + c1u− c2v = 0,

vtx + a2ut + a1vt + b2ux + b1vx + c2u + c1v = 0, (3.34)

with constant coefficient. The systems of hyperbolic equations (3.30) and (3.34) are transformable

into each other as these systems have the same semi-invariants

h1 = a1b1 − a2b2 − c1 = k1,

h2 = a1b2 + a2b1 − c2 = k2. (3.35)

The real transformations of the dependent variables

u = (x/t2)u, v = (x/t2)v, (3.36)
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are obtained by splitting the complex transformation of the dependent variable, used to map the

complex equations (3.31) and (3.32) into each other.

2. An uncoupled system of PDEs

uz1z2 + 2az2
1uz1 + 2bz1uz2 + 4cz1u = 0,

vz1z2 + 2az2
1vz1 + 2bz1vz2 + 4cz1v = 0, (3.37)

is transformable to

utx + atut + bux + cu = 0,

vtx + atvt + bvx + cv = 0, (3.38)

via invertible transformations of the independent variables

z1 =
√

t, z2 =
1
2
(x− 1). (3.39)

These are the invertible maps which can also reduce a complex hyperbolic equation of the form

wz1z2 + 2az2
1wz1 + 2bz1wz2 + 4cz1w = 0, (3.40)

with the semi-invariants

I1 =
c

abz2
1

, I2 = bz2
1 , I3 = 0, I4 =

c

a
, I5 = 0 = I6, (3.41)

to a simple linear form

wtx + atwt + bwx + cw = 0, (3.42)

with the following semi-invariants

I1 =
c

abt
, I2 = bt, I3 = 0, I4 =

c

a
, I5 = 0 = I6. (3.43)

Notice that the semi-invariants (3.41) and (3.43) are the same by means of the transformations of

the independent variables (3.39). The complex hyperbolic equation (3.40) does not only yield an

uncoupled system of the hyperbolic equations (3.37). In fact it gives a coupled system

uz1z2 + 2a1z
2
1uz1 − 2a2z

2
1vz1 + 2b1z1uz2 − 2b2z1vz2 + 4c1z1u− 4c2z1v = 0,

vz1z2 + 2a2z
2
1uz1 + 2a1z

2
1vz1 + 2b2z1uz2 + 2b1z1vz2 + 4c2z1u + 4c1z1v = 0. (3.44)
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This system of two hyperbolic equations can be mapped to

utx + a1tut − a2tvt + b1ux − b2vx + c1u− c2v = 0,

vtx + a2tut + a1tvt + b2ux + b1vx + c2u + c1v = 0, (3.45)

under the transformations (3.39) these are already used to map the base complex equation to its

canonical form.

3. A coupled system of two hyperbolic equations of the form

uz1,z2 + 2a1z2 ln z1uz1 − 2a2z2 ln z1vz1 +
b1

z1
uz2 −

b2

z1
vz2 +

2c1z2

z1
u− 2c2z2

z1
v = 0,

vz1,z2 + 2a2z2 ln z1uz1 + 2a1z2 ln z1vz1 +
b2

z1
uz2 +

b1

z1
vz2 +

2c2z2

z1
u +

2c1z2

z1
v = 0, (3.46)

transforms to

utx + a1tut − a2tvt + b1ux − b2vx + c1u− c2v = 0,

vtx + a2tut + a1tvt + b2ux + b1vx + c2u + c1v = 0, (3.47)

by the applications of the following change of the independent variables

z1 = et, z2 =
√

x. (3.48)

These systems of hyperbolic equations are transformable into each other as these systems have

the same semi-invariants. The transformation of these systems under the invertible change of the

independent variables follows from the base complex hyperbolic equation

wz1z2 + 2a ln z1wz1 +
b

z1
wz2 +

2cz2

z1
w = 0. (3.49)

It can be transformed to another linear form

wtx + atwt + bwx + cw = 0, (3.50)

under the invertible transformations (3.48). Similarly, the invertible transformations of the indepen-

dent variables (3.48) map the following system of PDEs

uz1,z2 + 2a1z2uz1 − 2a2z2vz1 +
b1

z1
uz2 −

b2

z1
vz2 +

2c1z2

z1
u− 2c2z2

z1
v = 0,

vz1,z2 + 2a2z2uz1 + 2a1z2vz1 +
b2

z1
uz2 +

b1

z1
vz2 +

2c2z2

z1
u +

2c1z2

z1
v = 0, (3.51)
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to

utx + a1ut − a2vt + b1ux − b2vx + c1u− c2v = 0,

vtx + a2ut + a1vt + b2ux + b1vx + c2u + c1v = 0. (3.52)

4. Consider an uncoupled system of two hyperbolic type PDEs

g1,tx +
λ

2
(g1,t + g1,x) = 0,

g2,tx +
λ

2
(g2,t + g2,x) = 0, (3.53)

for which h1 = k1 = λ2

4 , and h2 = k2 = 0. This implies that

J1 = 1, J2 = · · · = J12 = 0. (3.54)

The system (3.53) is transformable to another system with the same invariants as given in (3.54)

where h1 = k1 = −1, h2 = k2 = 0. The transformed system reads as

f1,z1z2 + f1 = 0,

f2,z1z2 + f2 = 0. (3.55)

The correspondence between the systems (3.53) and (3.55) is established by

z1 =
λ

2
t, z2 = −λ

2
x, f1 = g1 exp(

λt + λx

2
), f2 = g2 exp(

λt + λx

2
). (3.56)

These transformations are obtainable from

z1 =
λ

2
t, z2 = −λ

2
x, w = u exp(

λt + λx

2
), (3.57)

by w = f1 + if2 and u = g1 + ig2. The complex transformations map the complex scalar PDE

w,z1z2 +
λ

2
(w,z1 + w,z2) = 0, (3.58)

with h = k = λ2

4 and p = 1, to an equation

u,tx + u = 0, (3.59)

for which h = k = −1 and p = 1. Notice that the substitution λ = λ1 + iλ2, in the equation (3.58)

results in a coupled system of two hyperbolic PDEs but it can not be transformed by the complex

method. The reason is the complex transformations (3.57) where the two independent variables split
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into four. Therefore, the complex procedure fails for that case.

5. The complex transformations of the form

z1 =
1
t
, z2 = 2x, w =

u

x
, (3.60)

map the following Lie canonical form

w,z1z2 + αz2
2w,z2 + 2w = 0, (3.61)

to

u,tx − 1
x

u,t − αx2

t2
u,x +

1
t2

(αx− 2)u = 0. (3.62)

The invariant quantities associated with both the scalar Lie canonical form and the hyperbolic

equations are h = −1, k = 2αx − 1, p = 2(1 − αx) and h = 2/t2, k = 2(1−αx)
t2

, p = 1 − αx,

respectively. Inserting u = g1 + ig2 in the equation (3.62) while keeping α a real constant yields an

uncoupled system of two PDEs

g1,tx − 1
x

g1,t − αx2

t2
g1,x +

αx− 2
t2

g1 = 0,

g2,tx − 1
x

g2,t − αx2

t2
g2,x +

αx− 2
t2

g2 = 0. (3.63)

The system (3.63) is transformable to another system of the form

f1,z1z2 + αx2f1,z2 + 2f1 = 0,

f2,z1z2 + αx2f2,z2 + 2f2 = 0, (3.64)

under a change of the dependent and independent variables

z1 =
1
t
, z2 = 2x, f1 =

g1

x
, f2 =

g2

x
. (3.65)

These transformations are the real and imaginary parts of the complex transformations (3.60) and the

transformed system is obtained by splitting the Lie canonical form (3.61) into the real and imaginary

parts. The invariance criteria that ensure such a transformation of the system are satisfied. These

quantities for both the systems (3.63) and (3.64) are

h1 =
2
t2

, k1 =
2(1− αx)

t2
, h2 = 0 = k2, p =

−1
αx− 1

, (3.66)

and

h1 = −2, k1 = 2(αx− 1), h2 = 0 = k2, p =
1

1− αx
, (3.67)
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respectively.

A coupled system

g1,tx − 1
x

g1,t − α1x
2

t2
g1,x +

α2x
2

t2
g2,x +

α1x− 2
t2

g1 − α2x

t2
g2 = 0,

g2,tx − 1
x

g2,t − α2x
2

t2
g1,x − α1x

2

t2
g2,x +

α2x

t2
g1 +

α1x− 2
t2

g2 = 0, (3.68)

with the invariants

h1 =
2
t2

, k1 =
2(1− α1x)

t2
, h2 = 0, k2 =

−2α2x

t2
,

J1 =
1− α1x

(1− α1x)2 + α2
2x

2
, J2 =

α2x

(1− α1x)2 + α2
2x

2
, (3.69)

is obtainable from the complex scalar PDE (3.62) when α is also complex, i.e., α = α1 + iα2.

Employing the transformations (3.65) on (3.68) one arrives at a coupled system

f1,z1z2 + α1x
2f1,z2 − α2x

2f2,z2 + 2f1 = 0,

f2,z1z2 + α2x
2f1,z2 + α1x

2f2,z2 + 2f2 = 0, (3.70)

which is the real analogue of the complex transformed equation (3.61) and satisfies the invariance

criteria, where

h1 = −2, k1 = 2(α1x− 1), h2 = 0, k2 = 2α2x,

J1 =
1− α1x

(1− α1x)2 + α2
2x

2
, J2 =

α2x

(1− α1x)2 + α2
2x

2
. (3.71)

Semi-invariants of a special class of systems of two hyperbolic PDEs were derived here using real

and complex methods developed for such systems of equations. Both the procedures are adopted to

find the semi-invariants of the system of two hyperbolic equations that is obtainable from a complex

hyperbolic PDE. Semi-invariants associated with the invertible change of the dependent and of the

independent variables are deduced by both the real and complex methods. It is shown that same

invariant quantities for the system of hyperbolic PDEs appear due to complex and real procedures,

in the case of transformations of only the dependent variables. However, the semi-invariants of

this system obtained by real symmetry analysis are different from those provided by the complex

procedure.



Chapter 4

Symmetry Classification and Joint

Differential Invariants for Scalar Linear

Elliptic PDEs

Lie showed the successful use of symmetries in the study of integration of DEs and gave a complete

classification of second order ODEs. For Lie the central problem in the theory of transformation

groups was the classification problem, the problem of determining, up to similarity, all transformation

groups of both point and contact transformations in n dimensions. However Lie’s success in dealing

with the group classification problem was not as great as he had initially hoped. As for the problem

for arbitrary n, he expressed the view [62] that it would probably never be resolved. He succeeded

in completely classifying all Lie groups in one and two dimensions [59]. Further, in his third volume

of his treatise on transformation groups [62], Lie claimed to have completed the three dimensional

classification. Later, in 1881, he further discussed in detail the symmetry structure of general scalar

linear second order PDEs of the form

awxx + 2bwxy + cwyy + dwx + ewy + fw = g, (4.1)

where a, b, c, d, e, f and g are given C2 functions of x and y. He obtained seven canonical forms

according to their point symmetries and types of equations. Of these, four belongs to the hyperbolic

class and three to the parabolic class. In 1773, two semi-invariants had been derived by Laplace [57]

in his fundamental memoir on the integration of linear PDEs, known as the Laplace invariants, for

the linear hyperbolic PDEs. In 1900, for the linear elliptic PDEs Cotton [27] constructed the semi-

invariants, named after him. The Laplace and the Cotton invariants remain conserved under the

61
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linear changes of the dependent variables which respectively map the linear hyperbolic and elliptic

equations into themselves. Linear hyperbolic and elliptic PDEs and Laplace and Cotton invariants

can be transformed into each other by the application of linear complex transformations of the

independent variables [29, 55]. In 1990, Ovsiannikov [86] used the Laplace invariants in the group

classification of the hyperbolic equation by writing the determining equations for symmetries of the

hyperbolic equation in terms of these invariants.

It is well known that the set of all equivalence transformations of (1.98) is an infinite group which

comprises of the linear transformations of the dependent variable

ū = σ(t, x)u, σ(t, x) 6= 0, (4.2)

and invertible changes of the independent variables of the form

t̄ = φ(t, x), x̄ = ψ(t, x), φt = ψx, φx = −ψt, (4.3)

where φ(t, x), ψ(t, x) and σ(t, x) are arbitrary nonzero functions and ū, t̄ and x̄ are new dependent

and independent variables respectively.

In the first section of this chapter The equations for the classification of symmetries of the scalar

linear elliptic PDE in two independent variables are obtained by in terms of Cotton’s invariants.

New joint differential invariants of the scalar linear elliptic PDEs in two independent variables

are derived in terms of Cotton’s invariants by application of the infinitesimal method. Here joint

differential invariants of the scalar linear elliptic equation are derived from the basis of the joint

differential invariants of the scalar linear hyperbolic equation under the application of the complex

linear transformation. We also find a basis of joint differential invariants for such equations by

utilization of the operators of invariant differentiation. The other invariants are functions of the

basis elements and their invariant derivatives. Examples are given to illustrate our method.

4.1 Symmetry classification

In this section, we obtain the symmetry classification of second order scalar linear elliptic PDEs of

two independent variables, E, via Cotton’s invariants.

Let

X = ξ1(t, x, u)
∂

∂t
+ ξ2(t, x, u)

∂

∂x
+ η(t, x, u)

∂

∂u
, (4.4)
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be the symmetry operator admitted by the equation (1.25) with ξ1, ξ2 and η are unknown functions

to be found. Then the symmetry condition for (1.25) is

X[2](utt + uxx + aut + bux + cu)|(E) = 0, (4.5)

where X[2] denotes the prolongation of the operator (4.4) to the second-order derivatives:

X[2] = ξ1 ∂

∂t
+ ξ2 ∂

∂x
+ η

∂

∂u
+ ζt

∂

∂ut
+ ζx

∂

∂ux
+ ζtt

∂

∂utt
+ ζxx

∂

∂uxx
.

From (4.5), we have the determining equation

ζtt + ζxx + aζt + (atξ
1 + axξ2)ut + bζx + (btξ

1 + bxξ2)ux

+cη + (ctξ
1 + cxξ2)u = 0, (4.6)

evaluated on the elliptic equation.

The coefficient functions ζt, ζx, ζtt and ζxx are well-known and given in expanded form by

ζt = ηt + ηuut − (ξ1
t + utξ

1
t )ut − (ξ2

t + utξ
2
u)ux,

ζx = ηx + ηuux − (ξ1
x + uxξ1

u)ut − (ξ2
x + uxξ2

u)ux,

ζtt = ηtt + 2utηtu + uttηu + u2
t ηuu − 2uttξ

1
t − utξ

1
tt − 2u2

t ξ
1
tu

−3ututtξ
1
u − u3

t ξ
1
uu − 2utxξ2

t − uxξ2
tt − 2utuxξ2

tu

−(uxutt + 2ututx)ξ2
u − u2

t uxξ2
uu,

ζxx = ηxx + 2uxηxu + uxxηu + u2
xηuu − 2uxxξ2

x − uxξ2
xx − 2u2

xξ2
xu

−3uxuxxξ2
u − u3

xξ2
uu − 2utxξ1

x − utξ
1
xx − 2utuxξ1

xu

−(utuxx + 2uxutx)ξ1
u − utu

2
xξ1

uu. (4.7)

The insertion of equations (4.7) into (4.6), the replacement of uxx by −(utt +aut +bux +cu) and the

separation of terms with utx, utt, u
2
t , ut, ux and the remaining terms, result in the following equations:

ξ1 = ξ1(t, x), ξ2 = ξ2(t, x),

ξ1
x = −ξ2

t , ξ1
t = ξ2

x, η = α(t, x)u + β(t, x), (4.8)
∂

∂t
(2α + aξ1 + bξ2) = −Hξ2,

∂

∂x
(2α + aξ1 + bξ2) = Hξ1, (4.9)

∂

∂t
(Hξ1) +

∂

∂x
(Hξ2) = 0,

∂

∂t
(Kξ1) +

∂

∂x
(Kξ2) = 0, (4.10)

where α is a function of t and x, and β satisfy the elliptic equation and H and K are the Laplace

invariants.
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The above first set of equations reveals that ξ1 and ξ2 depend on t, x and equations (4.8) show

the relationships between them. Equations (4.9) define the function α once ξ1, ξ2 are found. The

compatibility condition of these equations follows from (4.10). The function α is uniquely defined

by (4.9) up to a constant term. As a consequence of equations (4.10), the general solution of the

determining equations and the results of group classification follow.

4.2 Joint differential invariants

In this section, we obtain joint differential invariants of the elliptic equation in terms of Cotton’s

invariants via the infinitesimal method.

We firstly write the operator X in the form

X = ξ1 ∂

∂t
+ ξ2 ∂

∂x
+ ζt

∂

∂ut
+ ζx

∂

∂ux
+ ζtt

∂

∂utt
+ ζxx

∂

∂uxx

+µ
∂

∂a
+ ν

∂

∂b
+ ω

∂

∂c
,

where ξ1 = ξ1(t, x, u), ξ2 = ξ2(t, x, u) and µ, ν and ω are functions of t, x, a, b, c. This enables us

to determine the infinitesimals in t, x, a, b and c. If one follows the same way as in Section 4.1, one

arrives at the equations

ξ1 = ξ1(t, x) = p(t, x), ξ2 = ξ2(t, x) = q(t, x),

pt = qx, px = −qt, µ = bpx − apt, ν = −(apx + bpt), ω = −2cpt, (4.11)

where p(t, x) and q(t, x) are related by the first two equations of (4.11).

Our aim in the next step is to find the generator in the space of the Cotton invariants. To this

end, we next look for a projected generator of the form

X = p(t, x)
∂

∂t
+ q(t, x)

∂

∂x
+ (bpx − apt)

∂

∂a
− (apx + bpt)

∂

∂b
− 2cpt

∂

∂c

+µt
∂

∂at
+ µx

∂

∂ax
+ νt

∂

∂bt
+ νx

∂

∂bx
,

where µt, µx, νt and νx are found by using the total differentiations with respect to t and x

Dt =
∂

∂t
+ at

∂

∂a
+ att

∂

∂at
+ atx

∂

∂ax
+ · · ·+ bt

∂

∂b
+ btt

∂

∂bt
+ btx

∂

∂bx
+ · · ·

+ct
∂

∂c
+ ctt

∂

∂ct
+ ctx

∂

∂cx
+ · · · ,

Dx =
∂

∂x
+ ax

∂

∂a
+ axx

∂

∂ax
+ atx

∂

∂at
+ · · ·+ bx

∂

∂b
+ bxx

∂

∂bx
+ btx

∂

∂bt
+ · · ·

+cx
∂

∂c
+ cxx

∂

∂cx
+ ctx

∂

∂ct
+ · · · , (4.12)
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and equations (4.11). That is,

µt = Dt(µ)− atDt(ξ1)− axDt(ξ2),

= pt(−2at) + px(ax + bt) + ptt(−a) + ptx(b).

In a similar fashion, one can find

µx = pt(−2ax) + px(bx − at) + ptx(−a) + pxx(b),

νt = pt(−2bt) + px(bx − at) + ptt(−b) + ptx(−a),

νx = pt(−2bx) + px(−ax − bt) + ptx(−b) + pxx(−a).

Then, we find the action of X on H and K (assuming that both H and K are nonzero) and seek

an infinitesimal generator in the space of the Cotton invariants (1.23) K and H. This gives us the

generator

X = −2Hpt
∂

∂H
− 2Kpt

∂

∂K
. (4.13)

The invariance test XJ = 0 for the invariants J(H, K) is

H
∂J

∂H
+ K

∂J

∂K
= 0 (4.14)

from the solution of which one easily finds the first-order joint differential invariant

J1
1 =

K

H
. (4.15)

We obtain the second-order differential invariants, i.e., the invariants of the form

J(H,Ht,Hx; K,Kt,Kx), by prolongation of the generator (4.13) to first-order:

X = µ
∂

∂H
+ ν

∂

∂K
+ µt

∂

∂Ht
+ µx

∂

∂Hx
+ νt

∂

∂Kt
+ νx

∂

∂Kx
, (4.16)

where µ = −2Hpt and ν = −2Kpt. Also

µt = Dt(−2Hpt)−HtDt(p)−HxDt(q),

= pt(−3Ht) + px(Hx) + ptt(−2H)

are calculated by utilization of the total differentiations with respect to t and x, viz.

Dt =
∂

∂t
+ Ht

∂

∂H
+ Htt

∂

∂Ht
+ Htx

∂

∂Hx
+ · · ·+ Kt

∂

∂K
+ Ktt

∂

∂Kt

+Ktx
∂

∂Kx
+ · · · ,

Dx =
∂

∂x
+ Hx

∂

∂H
+ Htx

∂

∂Ht
+ Hxx

∂

∂Hx
+ · · ·+ Kx

∂

∂K
+ Ktx

∂

∂Kt

+Kxx
∂

∂Kx
+ · · · . (4.17)
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The following are calculated in a similar manner. We have

µx = pt(−3Hx) + px(−Ht) + ptx(−2H),

νt = pt(−3Kt) + px(Kx) + ptt(−2K),

νx = pt(−3Kx) + px(−Kt) + ptx(−2K).

Thus, the once-extended generator of (4.13) is

X = pt(−2H)
∂

∂H
+ pt(−2K)

∂

∂K
+ [pt(−3Ht) + px(Hx) + ptt(−2H)]

∂

∂Ht

+[pt(−3Hx) + px(−Ht) + ptx(−2H)]
∂

∂Hx

+[pt(−3Kt) + px(Kx) + ptt(−2K)]
∂

∂Kt

+[pt(−3Kx) + px(−Kt) + ptx(−2K)]
∂

∂Kx
.

The equation XJ(H, Ht,Hx; K, Kt,Kx) = 0, upon equating to zero the coefficients of the terms

ptt, ptx, px and pt, provides the following system of four equations:

H
∂J

∂Ht
+ K

∂J

∂Kt
= 0, H

∂J

∂Hx
+ K

∂J

∂Kx
= 0,

Hx
∂J

∂Ht
−Ht

∂J

∂Hx
+ Kx

∂J

∂Kt
−Kt

∂J

∂Kx
= 0,

2H
∂J

∂H
+ 2K

∂J

∂K
+ 3Ht

∂J

∂Ht
+ 3Hx

∂J

∂Hx
+ 3Kt

∂J

∂Kt
+ 3Kx

∂J

∂Kx
= 0. (4.18)

The solution of the system (4.18) provides two functionally independent solutions, viz. J1
1 and the

second-order joint differential invariant

J1
2 =

1
H5

[(HKt −KHt)2 + (HKx −KHx)2]. (4.19)

That is J = J(J1
1 , J1

2 ).

We shall now consider the third-order joint differential invariants of the form

J = J(H,Ht,Hx,Htt,Htx, Hxx;K,Kt, Kx,Ktt,Ktx,Kxx),

for the twice-extended generator of (4.13)

X = µ
∂

∂H
+ ν

∂

∂K
+ µt

∂

∂Ht
+ µx

∂

∂Hx
+ µtt

∂

∂Htt
+ µtx

∂

∂Htx
+ µxx

∂

∂Hxx

+νt
∂

∂Kt
+ νx

∂

∂Kx
+ νtt

∂

∂Ktt
+ νtx

∂

∂Ktx
+ νxx

∂

∂Kxx
,
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where

µtt = pt(−4Htt) + px(2Htx) + ptt(−5Ht) + ptx(Hx) + pttt(−2H),

µtx = pt(−4Htx) + px(Hxx −Htt) + ptt(−3Hx) + ptx(−3Ht) + pttx(−2H),

µxx = pt(−4Hxx) + px(−2Htx) + ptt(Ht) + ptx(−5Hx) + pttt(2H),

νtt = pt(−4Ktt) + px(2Ktx) + ptt(−5Kt) + ptx(Kx) + pttt(−2K),

νtx = pt(−4Ktx) + px(Kxx −Ktt) + ptt(−3Kx) + ptx(−3Kt) + pttx(−2k),

νxx = pt(−4Kxx) + px(−2Ktx) + ptt(Kt) + ptx(−5Kx) + pttt(2K),

are calculated in a similar fashion as before.

Upon equating to zero the coefficients of the terms pttx, pttt, ptt, ptx, px and pt of the equation

XJ(H, Ht,Hx,Htt,Htx,Hxx; K, Kt,Kx,Ktt,Ktx, Kxx) = 0 yields the system of linear PDEs

H
∂J

∂Htx
+ K

∂J

∂Ktx
= 0,

H
∂J

∂Htt
−H

∂J

∂Hxx
+ K

∂J

∂Ktt
−K

∂J

∂Kxx
= 0,

2H
∂J

∂Ht
+ 2K

∂J

∂Kt
+ 5Ht

∂J

∂Htt
+ 3Hx

∂J

∂Htx
−Ht

∂J

∂Hxx
+ 5Kt

∂J

∂Ktt

+ 3Kx
∂J

∂Ktx
−Kt

∂J

∂Kxx
= 0,

2H
∂J

∂Hx
+ 2K

∂J

∂Kx
−Hx

∂J

∂Htt
+ 3Ht

∂J

∂Htx
+ 5Hx

∂J

∂Hxx
−Kx

∂J

∂Ktt

+ 3Kt
∂J

∂Ktx
+ 5Kx

∂J

∂Kxx
= 0,

Hx
∂J

∂Ht
−Ht

∂J

∂Hx
+ Kx

∂J

∂Kt
−Kt

∂J

∂Kx
+ 2Htx

∂J

∂Htt
+ (Hxx −Htt)

∂J

∂Htx

− 2Htx
∂J

∂Hxx
+ 2Ktx

∂J

∂Ktt
+ (Kxx −Ktt)

∂J

∂Ktx
− 2Ktx

∂J

∂Kxx
= 0,

2H
∂J

∂H
+ 2K

∂J

∂K
+ 3Ht

∂J

∂Ht
+ 3Hx

∂J

∂Hx
+ 3Kt

∂J

∂Kt
+ 3Kx

∂J

∂Kx

+ 4Htt
∂J

∂Htt
+ 4Htx

∂J

∂Htx
+ 4Hxx

∂J

∂Hxx
+ 4Ktt

∂J

∂Ktt
+ 4Ktx

∂J

∂Ktx

+ 4Kxx
∂J

∂Kxx
= 0.

(4.20)

The solution of (4.20) gives rise to six functionally independent quantities, i.e. we have

J = J(J1
1 , J1

2 , J1
3 , J2

3 , J3
3 , J4

3 ), where

J1
3 = H−8[{2H(HKtx −KHtx)− 3Ht(HKx −KHx)− 3Hx(HKt −KHt)}2

−{2H(HKtt −KHtt)− 5Ht(HKt −KHt) + Hx(HKx −KHx}

×{2H(HKxx −KHxx)− 5Hx(HKx −KHx) + Ht(HKt −KHt}],
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J2
3 = H9(C2

1 + D2
1)
−2[KD5(C2

1 −D2
1)− 2KC1D1(KD3 −H2D2 + K2D4

−(C2
1 + D2

1))]
2[K2D2

5 + (KD3 −H2D2 + K2D4 − (C2
1 + D2

1))
2]−1,

J3
3 =

1
K2

(Ktt + Kxx)− 1
K3

(K2
t + K2

x),

J4
3 =

1
H2

(Htt + Hxx)− 1
H3

(H2
t + H2

x). (4.21)

and

C1 = HKt −KHt,

D1 = HKx −KHx,

D2 = K(Ktt + Kxx)−K2
t −K2

x,

D3 = 2H(HKtt −KHtt)− 5Ht(HKt −KHt) + Hx(HKx −KHx),

D4 = H(Htt + Hxx)−H2
t −H2

x,

D5 = 2H(HKtx −KHtx)− 3Ht(HKx −KHx)− 3Hx(HKt −KHt).

What happens if one or both of H and K are zero? The simplest situation is when H = K = 0. In

this case the elliptic PDE reduces to the Laplace equation via just the linear change of dependent

variable (examples are given in Section 4.5). If H = 0 and K nonzero, then (4.20) reduces to a

system with K terms only, i.e. one merely sets the Hs zero in the coefficients of the relevant partial

derivatives. The solution of the resultant system in K is then J3
3 . Thus in this case we have H = 0

and J3
3 . Likewise, if K = 0 and H nonzero, one has J4

3 . Examples of these are also given in Section

4.5.

We now use finite equivalence transformations of the elliptic PDE to find the transformation

formulas and to also verify that the quantities J1
1 , J1

2 , J1
3 , J2

3 , J3
3 , J4

3 are indeed invariants.

By use of the rules of total derivatives we obtain

Dt = φtD̄t̄ + ψtD̄x̄ = φtD̄t̄ − φxD̄x̄,

Dx = φxD̄t̄ + ψxD̄x̄ = φxD̄t̄ + φtD̄x̄. (4.22)

From (4.22), we get

D̄t̄ =
1

φ2
t + φ2

x

(φtDt + φxDx), D̄x̄ =
1

φ2
t + φ2

x

(φtDx − φxDt). (4.23)
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The actions of (4.23) on (4.2) give

ūt̄ =
1

φ2
t + φ2

x

[φt(σtu + σut) + φx(σxu + σux)],

ūx̄ =
1

φ2
t + φ2

x

[φt(σxu + σux)− φx(σtu + σut)]. (4.24)

In a similar manner, we can find formulae for ūt̄t̄ and ūx̄x̄. Insertion of (4.24) and ūt̄t̄, ūx̄x̄ into the

equation

ūt̄t̄ + ūx̄x̄ + āūt̄ + b̄ūx̄ + c̄ū = 0

results

utt + uxx +
(
āφt − b̄φx + 2

σt

σ

)
ut +

(
āφx + b̄φt + 2

σx

σ

)
ux

+
(σtt

σ
+

σxx

σ
+ c̄(φ2

t + φ2
x) + (āφt − b̄φx)

σt

σ
+ (āφx + b̄φt)

σx

σ

)
u = 0. (4.25)

From (4.25), we get that

ā =
1

φ2
t + φ2

x

[
(a− 2

σt

σ

)
φt + (b− 2

σx

σ

)
φx

]
,

b̄ =
1

φ2
t + φ2

x

[
(b− 2

σx

σ

)
φt − (a− 2

σt

σ

)
φx

]
,

c̄ =
1

φ2
t + φ2

x

[
c− σtt

σ
− σxx

σ
+ 2

σ2
t

σ2
+ 2

σ2
x

σ2
− a

σt

σ
− b

σx

σ

]
. (4.26)

One can show by routine computations that

(φ2
t + φ2

x)H̄ = H, (φ2
t + φ2

x)K̄ = K. (4.27)

by use of the equations (4.23) and (4.26). Hence, from equations (4.27) and its consequences, we

deduce that

J̄1
1 = J1

1 , J̄1
2 = J1

2 , J̄1
3 = J1

3 , J̄2
3 = J2

3 , J̄3
3 = J3

3 , J̄4
3 = J4

3 , (4.28)

which verifies that J1
1 , J1

2 , J1
3 , J2

3 , J3
3 , J4

3 are indeed invariants as obtained using the infinitesmial

approach. The argument here, though tedious, is the same as that for the hyperbolic equations

given in Johnpillai and Mahomed [53] and Johnpillai et al. [54].

4.3 Joint differential invariants obtained from invariants of the hy-

perbolic equation

In this section the joint differential invariants for the scalar linear elliptic equation are derived from

the joint differential invariants of the hyperbolic equation.
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For the linear hyperbolic equation the basis of the joint differential invariants are given in [53,54]

as follows,

p =
k

h
,

q =
(∂t∂x ln h)

h
,

J1
3 =

1
h3

(kht̄x̄ + hkt̄x̄ − ht̄kx − hx̄kt̄) ,

J2
3 =

1
h9

(hkx̄ − khx̄)2
(
hkht̄t̄ − h2kt̄t̄ − 3kh2

t̄ + 3hht̄kt̄

)
,

J3
3 =

1
h9

(hkt̄ − kht̄)
2 (

hkhx̄x̄ − h2kx̄x̄ − 3kh2
x̄ + 3hhx̄kx̄

)
. (4.29)

By the application of the inverse the transformations (1.104), the joint differential invariants (4.29)

are to transformed to the joint differential invariants of the scalar linear elliptic equations as follows,

H1 =
K2 −H2

(K2 + H2)
,

H2 =
2HK

(K2 + H2)
,

H3 =
−8

(K2 + H2)3
[ (

H4 −K4
)
Ktx +

(−2H3K − 2HK3
)
Htx +

{
(3H3K −K3)Hx

−HKx(H2 − 3K2)
}

Ht −Kt

{
(H3 − 3K2H)Hx + (3H2K −K3)Kx

}]
,

H4 =
8

(K2 + H2)3
[ (

H4 −K4
)
Htx +

(
2H3K + 2HK3

)
Ktx +

{(−H3 + 3K2H
)
Hx

+
(−3H2K + K3

)
Kx

}
Ht + Kt

{(−3H2K + K3
)
Hx + HKx

(
H2 − 3K2

) }]
,

H5 =
16

(H2 + K2)3
K

(
K2 − 3H2

)
(KKtx + HHtx −KtKx −HtHx) ,

H6 =
16

(H2 + K2)3
K

(
3K2 −H2

)
(KKtx + HHtx −KtKx −HtHx) ,

H7 =
512 (HKx −KHx)2 (KHt −HKt)

(K2 + H2)9
[
8

(
K10H − 6K8H3 + 6K4H7 −H9K2

)
Htt

+8
(
6K7H4 −K9H2 + KH10 − 6K3H8

)
Ktt + 3

{(
− 9KH8 + 84K3H6 − 126K5H4

+36K7H2 −K9
)
Ht + HKt

(−3K2 + H2
) (−3K6 + 27K4H2 − 33K2H4 + H6

)}]
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H8 =
512 (HKx −KHx)2 (KHt −HKt)

(K2 + H2)9
[(
−KH10 − 42K7H4 − 42K5H6 + 27K9H2

+27K3H8 −K11
)
Htt +

(
42K4H7 − 27H9K2 − 27K8H3 + K10H + H11

+42K6H5
)
Ktt − 3

{(
9K8H + 126K4H5 − 36K2H7 + H9 − 84K6H3

)
Ht

+KKt(3H2 −K2)
(
33K4H2 −K6 − 27K2H4 + 3H6

)}]
,

H9 =
512

(
HKt −KHt

)2(
KHx −HKx

)
(
H2 + K2

)
[
8
(
6K4H7 − 6K8H3 −H9K2 + K10H

)
Hxx

+8
(
KH10 + 6K7H4 −K9H2 − 6K3H8

)
Kxx + 3

{(
84K3H6 − 9KH8 − 126K5H4

+36K7H2 −K9
)
Hx + HKx

(
H2 − 3K2

)(
27K4H2 − 3K6 − 33K2H4 + H6

)}]

H10 =
512

(
HKt −KHt

)2(
KHx −HKx

)
(
H2 + K2

)
[(

27K9H2 − 42K7H4 − 42K5H6 + 27K3H8

−KH10 −K11
)
Hxx +

(
42K4H7 + 42K6H5 − 27H9K2 + K10H − 27K8H3

+H11
)
Kxx − 3

{(
9K8H − 84K6H3 + 126K4H5 − 36K2H5 − 36K2H7

+H9
)
Hx + KKx

(
3H2 −K2

)(
33K4H2 −K6 − 27K2H4 + 3H6

)}]
(4.30)

These are the joint differential invariants for the elliptic equation and are obtained from the basis

of joint differential invariants of the hyperbolic equations. These joint differential invariants do not

form a basis of the elliptic equations.

4.4 Invariant differentiation

In this section, we derive the operators of invariant differentiation to find a basis of invariants and

the invariants of higher orders for the scalar linear elliptic PDEs.

We define the operator D by

D = λDt + κDx,

where λ, κ are differential functions of H, K and their derivatives and Dt, Dx are given by (4.17).

From the first prolongation of (4.13), viz. (4.16), and the invariant differentiation operator
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X̃ = X+ D(ξ1∂λ + ξ2∂κ) (see Ovsiannikov [85]), we find that

X̃ = pt(−2H)
∂

∂H
+ pt(−2K)

∂

∂K
+ [pt(−3Ht) + px(Hx) + ptt(−2H)]

∂

∂Ht

+[pt(−3Hx) + px(−Ht) + ptx(−2H)]
∂

∂Hx

+[pt(−3Kt) + px(Kx) + ptt(−2K)]
∂

∂Kt

+[pt(−3Kx) + px(−Kt) + ptx(−2K)]
∂

∂Kx

+(λpt + κpx)
∂

∂λ
+ (κpt − λpx)

∂

∂κ
.

Since the function p(t, x) is arbitrary, there is no relation between its derivatives. Upon equating to

zero of the coefficients of the terms ptt, pxx, px and pt, in the equation

X̃J(H, Ht,Hx; K, Kt,Kx; λ, κ) = 0, the following system of four PDEs results

H
∂J

∂Ht
+ K

∂J

∂Kt
= 0, H

∂J

∂Hx
+ K

∂J

∂Kx
= 0,

Hx
∂J

∂Ht
−Ht

∂J

∂Hx
+ Kx

∂J

∂Kt
−Kt

∂J

∂Kx
+ κ

∂J

∂λ
− λ

∂J

∂κ
= 0,

2H
∂J

∂H
+ 2K

∂J

∂K
+ 3Ht

∂J

∂Ht
+ 3Hx

∂J

∂Hx
+ 3Kt

∂J

∂Kt
+ 3Kx

∂J

∂Kx

− λ
∂J

∂λ
− κ

∂J

∂κ
= 0.

(4.31)

The solution of the system of PDEs (4.31) gives J = J(J1
1 , J1

2 , c1, c2), where J1
1 , J1

2 and

c1 =
1

H2
[κ(HKx −KHx) + λ(HKt −KHt)],

c2 =
1

H2
[κ(HKt −KHt)− λ(HKx −KHx)] (4.32)

are solutions of (4.31). From (4.32), we get

λ =
H2[c1(HKt −KHt)− c2(HKx −KHx)]

[(HKt −KHt)2 + (HKx −KHx)2]
,

κ =
H2[c1(HKx −KHx) + c2(HKt −KHt)]

[(HKt −KHt)2 + (HKx −KHx)2]
.

(4.33)

Then the choices of (c1, c2) as (1, 0) or (0, 1) give two independent operators of invariant differenti-

ation

X̃1 =
H2[(HKx −KHx)Dx + (HKt −KHt)Dt]

[(HKt −KHt)2 + (HKx −KHx)2]
,

X̃2 =
H2[(HKt −KHt)Dx − (HKx −KHx)Dt]

[(HKt −KHt)2 + (HKx −KHx)2]
.

(4.34)
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If we utilize the first operator of invariant differentiation X̃1 on J1
1 , we obtain X̃1(J1

1 ) = 1. Likewise,

X̃2(J1
1 ) = 0. Hence, a basis of joint differential invariants of (1.24) is

{J1
1 , J1

2 , J1
3 , J2

3 , J3
3 , J4

3}. (4.35)

As a consequence of the preceding results, we can state the following theorems. These theorems

exclude the case when both H and K are zero. In this case the elliptic PDE is reducible to Laplace’s

equation via a linear change of the dependent variable.

Theorem 4.4.1. The joint differential invariants (4.35) of (1.98) defined by (4.15), (4.19) and

(4.21) provide a complete set of joint invariants of (1.98) if H and K are nonzero. The other joint

invariants are functions of the basis of invariants (4.35) and their invariant derivatives. If H = 0

(K = 0) and K (H) is nonzero, we have one basis element given by J3
3 (J4

3 ).

Theorem 4.4.2. Two elliptic PDEs of the form (4.2) are locally equivalent via the invertible trans-

formations (4.2) and (4.3) if and only if their joint invariants and invariant equations where appli-

cable remain unchanged under the said transformations.

4.5 Examples

The first few examples are about the use of Cotton’s semi-invariants. Note that two linear elliptic

PDEs are locally equivalent to each other under linear homogeneous transformations of the depen-

dent variable only if and only if their Cotton semi-invariants H and K remain invariant under the

said transformations. A transformation ū = σ(t, x)u which maps the respective elliptic PDEs to

each other is constructed from σt/σ = (a− ā)/2, σx/σ = (b− b̄)/2.

1. The constant coefficient elliptic PDE

utt + uxx + aut + bux +
1
4
(a2 + b2)u = 0,

has H = K = 0 and is reducible to the Laplace PDE

ūtt + ūxx = 0, (4.36)

by means of the linear transformation ū = u exp(at/2 + bx/2). Equation (4.36) has the same values

H̄ = K̄ = 0 of the semi-invariants H and K.



74

2. The variable coefficient elliptic equation

utt + uxx + xut + tux +
1
4
(t2 + x2)u = 0,

possesses H = K = 0 and is reducible to the Laplace PDE (4.36) via ū = u exp(tx/2).

3. The PDE

utt + uxx + xut + x2ux + (
1
4
x4 + x)u = 0,

has H = 1 and K = x2/2 and it transforms, via ū = u exp(x3/6), to the simpler equation ūtt +

ūxx + xūt = 0 which has H̄ = 1 and K̄ = x2/2.

We now illustrate local equivalence by joint invariants.

4. The elliptic equation

utt + uxx + c(t, x)u = 0, (4.37)

can be mapped to

ut̄t̄ + ux̄x̄ + c̄(t̄, x̄)u = 0, (4.38)

where c̄ = c/(φ2
t + φ2

x), under a change of independent variables (4.3) provided H = H̄ = 0 and

J3
3 = J̄3

3 . As a concrete example, the PDE (4.37) with c = t2 +x2 reduces to the constant coefficient

equation (4.38) with c̄ = 1 under t̄ = t2/2 − x2/2, x̄ = tx. The invariants are H = H̄ = 0 and

J3
3 = J̄3

3 = 0

5. The constant coefficient PDE

utt + uxx + aut + bux + cu = 0,

where c 6= (a2 + b2)/4, possesses H = 0 and K = const 6= 0 and maps to

ūt̄t̄ + ūx̄x̄ + εū = 0, ε = ±1,

under

t̄ =

√
−K

2ε
x, x̄ = −

√
−K

2ε
t, ū = u exp

1
2
(at + bx)u, K 6= 0,

where K and ε have opposite signs. Here the invariants are H = H̄ = 0 and J3
3 = J̄3

3 = 0.
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6. Finally consider

utt + uxx − tut − 2tux + (tx− 1
2
x2 − 1

2
+

3
4
t2)u = 0.

This PDE has H = 2, K = (x− t)2 and can be reduced to the simpler form

ūt̄t̄ + ūx̄x̄ + x̄ūt̄ = 0,

via

t̄ = t + x, x̄ = x− t, ū = u exp(−1
2
tx− 1

4
x2).

Indeed, the six invariants agree, i.e. J1
1 = J̄1

1 = (x − t)2/2, J1
2 = J̄1

2 = (x − t)2, J1
3 = J̄1

3 = 0,

J2
3 = J̄2

3 = 0, J3
3 = J̄3

3 = −4/K2 and J4
3 = J̄4

3 = 0.

Here we have provided the symmetry classification for the elliptic PDE (1.98) in terms of the

Cotton invariants. The application of the infinitesimal method have resulted in new joint differen-

tial invariants which are in terms of Cotton’s invariants. It has been shown via the operators of

invariant differentiation that there are six elements of joint invariants which constitute a basis of

joint differential invariants for the elliptic PDEs.

An alternate approach to find joint differential invariants for the elliptic equation is by using

joint invariants of the hyperbolic PDE. Then one can obtain joint invariants for the elliptic PDEs

with the aid of application of the rules of derivatives on the complex transformations and the joint

invariants of the hyperbolic PDEs. From the transformed hyperbolic PDE, one can obtain the

Laplace invariants in complex form by use of the rules of derivatives. The real and imaginary parts

will give Cotton’s invariants for the elliptic PDEs. This is easy enough. However, if one proceeds in

a similar manner for the five basic invariants of the hyperbolic PDEs one will, in general, get five

joint differential invariants in complex form. That is, in general, ten invariants from the real and

imaginary parts. It becomes difficult to identify which are elements of the basis of joint differential

invariants for the elliptic PDEs. The infinitesimal approach used here avoids this difficulty.



Chapter 5

Cotton-type and Joint Invariants for

Linear Elliptic Systems

A complex scalar ODE/PDE provides a system of two real ODEs/PDEs by splitting the complex

base equation into real and imaginary parts using CSA. Similarly a system of two elliptic PDEs

is obtained from a scalar complex linear elliptic PDE. The system of elliptic PDEs obtained from

complex elliptic PDE is a subsystem of the general system of two elliptic PDEs as the former has fewer

arbitrary coefficients. For the scalar linear hyperbolic and elliptic PDEs the semi-invariant under the

linear change of the dependent variables are known as the Laplace’ invariants and Cotton’ invariants.

Similar invariants for the system of hyperbolic and elliptic PDEs are called the Laplace-type and

Cotton-type invariants. Here Cotton-type invariants for a system of two linear elliptic equations,

obtainable from a complex base linear elliptic equation, are derived by split of the corresponding

complex Cotton invariants of the base complex equation and from the Laplace-type invariants of

the system of linear hyperbolic equations equivalent to the system of linear elliptic equations via

linear complex transformations of the independent variables. It is shown that Cotton-type invariants

derived from these two approaches are identical. Furthermore, Cotton-type and joint invariants for

a general system of two linear elliptic equations are also obtained from the Laplace-type and joint

invariants for a system of two linear hyperbolic equations equivalent to the system of linear elliptic

equations by complex changes of the independent variables.

76
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5.1 Cotton-type invariants for a subclass

In this section, Cotton-type invariants for a subsystem of two linear elliptic equations are first ob-

tained from a complex scalar linear elliptic equation by splitting the complex Cotton invariants of

the base complex equation into real and imaginary parts. Then for such a system, we determine

invariants from the Laplace-type invariants for the equivalent system of two linear hyperbolic equa-

tions. This is achieved by performing complex splits of the Laplace-type invariants. It is concluded,

as a proposition, that the Cotton-type invariants are the same for both the approaches.

The subsystem of two elliptic equations

uxx + uyy + α1ux − α2vx + β1uy − β2vy + γ1u− γ2v = 0,

vxx + vyy + α2ux + α1vx + β2uy + β1vy + γ2u + γ1v = 0, (5.1)

is obtained by spliting the complex linear elliptic equation

wxx + wyy + awx + bwy + cw = 0, (5.2)

where

a = α1 + iα2, b = β1 + iβ2, c = γ1 + iγ2, w = u + iv. (5.3)

The Cotton invariants, corresponding to the complex elliptic equation (5.2), are (1.103) which split

into the four invariants

µ1 = α1y − β1x,

µ2 = α2y − β2x,

H1 = α1x + β1y +
1
2
(α2

1 + β2
1)− 1

2
(α2

2 + β2
2)− 2γ1,

H2 = α2x + β2y + α1α2 + β1β2 − 2γ2. (5.4)

These are precisely the Cotton-type invariants for the linear elliptic system (5.1). The simplest case

is when the semi-invariants (5.4) are zero. In this case the elliptic PDE system (5.1) reduces to the

Laplace system by linear transformation of the dependent variables. This is similar to the scalar

linear elliptic PDE case.

Now for the system of elliptic equations (5.1), we derive the Cotton-type invariants by trans-

forming the system of equations to the corresponding linear hyperbolic equations and then using the

inverse transformations of the independent variables to convert the Laplace-type invariants to the
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Cotton-type invariants. By means of the transformations (1.104), the system of elliptic equations

(5.1) can be mapped to the system of two linear hyperbolic type equations

utz + A1ut −A2vt + B1uz −B2vz + C1u− C2v = 0,

vtz + A2ut + A1vt + B2uz + B1vz + C2u + C1v = 0, (5.5)

where

A1 =
1
4
(α1 + iβ1), B1 =

1
4
(α1 − iβ1), C1 =

1
4
γ1

A2 =
1
4
(α2 + iβ2), B2 =

1
4
(α2 − iβ2), C2 =

1
4
γ2 (5.6)

The system of hyperbolic equations (5.5) has four Laplace-type invariants [79]

h1 = A1t + A1B1 −A2A2 − C1,

h2 = A2t + A1B2 + A2B1 − C2,

k1 = B1z + A1B1 −A2B2 − C1,

k2 = B2z + A1B2 + A2B1 − C2. (5.7)

Now by the application of the transformations (1.104) and complex splits, the Laplace-type invariants

(5.7) become the Cotton-type invariants (5.4). We therefore conclude with the following result.

Proposition 1.

For a class of a system of two linear elliptic equations (5.1) obtained from a complex base lin-

ear elliptic equation (5.2) or equivalent to a subsystem of two linear hyperbolic equations (5.5) by

complex linear transformations of the independent variables (1.104), Cotton-type invariants either

constructed by splitting of the complex Cotton invariants (1.103) of the complex base elliptic equa-

tion into real and imaginary parts or those computed by splitting the Laplace-type invariants (5.7)

of the system of linear hyperbolic equations are identical to (5.4).

5.2 Cotton-type and joint invariants in general

In this section, Cotton-type and joint invariants for a general system of two linear elliptic equations

are obtained. A general system of two linear elliptic equations is

uxx + uyy + a1ux + a2vx + b1uy + b2vy + c1u + c2v = 0,

vxx + vyy + a3ux + a4vx + b3uy + b4vy + c3u + c4v = 0, (5.8)
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By means of the complex transformations of the independent variables (1.104), this system (5.8) is

transformed into the system of two linear hyperbolic equations

utz + A1ut + A2vt + B1uz + B2vz + C1u + C2v = 0,

vtz + A3ut + A4vt + B3uz + B4vz + C3u + C4v = 0, (5.9)

where

A1 =
1
4
(a1 + ib1), B1 =

1
4
(a1 − ib1), C1 =

1
4
c1,

A2 =
1
4
(a2 + ib2), B2 =

1
4
(a2 − ib2), C2 =

1
4
c2,

A3 =
1
4
(a3 + ia3), B3 =

1
4
(a3 − ib3), C3 =

1
4
c3,

A4 =
1
4
(a4 + ib4), B4 =

1
4
(a4 − ib4), C4 =

1
4
c4. (5.10)

This system of linear hyperbolic equations (5.9) has five semi-invariants [99] under the linear change

of dependent variables. They are [99]

I1 = k1 + k4, I2 = k5 + k8,

I3 = k1k4 − k2k3, I4 = k5k8 − k6k7,

I5 = k1k5 + k2k7 + k3k6 + k4k8. (5.11)

where

k1 = A1B1 + A3B2 + A1t − C1,

k2 = A1B3 + A3B4 + A3t − C3,

k3 = A2B1 + A4B2 + A2t − C2,

k4 = A2B3 + A4B4 + A4t − C4,

k5 = A1B1 + A2B3 + B1z − C1,

k6 = A3B1 + A4B3 + B3z − C3,

k7 = A1B2 + A2B4 + B2z − C2,

k8 = A3B2 + A4B4 + B4z − C4. (5.12)

The system of linear hyperbolic equations (5.9) also has the four joint invariants [99]

J1 = I2
I1

, J2 = I3
I2
1
,

J3 = I4
I2
1
, J4 = I5

I2
1
. (5.13)
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We utilize the same approach as in the previous section. Indeed via the transformations (1.104), the

Laplace-type invariants (5.11) transform to the five Cotton-type invariants

H1 = Im(K1 + K4) = Im(K5 + K8),

H2 = Re(K1 + K4) = Re(K5 + K8),

H3 = Im(K1K4 −K2K3) = Im(K5K8 −K6K7),

H4 = Re(K1K4 −K2K3) = Re(K5K8 −K6K7),

H5 = Re(K1K5 + K2K7 + K3K6 + K4K8). (5.14)

and the invariant equation

Im(K1K5 + K2K7 + K3K6 + K4K8) = 0, (5.15)

where

K1 =
1
42

(a2
1 + b2

1 + a2a3 + b2b3 + 2a1x + 2b1y − 4c1) +
i

42
(a2b3 − a3b2 − 2a1y + 2b1x),

K2 =
1
42

(a1a3 + b1b3 + a3a4 + b3b4 + 2a3x + 2b3y − 4c3) +
i

42
(a3b1 − a1b3 + a4b3

−a3b4 − 2a3y + 2b3x),

K3 =
1
42

(a1a2 + b1b2 + a2a4 + b2b4 + 2a2x + 2b2y − 4c2) +
i

42
(a1b2 − a2b1 + a2b4

−a4b2 − 2a2y + 2b2x),

K4 =
1
42

(a2a3 + b2b3 + a2
4 + b2

4 + 2a4x + 2b4y − 4c4) +
i

42
(a3b2 − a2b3 − 2a4y + 2b4x),

K5 =
1
42

(a2
1 + b2

1 + a2a3 + b2b3 + 2a1x + 2b1y − 4c1) +
i

42
(a3b2 − a2b3 + 2a1y − 2b1x),

K6 =
1
42

(a1a3 + b1b3 + a3a4 + b3b4 + 2a3x + 2b3y − 4c3) +
i

42
(a1b3 − a3b1 + a3b4

−a4b3 + 2a3y − 2b3x),

K7 =
1
42

(a1a2 + b1b2 + a2a4 + b2b4 + 2a2x + 2b2y − 4c2) +
i

42
(a2b1 − a1b2 + a4b2

−a2b4 + 2a2y − 2b2x),

K8 =
1
42

(a2a3 + b2b3 + a2
4 + b2

4 + 2a4x + 2b4y − 4c4) +
i

42
(a2b3 − a3b2 + 2a4y − 2b4x).

(5.16)

Note that we have an invariant equation here. This differs from the invariants of the split elliptic

system of section 2. We therefore have the following result.

Proposition 2.

A general system of two linear elliptic equations (5.8) has the five Cotton-type invariants (5.14) and

its coefficients satisfy the invariant condition (5.15).
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Now the four joint invariants (5.13) reduce to the four invariants of the elliptic equations (5.8)

and are

µ1 =
(H2

1 −H2
2 )H3 + 2H1H2H4

(H2
1 −H2

2 )2 + 4H2
1H2

2

,

µ2 =
(H2

1 −H2
2 )H4 − 2H1H2H3

(H2
1 −H2

2 )2 + 4H2
1H2

2

,

µ3 =
(H2

1 −H2
2 )H5

(H2
1 −H2

2 )2 + 4H2
1H2

2

,

µ4 =
−2H1H2H5

(H2
1 −H2

2 )2 + 4H2
1H2

2

, (5.17)

where the semi-invariants H2
1 and H2

2 are both not zero. The situation when both are zero are for

the Laplace system discussed earlier. We have thus obtained the Cotton-type and joint invariants for

a general linear elliptic system of two equations (5.8) by using the Laplace-type and joint invariants

of the general system of linear hyperbolic equations (5.9) by utilizing the known semi- and joint

invariants of [99]. We thus state the proposition:

Proposition 3.

A general system of two linear elliptic equations (5.8) has the four joint invariants (5.17).

5.3 Applications

Here we present some examples for illustration. We have u, v, u, v as dependent variables and x, y, s, t

as independent variables.

Example 1.

Consider the system of two linear elliptic equations

uxx + uyy +
2
x

ux +
4
y
uy +

2
y2

u = 0,

vxx + vyy − 4
x

vx − 2
y
vy + 2(

1
y2

+
3
x2

)v = 0. (5.18)

This system transforms to the simplest elliptic equations

uxx + uyy = 0,

vxx + vyy = 0, (5.19)

under the transformation

u = xy2u, v =
v

x2y
. (5.20)
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The systems of elliptic equations (5.18) and (5.19) are transformable into each other as these systems

have the same Cotton-type semi-invariants

H1 = H2 = H3 = H4 = H5 = 0. (5.21)

Example 2.

The system of elliptic equations

uxx + uyy + (1− 2y)ux + (1− 2x)uy + (x2 + y2 − x− y)u = 0,

vxx + vyy + (1− 2y)vx + (1− 2x)vy + (x2 + y2 − x− y)v = 0, (5.22)

with the Cotton-type invariants

H1 = 0, H2 =
1
4
, H3 = 0,H4 =

1
64

, H5 =
1
32

, (5.23)

reduces to the simple system of elliptic equations

uxx + uyy + ux + uy = 0,

vxx + vyy + vx + vy = 0, (5.24)

by the application of the transformation

u = exp (−xy)u, v = exp (−xy)v. (5.25)

The system (5.24) also has the Cotton-type invariants (5.23).

Example 3.

The uncoupled system two of elliptic equations

uxx + uyy + (
2
x

+ 1)ux + (1− 4
y
)uy + (

1
x

+
6
y2
− 2

y
)u = 0,

vxx + vyy + (1− 2
x

)vx + (1 +
4
y
)vy + (

2
y2

+
2
y
− 1

x
+

2
x2

)v = 0, (5.26)

has the Cotton-type invariants

H1 = 0, H2 =
1
4
, H3 = 0,H4 =

1
64

, H5 =
1
32

. (5.27)

Therefore it is reducible to the simple system

uxx + uyy + ux + uy = 0,

vxx + vyy + vx + vy = 0, (5.28)
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by means of the transformation

u =
x

y2
u, v =

y2

x
v. (5.29)

Example 4.

Consider now the linear system of elliptic equations

uxx + uyy + (
2
x

+
1
2
)ux + (

1
2
− 2

y
)uy +

1
2
(

4
y2
− 1

y
+

1
x

)u = 0,

vxx + vyy + (
2
x

+
1
2
)vx + (

1
2
− 2

y
)vy +

1
2
(

4
y2
− 1

y
+

1
x

)v = 0, (5.30)

which has the joint invariants

µ1 = 0, µ2 = −1
4
, µ3 = −1

2
, µ4 = 0. (5.31)

By using the transformation

s =
x

2
, t =

y

2
, , u =

x

y
u, v =

x

y
v. (5.32)

the above system reduces to the simple system

uss + utt + us + ut = 0,

vss + vtt + vs + vt = 0, (5.33)

because this system has the joint invariant identical to the system (5.30).

Example 5.

Finally, the coupled system of elliptic equations

uxx + uyy + (2 +
1
x

)ux + 2y3x−
3
2 vx − 2

y
uy + (

1
x
− 1

4x2
+

2
y2

)u− 2y3x−
5
2 v = 0,

vxx + vyy +
2x

3
2

y3
ux + 2(1− 1

x
)vx +

4
y
vy +

x
1
2

y3
u + 2(

1
y2
− 1

x
+

1
x2

)v = 0, (5.34)

with the joint invariants

µ1 = 0, µ2 = 0, µ3 = −1, µ4 = 0, (5.35)

simplifies to the system

uss + utt + us + ut + vs + vt = 0,

vss + vtt + us + ut + vs + vt = 0, (5.36)

which has the same joint invariants as the system (5.34). The transformation that does this reduction

is

s = x + y, t = x− y, , u =
√

x

y
u, v =

y2

x
v. (5.37)
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In this chapter, a complex scalar linear elliptic equation has been transformed into a system of two

linear elliptic equations by splitting the complex equation, which is a subclass of the general system

of two linear elliptic equations. Cotton-type semi-invariants for this system of elliptic equations

are obtained by two approaches. One is by split of the complex Cotton invariants that correspond

to the complex base scalar linear elliptic equation into real and imaginary parts, and the second

by transformation of the subsystem of the linear elliptic equations into linear hyperbolic equations

and application of the linear inverse transformations on the Laplace-type semi-invariants of the

hyperbolic equations to deduce the Cotton-type invariants for the required subsystem of linear

elliptic equations. It is found that the Cotton-type invariants by both the approaches are the

same. For a general system of linear elliptic equations, the Cotton-type and joint invariants have

been constructed by transformation of the system of two linear elliptic equations into a system of

two linear hyperbolic equations and thereafter applying the linear inverse transformations on the

Laplace-type and joint invariants of [99] to deduce the Cotton-type and joint invariants for the linear

system of elliptic equations.



Chapter 6

Summary and Conclusions

Sophus Lie developed infinitesimal methods to find the Lie groups of continuous transformations. Lie

group theory play a fundamental role in finding the solutions of the differential equations. Lie also

pointed out that the theory of differential invariants of the equivalence group of point transformation

of the differential equations is also based on the infinitesimal methods. Knowledge of differential

invariants is extremely useful in the integration of the differential equations. In this thesis, a relation

between the isometries and the Noether symmetries is presented. In the third chapter of this thesis,

differential invariants for the system of hyperbolic PDEs are discussed using the complex symmetry

analysis. Cotton’s invariants and joint invariants for the scalar and system of elliptic PDEs are also

derived in of this thesis.

6.1 The Noether Symmetries of the Area-Minimizing Lagrangian

The importance of Lie symmetries in the theory of integration of DEs provides mathematician an

incentive to find the symmetries of the DEs. As the differential equations “live” on manifolds,

it is natural to search for the connection between symmetries of differential equations and those

of geometry. The first such attempt looked for the connection through the system of geodesic

equations [6, 31], some connections between Noether symmetries and isometries have been found in

the context of general relativity [13–15]. The geodesic equations are the EL-equations for the arc-

length minimizing action. Their symmetries and the corresponding geodesic equations are known

for maximally and non-maximally symmetric spaces. A connection was obtained between isometries

(the symmetries of the geometry) and Lie symmetries of the geodesic equations of the underlying

space [31], which leads to the geometric linearization for ODEs [46,74,88]. An additional benefit of
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this approach is that one can obtain the solution of the linearized equations by the transformation

to the metric tensor coordinates given by the geodesic equations from Cartesian coordinates. There

are three questions that needs to be addressed. First, can one extend geometric approach to higher

order ODEs? Second, is there exist any connection between the symmetries in geometry and higher

order symmetries of the corresponding equations? Third and most important of all, how to extend

the geometric methods for PDEs. In the second chapter of this thesis, we discuss this last question.

For this, first we formulate the (n−1)-area minimizing Lagrangian keeping constant n-volume using

the Kuhn-Tucker theorem [51,90], as [16,17]

I = A(S) + λV (S) =
∫

s
npdn−1sp + λ

∫

v
dnV, p = 1, 2, ..., n− 1, (6.1)

here λ is the Lagrange multiplier. Here for the non-compact space this has to be taken in the sense of

being cut at a fixed boundary that respects the symmetry of the space and is not a volume enclosing

hypersurface otherwise. Then a relation between isometries and Noether symmetries for the area

minimizing Lagrangian has been found and presented in the form of following theorems.

Theorem 6.1.1. The Lagrangian for minimizing the (m − 1)-area enclosing a constant m-volume

in a Euclidian space, has a Lie algebra of Noether symmetries identical with the Lie algebra of

isometries of the Euclidean space, so(m) ⊕s R(m), with the vector gauge functions corresponding to

the translations.

Theorem 6.1.2. The Lie algebra of Noether symmetries for the Lagrangian for minimizing the

(m− 1)-area keeping a constant m-volume in a space of non-zero constant curvature is so(m).

Theorem 6.1.3. The Lie algebra of the Noether symmetries for the Lagrangian which minimizes an

(n−1)-area enclosing a constant n-volume, in a space which has one section of constant curvature of

dimension n1, another of n2, etc. up to nk and a flat section of dimension m and n ≥ ∑k
j=1 nj + m

(as some of the sections may have no symmetry), is ⊕k
j=1so(nj + 1)⊕ (so(m)⊕s Rm).

6.2 Invariants of the Group of Equivalence Transformations for Hy-

perbolic and Elliptic PDEs

Third, fourth and fifth chapters of this thesis deals with the differential invariants of the group of

equivalence transformations of hyperbolic and elliptic PDEs. Differential invariants are extremely

useful tools in the integration of DEs. There are two main methods to calculate the set of all
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the equivalence transformation. The first method uses directly the definition of the equivalence

transformation called the direct method. Theoretically, one can calculate the most general group of

equivalence transformations using direct method but usually this method leads to huge computa-

tional difficulties especially when dealing with non-linear DEs. Indeed, when Roger Liouville [66,67]

calculated the differential invariants using the direct methods for the second-order cubically nonlin-

ear ODE, introduced by Lie, the calculations were done on seventy pages [45].

The approach of complex symmetry analysis (CSA), was utilized in [2,4]. This method provides

a connection between a complex scalar ODE/PDE and a system of real ODEs/PDEs by a complex

split of the base complex equation into real and imaginary parts. Applying the CSA on the scalar

complex hyperbolic equation

wtx + α(t, x)wt + β(t, x)wx + γ(t, x)w = 0, (6.2)

gives the following two hyperbolic equations

utx + α1(t, x)ut − α2(t, x)vt + β1(t, x)ux − β2(t, x)vx + γ1(t, x)u− γ2(t, x)v = 0,

vtx + α2(t, x)ut + α1(t, x)vt + β2(t, x)ux + β1(t, x)vx + γ2(t, x)u + γ1(t, x)v = 0. (6.3)

if α = α1 + iα2, β = β1 + iβ2, γ = γ1 + iγ2 and w = u + iv. The system of hyperbolic PDEs is a

subclass of the general system of hyperbolic PDEs

utx + a1(t, x)ut + a2(t, x)vt + b1(t, x)ux + b2(t, x)vx + c1(t, x)u + c2(t, x)v = 0,

vtx + a3(t, x)ut + a4(t, x)vt + b3(t, x)ux + b4(t, x)vx + c3(t, x)u + c4(t, x)v = 0. (6.4)

The scalar linear hyperbolic PDE (6.2) has two semi-invariants under the linear change of the

dependent variables, six semi-invariants under the change of the independent variables and six joint

invariants of which five form a bases of joint invariants [43,53,54]. The system of two linear hyperbolic

PDEs (6.4) has four joint invariant and five semi-invariants under the linear change of the dependent

variables [99] and four semi-invariants associated with the change of only the dependent variables

for a subclass of a system of two linear hyperbolic equations (6.3) obtained from a complex linear

hyperbolic equation [79]. Here, for a subclass of the system (6.3) semi-invariants associated with

the invertible change of the dependent as well as independent variables are first derived using the

Lie’s infinitesimal methods. The equivalence transformations of the system of equations (6.3) is an

infinite group of the dependent variable

u = σ1(t, x)u + σ2(t, x)v, v = σ1(t, x)v − σ2(t, x)u, (6.5)
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and the invertible change of the independent variables

t = φ(t), x = ψ(x). (6.6)

The system (6.3) has four and six semi-invariant under change of the dependent and independent

variables, respectively. It is found that this system has six joint invariants. Semi-invariants and

joint invariants of the system are also obtained using the complex procedure. This procedure reveals

the correspondence of such systems and associated invariants with the base complex hyperbolic

equation and related complex invariants, respectively. Complex procedure give four and twelve

semi-invariants under the change of the dependent variables, respectively. This is achieved by

performing complex splits of the semi-invariants. It is also found that the corresponding system has

twelve joint invariants by the splitting the corresponding six joint invariants for the complex scalar

equation. It is shown that same invariant quantities for the system of hyperbolic PDEs appear

due to complex and real procedures, in the case of transformations of only the dependent variables.

However, the semi-invariants of this system associated with only independent variables obtained by

real symmetry analysis are different from those provided by the complex procedure. Furthermore,

the joint invariants of this system of hyperbolic equations obtained by both the methods are also

found to be different.

In the fourth chapter of this thesis, we consider a scalar linear second order elliptic equation in

two independent variables in canonical form

uxx + uyy + aux + buy + cu = 0. (6.7)

It is well-known that by means of the linear complex transformations [29,55],

x =
1
2
(t + z), y =

−i

2
(t− z), (6.8)

the elliptic equation (6.7) can be mapped to the linear hyperbolic equation

utz + Aut + Buz + Cu = 0. (6.9)

Because under the transformation (6.8), uxx = utt+2utz +uzz and uyy = −utt+2utz−uzz, so utt and

uzz are canceled with each other and the only remaining second order term is utz. As the hyperbolic

and elliptic equations can be transformed into each other, so do their corresponding Laplace and

Cotton invariants. The Laplace invariants

h = At + AB − C,

k = Bz + AB − C, (6.10)
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for equation (6.9) can be transformed, by use of the inverse of the transformations (6.8) as well

as after the substitution of the values of A,B and C into (6.10) and then splitting the real and

imaginary parts, to arrive at the Cotton invariants

µ = ay − bx,

H = ax + by +
1
2
(a2 + b2)− 2c. (6.11)

Here, an important question arises, can one find the bases of the joint invariants of the elliptic

equations from the bases of the joint invariants of the hyperbolic equations. The application of the

Lie’s infinitesimal method have resulted in new joint differential invariants which are in terms of

Cotton’s invariants. It has been shown via the operators of invariant differentiation that there are

six elements of joint invariants which constitute a bases of joint differential invariants for the elliptic

PDE (6.7).

It is thus worthwhile to apply an alternate approach to find joint differential invariants for

the elliptic equation (6.7) via knowledge of joint invariants of the hyperbolic PDE (6.9). Then

one can obtain joint invariants for (6.7) with the aid of application of the rules of derivatives on

the complex transformations and the joint invariants of the hyperbolic equation (6.9). From the

transformed hyperbolic PDE, one can obtain the Laplace invariants in complex form by use of the

rules of derivatives. The real and imaginary parts will give Cotton’s invariants for (6.7). This is easy

enough. However, if we proceed in a similar manner for the five basic invariants of the hyperbolic

PDE, one will, in general, get five joint differential invariants in complex form. That is, in general,

ten invariants from the real and imaginary parts. It becomes difficult to identify which are elements

of the bases of joint differential invariants for the elliptic PDE. The infinitesimal approach used

here averts this difficulty. Differential invariants can be used in the group classification of DEs.

Ovsiannikov [86] used the Laplace invariants in the group classification of the hyperbolic equation

by writing the determining equations for the symmetries of hyperbolic equation in terms of these

invariants. We have also extended this by providing the symmetry classification for the elliptic

equations (6.7) in terms of the Cotton invariants.

In the last chapter we consider a subsystem of two elliptic equations

uxx + uyy + α1ux − α2vx + β1uy − β2vy + γ1u− γ2v = 0,

vxx + vyy + α2ux + α1vx + β2uy + β1vy + γ2u + γ1v = 0, (6.12)
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which can be obtained by splitting the complex linear elliptic equation

wxx + wyy + awx + bwy + cw = 0, (6.13)

where

a = α1 + iα2, b = β1 + iβ2, c = γ1 + iγ2, w = u + iv. (6.14)

By the application of the complex transformations (6.8), the system of elliptic equations (6.12) can

be mapped to the system of two linear hyperbolic equations

utz + A1ut −A2vt + B1uz −B2vz + C1u− C2v = 0,

vtz + A2ut + A1vt + B2uz + B1vz + C2u + C1v = 0, (6.15)

Cotton-type semi-invariants for this system of elliptic equations are obtained by two approaches.

One is by split of the complex Cotton invariants that correspond to the complex base scalar linear

elliptic equation into real and imaginary parts, and the second by transformation of the subsys-

tem of the linear elliptic equations into linear hyperbolic equations and application of the linear

inverse transformations on the Laplace-type semi-invariants of the hyperbolic equations to deduce

the Cotton-type invariants for the required subsystem of linear elliptic equations. It is shown that

for a class of a system of two linear elliptic equations (6.12) obtained from a complex base linear el-

liptic equation (6.13) or equivalent to a system of two linear hyperbolic equations (6.15) by complex

linear transformations of the independent variables (6.8), Cotton-type invariants either constructed

by splitting of the complex Cotton invariants of the complex elliptic equation into real and imagi-

nary parts or those computed by the Laplace-type invariants of the system of the system of linear

hyperbolic equations are identical.

For a general system of linear elliptic equations, the Cotton-type and joint invariants have been

constructed by transformation of the system of two linear elliptic equations into a system of two linear

hyperbolic equations and thereafter applying the linear inverse transformations on the Laplace-type

and joint invariants of hyperbolic equations to deduce the Cotton-type and joint invariants for the

linear system of elliptic equations. It is also shown that the general system of two linear elliptic

equations has five Cotton-type invariants and four joint invariants.



Chapter 7

Appendix

7.1 Appendix A-1

For 2-area

The EL-equation corresponding to the Lagrangian (2.1) is

(
2r5 + 3r3r2

θ − r4rθθ

)
sin3 θ − r2rθ cos θ

(
r2 + rθ

2
)
sin2 θ

− r2
(
rθθrφ

2 − 2rθφrθrφ − 3rrφ
2 + rφφrθ

2 + r2rφφ

)
sin θ

− 2r2rθ cos θrφ
2 + λ

(
r4 sin2 θ + r2 sin θ2rθ

2 + r2rφ
2
)3/2 = 0,

(7.1)

and the conserved quantities for the Noether symmetries X1,X2,X3,X4,X5,X6 are

I1 =
r2

Σ

[1
3
rλ sinφ sin θΣ + (r2 sinφ− rθrφ cot θ cos θ) sin2 θ + r2

φ sinφ,

1
3
rλ cos θ cosφΣ + cosφ(r2 + r2

θ) cos θ sin θ − rθrφ sinφ
]
,

I2 =
r2

Σ

[1
3
rλ cosφ sin θΣ + (r2 cosφ + rθrφ cot θ sinφ) sin2 θ + r2

φ cosφ,

− 1
3
rλ cos θ sinφΣ− sinφ(r2 + r2

θ) cos θ sin θ − rθrφ cosφ
]
,

I3 =
r2

Σ

[
− rθrφ sin2 θ,

1
3
rλ sin θΣ + (r2 + r2

θ) sin2 θ
]
,

I4 =
r

Σ

[1
2
λr cos θ sin θ sinφΣ + rrθ sin3 θ sinφ cos θ sinφ(2r2

θ + r2) sin2 θ − rθrφ sin θ cosφ

+ r2
φ cos θ sinφ,

1
2
rλ cosφΣ + ((r2 + r2

θ) cos φ + rθrφ sinφ) sin θ − rθrφ cos θ sinφ
]
,

(7.2)
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I5 =
r

Σ

[
r2 cos θ cosφ sin2 θ + r2

φ cos θ cosφ +
1
2
rλ cos θ sin θ cosφΣ + rrθ sin3 θ cosφ

+ rθrφ sin θ sinφ,−1
2
rλ sinφΣ− ((r2 + r2

θ) sinφ− rrφ cosφ) sin θ − rθrφ cos θ cosφ
]
,

I6 =
r

Σ

[
r2 sin3 θ + r2

φ sin θ +
1
2
rλ sin2 θΣ− rrθ sin2 θ cos θ,

− rrφ cos θ − rθrφ sin θ
]
,

(7.3)

where

Σ = (r4 sin2 θ + r2r2
θ sin2 θ + r2r2

φ)
1
2 .

For 3-area

The metric for a 4-dimensional flat space in hyperspherical coordinates is

ds2 = dr2 + r2dχ2 + r2 sin2 χdθ2 + r2 sin2 χ sin2 θdφ2.

Let the enclosing surface be r = r(χ, θ, φ). The 3-area is

A(S) =
∫

(r6 sin4 χ sin2 θ + r4r2
,χ sin4 χ sin2 θ + r4r2

,θ sin2 χ sin2 θ + r4r2
,φ sin2 χ)

1
2 dχdθdφ.

Then the variational principle (6.1) becomes

δ

∫ [
Σ + λ

1
4
r4 sin2 χ sin θ

]
dχdθdφ = 0,

where

Σ = (r6 sin4 χ sin2 θ + r4r2
,χ sin4 χ sin2 θ + r4r2

,θ sin2 χ sin2 θ + r4r2
,φ sin2 χ)

1
2 .

Thus the Lagrangian is

L = Σ + λ
1
4
r4 sin2 χ sin θ.

For 4-area

The metric for a 5-dimensional flat space in hyperspherical coordinates is

ds2 = dr2 + r2dψ2 + r2 sin2 ψdχ2 + r2 sin2 ψ sin2 χdθ2 + r2 sin2 ψ sin2 χ sin2 θdφ2.

Let the enclosing surface be r = r(ψ, χ, θ, φ). The 4-area is

A(S) =
∫

(r8 sin6 ψ sin4 χ sin2 θ + r6r2
,ψ sin6 ψ sin4 χ sin2 θ+r6r2

,χ sin4 ψ sin4 χ sin2 θ

+r6r2
,θ sin4 ψ sin2 χ sin2 θ+r6r2

,φ sin4 ψ sin2 χ)
1
2 dψdχdθdφ.

Then the variational principle (6.1) becomes

δ

∫ [
Σ + λ

1
5
r5 sin3 ψ sin2 χ sin θ

]
dψdχdθdφ = 0,
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where

Σ =(r8 sin6 ψ sin4 χ sin2 θ + r6r2
,ψ sin6 ψ sin4 χ sin2 θ

+ r6r2
,χ sin4 ψ sin4 χ sin2 θ + r6r2

,θ sinψ4 sin2 χ sin2 θ + r6r,φ sin4 ψ sin2 χ)
1
2 .

Thus the Lagrangian is

L = Σ + λ
1
5
r5 sin3 ψ sin2 χ sin θ.
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