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4 Abstract 

Recommender systems have been widely used in various domains, including e-

commerce, social media, and entertainment. In recent times, the education domain has 

also witnessed significant attention towards the use of recommender systems because 

personalized recommendations based on behavior patterns and preferences can enhance 

students' learning experience. 

This research focuses on developing a recommender system for education using the 

publicly available EdNet dataset comprising over 8 million student interactions with 

online learning platforms. The approach involved several steps, starting with analysing 

of student behavior patterns. Subsequently, students were divided into groups based on 

their performance as, the top performers, average and low performing. This was done 

by analysing the time taken to attempt all questions and how many questions they got 

right. However, processing the massive dataset with many users and interactions was 

challenging. To address this, a Min-Max scaler was utilized to scale the dataset, and 

principal component analysis (PCA) was applied to reduce the dimensionality of the 

data. 

The K-Means algorithm was employed to identify distinct clusters within the student 

population, based on their academic trajectories, with the aim of grouping together 

students who exhibited similar study paths. Initially, 50 clusters were utilized, resulting 

in a sum of squared errors (SSE) score of 6.74, which closely approached the ideal 

value. Subsequently, the optimal number of clusters was determined through the 

implementation of an elbow plot, resulting in the selection of 90 clusters, which 

effectively facilitated the grouping of students into cohorts based on shared 

characteristics. Additionally, a K-Nearest Neighbour (KNN) machine learning 

algorithm, in conjunction with a cosine matrix, was employed to construct a 

recommender system using the clusters derived from the K-Means algorithm. To 

validate the recommender system, students’ path was tested by inputting different user 

and assessing the path provided.  Specifically, the system takes the input of a user ID 

for whom recommendations are sought and provides a list of the top 6 performing users 

whose learning paths match that of the input user. This yielded an SSE score of 3.15, 

which closely approximated the ideal scenario. As a result, tailored study paths were 

devised for each cohort. 
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In conclusion, a recommender system has been developed that utilizes the KNN 

algorithm to generate recommendations for students based on their learning trajectories. 

The recommender system suggested in this study could be used by educational 

platforms to recommend personalized content to students based on their learning history 

and behaviour. This could result in a more engaging and effective learning experience 

for students at universities and colleges. 
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1 Chapter 1: Introduction 

This chapter briefly describes the motivation behind selecting and exploring the 

problem of recommender systems, their different types, and the rise and acceptance of 

online recommendation systems. It also summarizes the core problem, which is positive 

or negative recommendations, its effect on online industries and its importance.  

1.1 Recommender Systems 

Recommender systems are algorithms that present users with appropriate items (which 

movies to watch, text to read, products to buy or anything else depending on industries). 

During the previous few decades, recommender systems have become more prevalent 

due to the growth of websites like YouTube, Amazon, Netflix, and many more. In some 

businesses, recommender systems are crucial because, when used well, they can 

generate significant revenue or serve as a means of differentiating oneself from rivals. 

For example, we can use the fact that a few years ago, Netflix organized a competition 

(dubbed the "Netflix prize") to create a recommender system that outperformed its 

algorithm as evidence of the significance of recommender systems. The winner received 

a prize of $1 million. As a result, Recommender systems are becoming a necessary part 

of our daily online activities, whether in e-commerce (suggest to buyers articles that 

may interest them) or online advertising (suggest to users the proper content, matching 

their tastes) or finding the relevant entertainment videos/audios. 

The collaborative and content-based paradigms are the two primary paradigms of 

recommender systems. The many forms of collaborative filtering, including user-user, 

item-item, matrix factorization, and content-based filtering approaches, will then be 

discussed in the following sections, along with how they operate. Lastly, the evaluation 

of a recommender system. 

1.2 Categories of Recommender Systems (RS) 

The objective of a recommender system is to provide personalized recommendations to 

users. Two main categories of techniques, collaborative filtering and content-based 

methods, are commonly employed to achieve this objective. A brief overview of these 

two primary paradigms will be presented before delving into the details of specific 

algorithms. 
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1.2.1 Collaborative filtering methods 

To generate new recommendations, collaborative techniques for recommender systems 

rely only on the historical interactions between users and things that have been recorded. 

The so-called "user-item interactions matrix" contains these interactions. 

 
Figure 1: Collaborative filtering method 

The fundamental tenet of collaborative approaches is that prior interactions between 

users and items are sufficient to identify similar users or items and to provide 

predictions based on these estimated proximities. 

The two sub-categories of collaborative filtering algorithms are commonly referred to 

as memory-based and model-based techniques. Memory-based techniques are primarily 

based on nearest neighbours’ searches and work directly with values of recorded 

encounters, assuming there is no model (for example, find the neighbouring users from 

a user of interest and suggest the most popular items among these neighbours). Model-

based techniques assume that a "generative" model underlies the user-item interactions 

and seeks to identify them to develop new predictions. 
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Figure 2 : Overview of Collaborative filtering methods 

The real benefit of collaborative techniques is that they may be applied in various 

circumstances because they do not need to know anything about the users or the 

products. Additionally, fresh interactions recorded over time add new information and 

increase the system's effectiveness for a fixed set of users and goods. The more users 

engage with items, the more accurate new recommendations become. 

Collaborative filtering, however, suffers from the "cold start problem" because it only 

considers past interactions when making recommendations, and it illustrates that it is 

impossible to recommend anything to new users or a novel item to any users, and many 

users or items have too few interactions to handle effectively. This problem can be 

solved in a variety of ways, such as by recommending random items to new users or 

new items to new users (random strategy), widespread items to new users or new items 

to most active users (maximum anticipation approach), a set of different items to 

different users (exploratory strategy), or, finally, by using a non-collaborative method 

for the early stages of the user's or the item's life. 

1.2.1.1 Memory-based collaborative methods 

The main distinctions between user-user and item-item techniques lie in their utilization 

of data from the user-item interaction matrix and their reliance on model-based 

assumptions when generating recommendations. User-user filtering involves 

recommending items based on the preferences of similar users, while item-item filtering 

recommends items based on their similarity to items that the user has liked or interacted 

with. Both approaches do not make any model-based assumptions and solely rely on 

historical user-item interaction data for generating recommendations. 
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The user-user technique attempts to generally find users with the most alike 

"interactions profile" (nearest neighbours) to suggest goods that are the most well-liked 

amongst these neighbours (and that are "new" to our user). As it represents users based 

on their interactions with products and assesses distances between users, this method is 

regarded as "user-centred." 

In the process of generating recommendations for a specific user, the user can be 

represented as a row or a vector in the interaction matrix, capturing their interactions 

with other items. Subsequently, a "similarity" score can be calculated between the target 

user and all other users in the system. This similarity score serves as a measure of 

resemblance or affinity between the preferences or behaviors of the target user and other 

users. Various techniques such as cosine similarity, Pearson correlation, or Jaccard 

similarity, among others, can be employed to compute this similarity score. The 

similarity score is used to identify users with similar interests or preferences, and serves 

as a basis for generating recommendations for the target user. Users with similar 

interactions on the same items will be considered close according to the chosen 

similarity metric. Once the similarity to each user has been computed, the k-nearest-

neighbours to the target user can be identified. Then, the most well-liked items among 

these neighbours, which the target user has not yet interacted with, can be 

recommended. 

When calculating user similarity, the number of "common interactions" (the number of 

items both users have considered) should be considered. It is essential to prevent a 

situation where a user with 100 interactions in common with the reference user is 

considered "closer" to the reference user than another user with 98% agreement on those 

interactions. Therefore, they are considered similar when two users have engaged with 

several everyday objects similarly, such as by rating them similarly or spending a 

comparable amount of time interacting with them. 
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Figure 3: Illustration of User-User recommendations method 

The concept behind the item-item method is to locate things comparable to those the 

user has already "positively" interacted with to offer a new recommendation to them. 

When most users who have interacted with two objects did so in a similar manner, it is 

when two items are said to be comparable. This approach is "item-centred" since it 

represents items based on user interactions and assesses distances between those 

objects. 

When recommending items to a specific user, the item the user has liked the most is 

considered the first consideration. This item, along with all other items, is represented 

by its vector of interactions with each user, which can be represented as "its column" in 

the interaction matrix. Next, the degree of similarity between the "best item" and all 

other items is calculated. The k-nearest-neighbours to the chosen "best item" that is new 

to the user of interest are then identified and suggested to the user after similarities have 

been calculated. This process can also be repeated for other items the user has liked to 

obtain more relevant recommendations. In this scenario, items similar to multiple of the 

user's favourite products can be suggested. 
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Figure 4 : Illustration of Item-Item recommendations method 

The user-user approach aims to find users who have had similar interactions with 

products. As most users only interact with a limited number of items, this approach is 

highly sensitive to recorded interactions, resulting in high variance. However, as the 

final recommendations are primarily based on interactions observed between users who 

are similar to the user of interest, the results are more personalized and have lower bias.  

In contrast to the user-user technique, the item-item technique in collaborative filtering 

aims to identify items that exhibit similar interaction patterns with users. The 

neighborhood search in the item-item approach is less sensitive to single interactions, 

as items generally have a higher number of interactions from many users, resulting in 

lower variance. However, as a trade-off, this approach incorporates interactions from 

all types of users, even those who may have dissimilar preferences compared to the 

reference user, which can make the recommendations less individualized and more 

biased. 

As a result, while the item-item technique may be more resilient in generating 

recommendations due to its reliance on a larger pool of interactions, it may also be less 

personalized compared to the user-user approach. The item-item approach takes into 

consideration interactions from diverse users, including those who may have 

significantly different preferences from the target user, resulting in a less individualized 

recommendation approach. Nonetheless, the item-item technique can still be a valuable 

approach in certain scenarios, offering robustness and effectiveness in generating 

recommendations for users. 
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Figure 5: Difference between User-User & Item-Item 

 

1.2.1.2 Model-based collaborative methods 

Model-based collaborative techniques in recommender systems solely focus on user-

item interactions and assume a latent model that captures these interactions. One 

example of such techniques is matrix factorization, which involves breaking down the 

large and sparse user-item interaction matrix into smaller and denser matrices. This 

results in a user-factor matrix that is multiplied by a factor-item matrix, which contains 

item representations. The goal of this approach is to capture underlying patterns and 

relationships between users and items, and use them to generate recommendations. 

Matrix factorization and other model-based collaborative techniques leverage 

mathematical models to infer latent factors or representations from the interaction data, 

and then use these learned representations to make recommendations to users. These 

approaches can be effective in handling large datasets and dealing with sparsity in user-

item interactions, but they do require assumptions about the underlying latent model 

and may not always capture all nuances of user preferences and item characteristics. 

Nonetheless, they are widely used and have shown promising results in various 

recommendation scenarios. 

Matrix factorization is based on the assumption that a low-dimensional latent space of 

features exists, which can represent both users and items and calculate the dot product 

of corresponding dense vectors to determine how a user and an item interact. 
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Using the example of a user-movie rating matrix, one can assume that specific 

characteristics can describe and differentiate movies well, and these attributes can also 

be used to describe user preferences (high values for features that the user likes, low 

values for features the user does not like). However, these features do not need to be 

explicitly included in the model as they can be done in content-based approaches. 

Instead, the system will determine these valuable qualities and create representations of 

users and items. The extracted features have mathematical significance, but they do not 

have an intuitive interpretation as they are learned and not given, and thus, they are 

difficult or impossible to understand for humans. However, it is common for structures 

to emerge from this kind of algorithm that is remarkably like the sort of intuitive 

decomposition a human being could imagine. 

 
Figure 6:Overview of Matrix factorization 

1.2.2 Content-based filtering methods 

Content-based filtering recommender system (CBF-RS) approaches differ from 

collaborative methods as they utilize additional information about users or items beyond 

just user-item interactions. Content-based filtering involves making recommendations 

based on keywords, attributes, or other relevant information associated with items in a 

database, and matching them to a user's profile. This approach focuses on the content 

characteristics of items, such as genre, keywords, actors, or directors for movies, or 

genre, author, and publication date for books, in order to identify items that are similar 

to a user's preferences. By analyzing the content features of items and comparing them 

with a user's preferences, content-based filtering can generate personalized 

recommendations. One advantage of content-based filtering is that it can provide 
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recommendations for users with unique or specific preferences, even in scenarios where 

user-item interactions may be limited or sparse. However, a limitation of content-based 

filtering is that it relies heavily on the availability and quality of content information, 

and may not be effective in capturing complex user preferences or serendipitous 

recommendations. Nonetheless, content-based filtering is a widely used approach in 

recommendation systems and has been applied in various domains, including movies, 

music, books, and news articles, among others. The user profile is created based on data 

derived from a user's actions, such as purchases, ratings, downloads, items searched for 

on a website, and clicks on product links. 

For instance, in the case of recommending accessories to a user who has just purchased 

a smartphone on a website and has previously bought smartphone accessories, the user 

profile would contain keywords such as the smartphone manufacturer, make, and 

model. Additionally, it would indicate that the user has previously bought phone holders 

with sleeves for credit cards. Based on this information, the recommender system may 

suggest similar phone holders for the new phone with added features such as an RFID-

blocking fabric layer to help prevent unauthorized credit card scanning. In this scenario, 

the user would expect recommendations for similar phone holders, but the RFID 

blocking feature would be an unexpected yet valuable recommendation. 

 
Figure 7: Overview of content-based methods 

Compared to collaborative approaches, content-based solutions are far less susceptible 

to the cold start issue since new individuals or things may be described by their qualities 

(content), allowing for the creation of pertinent ideas for these new entities. This 
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disadvantage will presumably only affect new users or products with previously 

undiscovered features, but once the system is well-trained, this has little to no 

probability of occurring. 

1.2.2.1 The content-based recommender system concept 

In content-based techniques, the recommendation problem can be approached as a 

classification or regression problem. In the classification approach, the task is to predict 

whether a user will "like" or "dislike" an item, while in the regression approach, the task 

is to predict the rating that a user will give to an item. In both cases, a model is 

constructed based on the available features of users or items, often referred to as the 

"content" in content-based techniques. 

The classification approach involves training a model to classify items as liked or 

disliked by a user, based on the features or content associated with those items. For 

example, in a movie recommendation system, the features could include genre, actors, 

directors, or keywords, and the model would be trained to predict whether a user would 

like or dislike a movie based on these features. Similarly, in the regression approach, 

the model is trained to predict the rating that a user would give to an item, based on the 

content features of that item. 

The content features used in content-based techniques are typically extracted from item 

metadata, such as textual descriptions, keywords, or other relevant attributes. These 

features are used to represent the content characteristics of items and are utilized to 

make recommendations based on their similarity to a user's preferences. Content-based 

techniques are particularly useful in scenarios where explicit user-item interaction data 

is limited or unavailable, and can provide recommendations based on the inherent 

content properties of items. However, like any approach, content-based techniques also 

have limitations, such as the reliance on the quality and availability of content 

information, and the potential for limited coverage of diverse user preferences. 

Nonetheless, content-based techniques have been widely used in recommendation 

systems and have demonstrated effectiveness in various domains, including movies, 

music, books, and news articles, among others. 

A method is item-centred if the classification or regression is focused on user features. 

In this case, modelling, optimization, and calculations are performed "per item." To 
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answer the question "What is the chance for each user to like this item?" (or for 

regression, "What is the rating given by each user to this item?"), one model is created 

and learned per item based on user features. 

In an item-centred approach, since many people have interacted with each item, the 

model associated with each item is trained on data pertaining to that item. Therefore, 

these models tend to be relatively robust. However, even though each user's interactions 

are considered when building the model, as users may have diverse preferences despite 

sharing some characteristics or features, the method is less individualized and more 

biased than the user-centred method. 

On the other hand, the approach is user-centred when dealing with item features because 

modelling, optimization, and computations are all carried out "per user." Using the 

attributes of the objects, a single model is trained for each user to determine the 

likelihood that the user will find each item appealing (or for regression, "What is the 

rating this user has assigned to each item?"). The model created is more individualized 

than its item-centred counterpart because it only considers interactions from the 

considered user. However, as a user often interacts with only a few items, the model 

produced is less reliable than an item-centred one. 

 
Figure 8: Difference between Item-Centered & User-centered Content-based methods 
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1.2.2.2 Item-Centred Content-based recommender system 

In the first scenario, the classification is item-centred. The objective is to train a 

Bayesian classifier for each item, utilizing user attributes as inputs, with the output 

being either "like" or "dislike". Finally, the task is to perform the necessary computation 

to complete the classification process. 

 
Figure 9: Item-Centered method 

 

1.2.2.3 User-Centred Content-based recommender system 

In the following scenario, the focus is on user-centred regression. The objective is to 

train a straightforward linear regression for each user, utilizing item attributes as inputs, 

with the output being the item's rating. 

 
Figure 10: User-Centered method 

1.3 Models bias & Variances differences 

In collaborative approaches that rely on a memory-based algorithm, The algorithms 

directly interact with user-item interactions; for instance, users are represented by their 

interactions with things, and suggestions are generated using the closest neighbour 

search on these representations. Therefore, though they have a high variance, these 

approaches presumably have a low bias. 
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Using the representation of users and the objects, the model used in model-based 

collaborative approaches is trained to reconstruct the values of user-item interactions. 

Then, new proposals might be made using this model as a guide. However, the model's 

latent representations of people and items have a mathematical meaning that can be 

challenging for humans to comprehend. Therefore, this method potentially has a more 

significant bias but a lower variance than other methods due to the assumption of a 

(free) model for user-item interactions. 

In content-based techniques, the model is furnished with content that delineates the 

representation of users or items. For instance, users are depicted by specific features, 

and the model endeavors to discern the type of user profile that exhibits a preference or 

aversion towards a particular item. Similar to model-based collaborative techniques, an 

implicit assumption is made about the user-item interaction model. However, due to the 

predefined representations of users or items, the model operates under more constraints, 

resulting in higher bias but lower variance. 

Content-based techniques rely on the content features of users or items, such as their 

attributes, characteristics, or metadata, to establish user profiles or item representations. 

These features are employed to define the preferences or interests of users, or the 

inherent properties of items. The model then utilizes these predefined representations 

to make recommendations based on the similarity between user profiles and item 

representations. 

As a consequence of the predetermined representations, content-based techniques tend 

to exhibit higher bias, as the model is constrained by the provided content features. 

However, this also leads to lower variance, as the model's predictions are less influenced 

by idiosyncrasies of the user-item interaction data.. 
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Figure 11: Summary of differences between recommender systems 

 

1.3.1 Evaluation of Recommender Systems(RS) 

In order to determine the most appropriate machine learning algorithm for our specific 

circumstances, it is necessary to assess the performance of our recommender systems. 

This evaluation can be categorized into two main approaches: one that is based on 

clearly specified metrics and the other that primarily relies on user feedback and 

satisfaction estimation. In the realm of recommender systems, these two types of 

evaluation methods are commonly used to assess the effectiveness of the algorithms 

employed: 

• Metric evaluations 

• Human evaluations 

1.3.1.1 Metric-based Recommender Systems Evaluation 

The quality of outputs generated by these techniques can be evaluated conventionally 

using measurement metrics by “mean square error” or “sum of squared errors (SSE)” if 

the recommender system is based on a model that generates numerical values as rating 

predictions or matching probabilities. A model is evaluated on the interactions not used 

for training, which are a portion of the available interactions. 

1.3.1.2 Human-based Recommender Systems Evaluation 

In addition to models that provide accurate recommendations, other desirable 

characteristics can be considered when constructing a recommender system, such as 

diversity and explainability of recommendations. However, as the collaborative aspect 

suggests, it is essential to avoid trapping users in an "information confinement region." 
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The term "serendipity" is often used to describe a model's ability to produce diverse 

recommendations, and a way to measure this can be to assess the distance between 

suggested items. 

Another critical factor in the success of recommendation algorithms is explainability. It 

has been demonstrated that users lose trust in the recommender system if they do not 

understand why a particular item was recommended. Therefore, if we create an easily 

understandable model, we may provide a brief justification for a recommendation (e.g., 

"you liked this item, you may be fascinated by this one," or "those who liked this item 

also liked this one"). 

1.4 The motivation for the study 

This research aims to enhance the effectiveness of digital learning, assessments, and 

provide recommendations for students to review their weaker subject areas before 

taking final exams. Despite being the 5th most populous nation, Pakistan falls behind 

developed nations in terms of AI technology. To remain competitive, it is crucial for 

our country to make swift improvements to our educational system in order to reach a 

higher standard. The motivation behind choosing this topic is to ensure equal access to 

online education which has become the norm globally. It is firmly believed that now is 

the time to improve, advance, and secure digital learning systems. By making it more 

efficient, individuals will have the opportunity to enroll in desired institutions, acquire 

new skills and connect with reputable educators and researchers, ultimately benefiting 

them in the long run. 

1.5 Research Questions 

Following are the few vital questions for this research project 

• How can online education be made more efficient and effective? 

• How can interactions of students over time be identified? 

• How can the gap between developed and developing countries in terms of AI 

technology be bridged in the field of education? 

• How can personalized learning experiences be provided to students through the 

use of AI? 

• How can a recommendation system be developed to function as a personalized 

AI-based education system? 

• Will this system replace or integrate with existing education systems? 

• How can the existing education system be enhanced or transformed to keep pace 

with the rapidly changing technological landscape? 
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1.6 Research Objectives 

The research objectives are as follows: 

• Analyzing the student’s-based dataset and establishing the different pre-

processing approaches to categorize the correction of interactions 

• Data is passed through machine learning and AI-based models to classify 

consumers. 

• Evaluation of machine learning algorithm through metric-based evaluation 

• Developing a recommender system 

 

The first target was achieved by performing an in-depth examination of the data using 

the most effective data analytics tools and techniques (data preprocessing). The 

secondary goal was achieved by applying and discussing the essential aspects of 

recommender system modelling based on the results of machine learning techniques. 

1.7 Structure of thesis 

Chapter 1 introduces recommender systems, including their types and a general 

overview. Chapter 2 conducts a literature review of recommender systems and their 

types, subtypes, and limitations. Chapter 3 outlines the project's methodology, including 

gathering data, data preprocessing, and developing a model. Chapter 4 presents the 

results of the steps performed in Chapter 3 methodology. Finally, Chapter 5 concludes 

the project with a summary of the findings and potential future research areas. 
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2 Chapter 2: Literature Review 

This chapter will examine contributions made by other recommender systems 

researchers by offering an overview of their work. It begins with a brief history of 

recommender systems, followed by some examples from other businesses, before 

narrowing it down to recommendations. 

2.1 Artificial Intelligence-Education Related Work 

The 21st century is often regarded as an era of artificial intelligence and technology. 

Technology today plays a crucial role in every facet of life; thus, this research will focus 

on how technological advancement can help online education worldwide. As COVID-

19 is the new standard, online education plays a vital role in our world to educate 

everyone. There are millions of sources which offer online education, but each has its 

flaws. 

In recent years, breakthroughs have been made in artificial intelligence technology, 

which has brought about changes in people's lives. However, in all facets of life, 

emerging innovations evolve quickly. For example, artificial intelligence and education 

came into being, and education has been constantly reshaped in its form. 

These reference papers [1] [2] present the connotations, features and critical 

technologies of applications for artificial intelligence education based on the current 

situation of the application of artificial intelligence in education in China,  

To sort out and reflect on the advanced strategies of applications for artificial 

intelligence education in the intelligent era, to provide development [3] [4] Knowledge 

tracing, the long-standing challenge of Artificial Intelligence in Education (AIEd)., is 

the job of modelling the knowledge state of a student through their learning experiences 

over time.  

Since knowledge of a student's knowledge state is a critical step for many issues of 

interest, including the recommendation of the learning path, prediction of scores and 

drop-out prediction, knowledge tracing is considered one of AIEd's most fundamental 

problems. Data-driven models that understand the dynamic nature of student behaviours 

from interaction data have become a famous formula for knowledge tracing, with 

advances in data science and the increasing availability of Interactive Educational 
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Systems (IESs) [5] [6] [7] [8] [9]. Although several datasets, such as ASSISTments [10] 

[11], Junyi Academy [12] [13], Synthetic [14] and STATICS [11], are available to the 

public and widely used by AIEd researchers, they are not large enough to leverage the 

full potential of data-driven models. Furthermore, the data they collect is limited to 

question-solving activities. 

2.2 Recommender Systems Related Work 

In theory, the proliferation of digital content should offer greater opportunities for users 

to discover content that aligns with their individual needs. However, traditional 

information systems users may still face challenges with information overload, as only 

a small fraction of the vast amount of available content is likely to be relevant to their 

specific interests, as supported by previous research [15]. 

According to research findings, students often experience information overload when 

confronted with a vast array of options to select from when making course selections 

[16]. Information overload is a phenomenon that occurs when individuals are exposed 

to an overwhelming amount of information that exceeds their cognitive processing 

capacity. The integration of advanced features in educational technologies has 

facilitated students' access to a wide range of information resources in diverse formats, 

resulting in a more complex and potentially productive information environment. 

However, this proliferation of information has also imposed a burden of information 

overload on students, as evidenced by previous studies [17]. In today's digital era, there 

has been a rapid surge in the amount of course-related information that is readily 

accessible to students [18].The process of sourcing this information from numerous 

websites is arduous and time-consuming. An effective search for relevant course-related 

information should encompass details on the course content, educational institution, as 

well as career prospects pertaining to the particular course subject. Therefore, assisting 

students in selecting from a wide range of available courses that best suit their 

requirements poses a significant challenge [19]. 

In view of the abundance of information available, it is crucial for students to engage in 

comprehensive search, organization, and utilization of resources to align their 

individual goals, interests, and current level of knowledge with their course selections. 

This approach ensures that students are able to make informed decisions and optimize 
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their learning experience by selecting courses that are most relevant to their needs and 

aspirations. 

The process of selecting suitable courses can be time-consuming for students, as it 

involves navigating multiple platforms, searching for available courses, thoroughly 

reviewing each course syllabus, and then making an informed decision. The abundance 

of information available has highlighted the need for guidance to assist students in 

selecting, organizing, and effectively utilizing resources that align with their objectives, 

interests, and current knowledge. Bendakir and Aïmeur [22] have identified two major 

challenges faced by students in pursuing education: the vast array of courses to choose 

from and a lack of clarity regarding the optimal course sequence to follow. 

The process of selecting a course can be arduous and intricate. Online resources have 

facilitated quick access to information about universities and their courses [23]. 

However, the sheer availability of course information on university websites does not 

guarantee that students possess the cognitive capacity to effectively evaluate all the 

available options [24]. Instead, they often encounter the challenge of "information 

overload" [25], where the abundance of information overwhelms their ability to process 

and make informed decisions. 

Information retrieval systems have evolved to incorporate artificial intelligence 

techniques that were initially developed in research. Among these, recommender 

systems (RS) have emerged as a promising approach to information filtering, aiding 

users in identifying the most relevant items [27]. Although there are several online 

systems that allow users to search for and locate courses, none of them provide 

personalized recommendations that offer comprehensive information on specifically 

relevant courses. 

This research is motivated by the need to address the issue of information overload for 

users during the process of selecting a university course. The abundance of education 

information available on the internet in various formats poses a significant challenge in 

extracting relevant information that aligns with users' search queries [28]. Furthermore, 

the heterogeneity of course information and individual user needs further complicates 

the decision-making process. A promising approach to addressing this heterogeneity is 

through the measurement of the ontology hierarchy structure of item concepts [29]. 
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Furthermore, providing comprehensive information about a satisfactory course option 

that aligns with a user's preferences presents another challenge. The variation in 

individual tastes and preferences can significantly impact their satisfaction levels. For 

instance, when searching for a university course degree, a user must gather relevant 

information not only about the course subject content but also the university's 

reputation, facilities provided, career prospects, and more. As such, establishing a 

comprehensive framework that can extract and integrate information from diverse 

sources and align this data in a unified form is a key motivation for this research. 

Recommender systems have emerged as a promising approach for information filtering, 

offering assistance to users in identifying the most suitable items [31]. Through the 

analysis of individual user needs, these systems generate specific recommendations that 

are tailored to their preferences [32]. These systems have found successful 

implementation in diverse domains, ranging from e-commerce, news, movies, music, 

research papers, to course materials. In the field of education, recommender systems 

have been utilized for various purposes, including e-learning applications, academic 

advice, and course material recommendations. Currently, there are several online 

systems available for finding and searching for courses, which utilize different tools, 

such as the incorporation of users' prior knowledge of courses [33], keyword-based 

queries, collaborative filtering (CF) [34], data mining and association rules [33], and 

content-based filtering (CBF) models [35]. Despite the strengths of existing course 

recommendation systems, they also have certain significant limitations, including: 

One limitation of current course recommendation systems is that models based 

primarily on keywords may not effectively address the specific needs and preferences 

of individual users during the recommendation process. 

Another limitation of current course recommendation systems is that although some 

models utilize collaborative filtering techniques such as association rules and decision 

trees algorithms, the lack of historical data can make it challenging to generate accurate 

recommendations. This is particularly true for new students who may not have sufficient 

information available to the system to generate personalized recommendations. 

Content-based filtering models usually focus on recommending items based on similar 

attributes, such as course subject or syllabus, without taking into account other factors 
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such as user feedback or preferences. The similarity calculation is usually based on 

features such as keywords, topics, or course attributes, which are then weighted and 

averaged to determine the similarity score. However, these models do not consider the 

user's interaction with the deployed system, such as their feedback or ratings of 

previously recommended items. This can result in recommendations that are not tailored 

to the user's individual needs and preferences. 

One notable limitation of existing course recommendation systems is their inability to 

furnish students with extensive insights regarding the most suitable course offerings. 

For instance, students need to be informed about the potential career paths associated 

with a particular course and require pertinent details about the facilities offered by the 

educational institution providing the course. The current models fail to account for these 

essential aspects, thus highlighting a critical gap in the current state-of-the-art. As such, 

there is a need to develop a more comprehensive framework that can provide students 

with a holistic understanding of the course offerings and their corresponding career 

prospects. 

In order to assist students in selecting an appropriate course, it is important to categorize 

their needs and areas of interestOne potential solution to overcome the limitation of 

historical data availability is by developing methods that integrate data from multiple 

heterogeneous sources. This would allow for the rapid extraction of valuable course-

related information, encompassing various aspects such as course content, university 

reputation, facilities, and career prospects. By integrating data from diverse sources, the 

recommendation system can enhance its ability to provide comprehensive and relevant 

recommendations to users, even when historical data is limited or unavailable. By doing 

so, students can be provided with comprehensive and personalized recommendations 

that take into account their specific needs and interests. Such an approach would help 

to address the limitations of current models, which often fail to provide students with a 

comprehensive understanding of the most relevant courses and their potential career 

paths [23]. 

The aforementioned concerns have instigated the development of a novel approach that 

intends to tackle the challenge of information overload and obtain an extensive 

comprehension of recommended items. Nonetheless, before implementing this 

approach, two research problems need to be addressed. Firstly, the integration of all 
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existing information concerning courses, which includes course sections, job 

projections, and user interests, and establishing a connection between these related 

pieces of data. Secondly, recommending the most pertinent courses to fulfill the 

individual requirements of users using the integrated information. 

2.3 Recommender Systems as Solution 

Recommender systems, also referred to as RS, are software programs that utilize diverse 

information, such as items, users, and their interactions, to predict user preferences and 

recommend items accordingly. The quality of recommendations generated by RS can 

be influenced by various factors, which may vary depending on the application domain 

and can significantly impact the system's performance. Martinez and Lhadj [36] have 

identified several key factors that play a crucial role in determining the quality of 

recommendations in a recommender system. A summary of these factors can be found 

in Table 1. 

Factor Description 

User Aspect It is important to consider all essential characteristics of users, 

including their background, demographics, and language 

Personal Aspect The personal factor comprises several key aspects, including user 

behavior, their willingness to accept or discard recommendations, 

level of awareness, present mood, inspiration, confidence, perception,   

honesty, privacy concerns, awareness of other available possibilities, 

bookmarked preferences, individual requirements, and collaboration 

weight 

Recommendation 

Aspect 

These aspects include but are not limited to the quality, reliability, 

quantifiability, and weight of the suggestion, as well as its reliability, 

classification, and date with time. Additionally, it is recommended to 

provide an explanation about why a specific resource is being 

suggested and who the contributors are 
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The utilization of recommendation system(RS) filtering techniques is commonly 

categorized into four main methods. The first approach is the content-based filtering 

(CBF) method, which recommends items based on the user's previous preferences [37]. 

The second approach is the collaborative filtering (CF) method, which recommends 

items based on the preferences of users with similar needs or interests [38]. The third 

approach is knowledge-based filtering, which recommends items based on domain 

knowledge that meets the users' needs and preferences [39]. Finally, a hybrid 

recommendation system approach combines two or more recommendation methods to 

overcome the limitations of each approach [40] [41] [24]. The following subsections 

provide a description of these techniques, and their respective advantages and 

shortcomings are examined. 

2.4 Types of Recommender Systems 

Recommender systems are classified into several types, and their limitations are 

discussed below: 

Resource Aspect In order to improve the quality of recommendations made by a 

system, several factors related to the content of items can be 

considered. These include the use of a thesaurus or taxonomy to 

categorize items, as well as the inclusion of tags, keywords, scores, 

assessments, synopsis, contributors, date, and number of divisions. 

By incorporating such information, the system can better understand 

the characteristics of each item and how it relates to user preferences. 

System Aspect This factor includes approachability, serviceability, considerations, 

objective, preliminary data, data analysis procedures, design, manner, 

and graphical interface. The accessibility and usability of the system 

are essential in ensuring that users can easily navigate and interact 

with the system 
Table 1: Factors that influence the recommendation for recommender systems 
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2.4.1 Collaborative filtering system Recommender System (CFS-RS) 

Collaborative filtering is a widely utilized technique in recommender systems that is 

proposed to adopt the issue of information overload. The approach is based on the idea 

of aiding users in making decisions by relying on the thoughts of other individuals who 

share similar concerns. As such, the technique requires a large user community to gather 

and analyze vast amounts of data concerning user behavior and characteristics. 

The cold start problem is a well-known challenge faced by collaborative filtering 

systems in situations where there is inadequate data available regarding a particular 

user's preferences [43]. To address this issue, the system may provide the top-rated item 

as a recommendation. 

Collaborative filtering system recommender system (cfs-rs) is a widely recognized and 

extensively implemented technique in recommender systems. The technique has gained 

immense popularity since 1990, leading to the development of numerous recommender 

systems based on collaborative filtering in academia and business. The applications of 

these systems are vast and varied, and include suggesting courses, books, web pages, 

and more [44]; [45]; [46]; [47]; [48] 

According to previous researchers, There exist multiple collaborative filtering RS 

algorithms that can be utilized to produce recommendations. However, it is worth 

noting that collaborative filtering algorithms are typically classified into two main 

categories, namely memory-based and model-based approaches, as identified by 

previous researchers [49]. 

2.4.1.1 Memory-based 

Memory-based collaborative filtering RS relies on user-item ranking data to evaluate 

the relationship between users or items, which is then used to generate 

recommendations [50]. This approach is widely employed in commercial systems due 

to its flexibility in accommodating different types of products. However, a limitation of 

memory-based collaborative filtering is that the similarity metric is solely based on 

rating data and does not take into account the underlying reasons behind the ratings, 

such as the factors that contribute to a good or bad rating.  
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As a result, it is feasible for two users to express liking for the same item but for different 

reasons. In this thesis, Chapter 3 presents a novel approach that incorporates this 

additional dimension into the recommender system. The commonly used memory-

based method, known as the neighbors' method, is categorized into two types: user-

based and item-based. In the user-based method, recommendations are calculated based 

on the similarity between users in their consumption patterns. Specifically, the 

preferences of similar users and neighbors are considered when generating 

recommendations for a target user [51]. 

In the process of forming neighbors, it is essential to compute the similarity between 

the target user and all other users. There are several algorithms available for measuring 

user similarities, including Pearson's correlation [36] and cosine-based approach. These 

algorithms are commonly used in memory-based collaborative filtering to quantify the 

similarity between users and facilitate the generation of recommendations [52]. 

2.4.1.2 Model-based 

Model-based collaborative filtering(MB-CF), on the other hand, utilizes the user-item 

ranking information to construct a predictive machine learning(ML) model, which is 

then utilized to make recommendations for unrated items. Developing a model involves 

utilizing various statistical and machine-learning algorithms [53]. These methods are 

often inspired by machine learning techniques such as Bayesian networks, artificial 

neural networks [54], and latent factor models. These models enable the system to 

capture underlying patterns and correlations within the data, allowing for accurate 

prediction of user preferences and generation of recommendations for items that have 

not been rated by the user [55]. 

2.4.1.3 Cold Start Problem 

One challenge faced by these procedures is the "cold start problem" [56], which arises 

when there is insufficient data available for a new user. The cold start dilemma occurs 

when the recommender system(RS) lacks adequate information to make accurate 

predictions or recommendations for users or items that do not have enough data. This 

can pose a limitation, as the system may struggle to provide relevant recommendations 

for newfound users or items until sufficient data is collected to make meaningful 

assumptions and predictions.  
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For example, when a user(s) visits a particular recommender system(RS) for the first 

time, none of the items in the system would have been rated by that user. As a result, 

the recommender system lacks information about the user's preferences and dislikes. 

Similarly, the same issue arises when a new item is added to the system, as there may 

be little or no data available on the item's ratings or user preferences. This "cold start" 

scenario can pose a challenge for the recommender system in accurately generating 

recommendations until sufficient data is collected to make informed predictions for new 

users or items.  

As no ratings or preferences are available for a newly added item, the recommender 

system lacks the information to determine its similarity with other items. Consequently, 

the system is unable to generate recommendations for the element until a sufficient 

amount of users have rated it. However, one of the strengths of collaborative filtering 

is that it does not depend on any prior knowledge about the items in the database. The 

matrix of users' ratings serves as the primary input for the collaborative filtering 

algorithm, enabling it to generate recommendations solely based on user-item 

interactions and preferences. This ability to operate without prior knowledge about the 

items makes collaborative filtering a versatile approach for generating 

recommendations in various domains. 

2.4.2 Content-Based filtering Recommender System(CBF-RS) 

Content-Based filtering Recommender System(CBF-RS) is a conventional approach 

employed to address information overload challenges [57]. This method recommends 

items to users based on the characteristics or features of items that have been previously 

evaluated by the user. However, one limitation of content-based filtering is its tendency 

towards over-specialization, as it may not be able to recommend unexpected or novel 

items to users. This means that users may only receive recommendations for items that 

are similar to those they have rated in the past, potentially limiting the discovery of new 

items. This challenge, commonly referred to as the serendipity problem, arises due to 

the inability of content-based filtering to recommend items that deviate from the user's 

known preferences or past interactions, and it can impact the system's ability to provide 

diverse and novel recommendations to users. 

In contrast to collaborative filtering, which relies on other users' preferences, content-

based filtering uses the characteristics of items that a user has liked or interacted with 
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to generate recommendations [41]; [57]. This approach analyzes the content or features 

of items that have been previously rated by the user, and identifies suitable matches 

involving the user's profile and the item properties to make recommendations. One 

notable advantage of content-based filtering system(CB-FS) methods is their ability to 

effectively handle the new item problem, wherein recommendations are needed for 

items with no user feedback. Unlike collaborative filtering algorithms, which require 

user ratings or interactions for items in order to make recommendations, content-based 

methods can generate recommendations for new items that do not have any user 

feedback available. This makes content-based filtering an attractive option for 

addressing the challenges associated with recommending new or less-rated items to 

users. 

Moreover, content-based filtering has gained popularity in generating recommendations 

for information items based on user interactions such as marking or buying specific 

objects of interest [58]. The method then recommends items that are most similar to the 

user's favored items. Content-based filtering relies on detailed information about the 

items in the database and the user profile, which describes the user's preferences. 

However, unlike collaborative filtering, content-based filtering does not require a 

substantial convergence of users for generating recommendations. Instead, it leverages 

the content or features of items and the user's profile to make personalized 

recommendations, making it a viable option even in scenarios where user data may be 

limited. 

Every content-based recommender system aims to achieve the following three goals: 

• to analyze the explanations and records associated with items in the 

database. This involves extracting relevant features, such as 

keywords, genre, or other attributes, from item descriptions or 

documents to understand the content and characteristics of the items. 

• to build a comprehensive profile of the user's preferences based on 

their interactions with items. This profile captures the user's 

preferences in terms of the content or features of items, which are 

inferred from their liked or rated items. 

• the user's favorite items with other items in the database based on 

their content similarity. This involves measuring the similarity 

between the features of the user's favorite items and the features of 

other items in the database, and identifying items that are most 

similar to the user's preferences 
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The architecture of this recommender system was published in [58]. The authors 

describe the three main components that contribute to achieving the aforementioned 

goals: 

• Content analyzer component of the system is responsible for 

extracting structured and relevant information, typically in the form 

of keywords, from texts for further processing. 

• Profile learner component collects information about user interests, 

such as their item selections, ratings, and feedback, utilizing machine 

learning algorithms [60], and creates a user profile. This profile is 

used to capture the user's preferences and interests for generating 

personalized recommendations. 

• Filtering component of the recommender system utilizes the user 

profile to recommend relevant items by matching the user's profile 

with corresponding items in the database. This process involves 

using various similarity metrics, such as cosine similarity [61], to 

determine the similarity between the user profile and items in the 

database. Based on the similarity measures, a ranked list of items is 

generated, and these items are suggested to the user as 

recommendations. 

Content-based filtering system(CB-FS) recommendation  have garnered attention from 

diverse domains, including data retrieval, and machine learning. For instance, early 

proposals for web recommendations incorporated term-weighting models from 

information retrieval. These models are utilized to represent the content or features of 

items, such as keywords or attributes, in a quantitative manner. Term-weighting models 

assign weights to different terms or features based on their relevance or importance to 

the items, enabling the algorithm to analyze and compare items effectively [62].  

Nevertheless, the existing content-based filtering approaches may not accurately model 

the data. Utilizing ontologies to model the data can result in higher quality modeling 

and, subsequently, more appropriate recommendations. Improved-modeled items can 

capture more nuanced user(s) preferences, leading to more accurate similarities and 

recommendations. By incorporating ontologies, which provide a structured 
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representation of domain knowledge, content-based filtering algorithms can enhance 

their modeling abilities and produce more precise recommendations [63].  

Semantic web technologies(SWT) have been proposed as methods for content-based 

recommendations in various domains, such as news recommendations [64], as well as 

movie and music recommendations that leverage Linked Open Data. These approaches 

utilize the semantic web's rich representation of data and knowledge to enhance the 

recommendation process. By leveraging Linked Open Data, which is a vast collection 

of interconnected and semantically annotated data, these methods can enrich the 

content-based filtering approach with additional contextual information, leading to 

more refined and context-aware recommendations. Such approaches demonstrate the 

potential of semantic web technologies in enhancing content-based recommendation 

systems [65].  

Mooney and Roy [66] employed Bayesian classifiers as a technique for book 

recommendations within the domain of machine learning. Similarly, Pazzani and 

Billsus [67] utilized a diverse range of techniques including Bayesian classifiers, 

clustering algorithm(s), decision trees algorithm(s), and artificial neural 

networks(ANN) for website recommendations. These machine learning techniques 

were applied to analyze user preferences and item characteristics, and to make 

recommendations based on learned patterns and associations. The use of such advanced 

machine learning techniques in recommendation algorithms showcases the application 

of cutting-edge methodologies for improving the accuracy and effectiveness of content-

based recommendation systems. 

2.4.2.1 Limitations of Content-based filtering system(CB-FS) 

Content-based recommender systems(CB-RS) have numerous restrictions recognized 

in the literature [68]. Among these limitations, the most relevant ones include: 

• Limited content analysis limitation: Content-based recommendations(CB-RS) are 

limited by the features that are clearly correlated with the items to be endorsed. For 

instance, in the case of course recommendations, content-based approaches can only 

rely on information such as the course title, course fee, and university name, which may 

not capture the complete set of factors that influence a user's preference for a course.  
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The effectiveness of content-based recommendation techniques relies heavily on the 

availability of descriptive data. It is necessary to have a good set of features that can 

either be automatically parsed by a computer or manually extracted with ease from the 

content. However, fulfilling these requirements can be challenging in many cases. For 

instance, obtaining content in a format that can be easily parsed or manually extracting 

relevant features may pose difficulties, limiting the effectiveness of content-based 

recommendation approaches. 

Automatic feature extraction can be particularly challenging in certain domains, where 

the content is not easily amenable to automated parsing. For example, multimedia 

data/information, such as images, videos, and audios, pose greater difficulties in 

applying automatic feature extraction methods compared to text content. Manual 

assignment of features to a model may also not be practical in such cases [69]. While 

recent attempts have highlighted the need for further investigation in this direction, the 

challenges associated with automatic feature extraction from multimedia data remain 

significant.  

One recent trend observed in the field of content-based recommender systems is the 

utilization of external knowledge sources, such as ontology-based ones, to enrich the 

content representation. For example, the Explicit Semantic Analysis (ESA) approach, 

which was introduced in [70], employs an indexing technique that incorporates content 

obtained from Wikipedia articles. Additionally, there have been early efforts to integrate 

content-based filtering based on ontology with techniques for knowledge infusion, as 

proposed in [71]. The objective of these approaches is to enhance the content 

representation by incorporating external knowledge sources, which could potentially 

result in improved accuracy and relevance of recommendations. 

• Content over-specialization: Content-based filtering(CB-FS) based on ontology 

involves retrieving items that have high similarity scores against a specific user profile, 

using the ontology as a knowledge source. However, one limitation of content-based 

techniques is that they are unable to recommend items that are substantially different 

from what the user has previously seen or liked. This can result in a lack of serendipity 

or novelty in the recommendations, as they are solely based on the user's past 

preferences and may not introduce the user to new or unexpected items.  
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To address this limitation, it may be necessary to introduce an factor of arbitrariness in 

the suggestions. For example, in cases where a user has no prior experience or 

preference for a particular genre or type of content, such as ambient music, traditional 

content-based filtering may not provide any recommendations in that category. By 

incorporating randomness or serendipity into the recommendation process, users can be 

exposed to new and unexpected items, even if they have not shown explicit preference 

for similar content in the past. This can help broaden the scope of recommendations and 

enhance the overall recommendation experience for users, enabling them to discover 

new interests and expand their horizons beyond their known preferences [72].  

Alternative approaches, such as the one implemented in Daily Learner [73], propose 

filtering out items not only if they are too altered from the user's favorites, but also if 

they are too closely related to something the user has previously watched. This approach 

aims to strike a balance between novelty and relevance in recommendations. By 

filtering out items that are too similar to previously viewed items, the system encourages 

diversity in recommendations and prevents over-exposure to similar content. This 

approach can help users discover a wider range of items while still maintaining 

relevance to their preferences, and can be particularly useful in scenarios where users 

seek both novelty and relevance in their recommendations.  

Furthermore, in [74], a set of five severance measures is delivered to assess whether a 

document viewed to be relevant contains novel knowledge. These measures assess the 

extent to which the content of a document is redundant with respect to other documents 

in the system. This can help identify documents that offer unique or novel information, 

rather than duplicating content that has already been presented to the user. By 

incorporating redundancy measures into the recommendation process, systems can 

better ensure that recommended items are not only relevant but also provide valuable 

and novel information to users. 

• Cold start: To ensure that a content-based recommender system accurately 

understands users' preferences and provides reliable recommendations, it typically 

requires users to rate a sufficient number of items. This allows the system to gather 

enough data on each user's preferences and behavior to generate meaningful 

recommendations. Without an adequate number of ratings from users, the system may 

lack the necessary information to accurately profile and understand individual 
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preferences, which can result in less reliable recommendations. Therefore, user 

engagement and participation in rating items are crucial for the effectiveness and 

accuracy of content-based recommender systems.  

The advent of Web 2 , 3 and public platforms has revolutionized the landscape of user 

outlining in content-based recommender systems. With the wealth of information that 

users share on social media platforms, including comments, posts, tags, and data from 

social networks, it is now possible to leverage this data as a preliminary point to develop 

and model user profiles incrementally. This means that instead of solely relying on users 

to rate items, recommender systems can tap into the data users have already provided 

on social platforms, allowing for a more comprehensive and dynamic user profiling 

approach. This enables the system to adapt and update user profiles over time, taking 

into account the changing preferences and behavior of users, and potentially leading to 

more accurate and personalized recommendations. The availability of user-generated 

data from social platforms has opened up new opportunities for improving the 

performance and usability of content-based recommender systems by leveraging the 

rich information available on the web. 

Social media-based user profiling has emerged as a recent trend in this area [75]. It is 

important to note that content-based(CB) techniques do not rely on the accurate content 

of items. For instance, in the context of course recommendation, a content-based 

filtering system(CB-FS) typically does not examine the actual content of the course. 

Instead, it may rely on descriptors such as course title, keywords, or metadata, such as 

genre or author, at best. The textual content related to items, generated by users, blogs, 

or other sources, is often considered as the "content" for content-based filtering 

methods. These methods may also incorporate semantic analysis using ontologies to 

derive meaningful information from the textual content. 

2.4.3 Knowledge-Based filtering system 

These techniques such as case-based reasoning, ontology-based systems, and rule-based 

systems are often used for explicit representation of knowledge in recommendation 

systems. These systems leverage past problem-solving experiences, ontologies, or rules 

to make inferences about a user's interests and preferences. For example, a case-based 

system may use past cases (i.e., previously solved problems) as a core foundation of 

knowledge to resolve a new problem, while an ontology-based system may utilize 
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domain-specific ontologies to represent and reason about knowledge for 

recommendation purposes. Rule-based systems, on the other hand, use predefined rules 

to make recommendations based on user preferences and other relevant factors. 

An exemplary illustration of the knowledge-based method (KB-FS) can be found in the 

work of Burke [41]. In his research, the model was specifically proposed to assist users 

in finding restaurants that align with their preferences through the use of interactive 

dialogue. Users were able to refine their search queries based on their interests and 

modify the retrieved suggestions until they arrived at a suitable option. Another 

knowledge-based approach involves employing semantic similarity to make 

recommendations to users. Ontologies have been widely applied in various 

recommender systems to mitigate content heterogeneity and enhance content retrieval. 

For instance, in a study by [77], promising outcomes were achieved in dealing with 

content heterogeneity by utilizing subsumption hierarchies to generalize user profiles. 

Additionally, the idea of the semantic web(SWT) has been employed to enhance e-

learning. For instance, in a study by Yang et al. [78], a semantic(SWT) recommender 

system approach was proposed for use in e-learning, aiming to assist students in 

defining appropriate learning objectives. Furthermore, the system could provide 

suggestions to teachers for newfound resources that could be accepted to enrich the 

course curriculum.  

The approach described in [48] was developed with an extension for query keywords, 

incorporating semantic relations and ontology reasoning. This personalized ontology-

based recommendation system, similar to the approaches mentioned earlier, represents 

items and user profiles to deliver personalized services utilizing semantic web 

applications.  

The evaluation results demonstrate that the utilization of semantics-based methods in 

the recommender system leads to improved accuracy in the recommendations. 

 Additionally, an ontology-based recommendation system can effectively address the 

issue of the cold start problem, which arises when there is insufficient information from 

the past to make accurate recommendations [79]. This problem often occurs when 

dealing with new users who have not provided enough ratings or preferences, making 

it challenging to generate reliable recommendations. Therefore, a proposed e-learning 
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personalization model based on ontology takes into account the past preference history 

of learners to recommend suitable learning objectives, overcoming the limitations of 

the cold start problem. 

Similar to traditional systems, this ontology-based recommendation system also faces 

challenges with the new user problem, where limited information is available for new 

users, and it is constrained to recommending learning objectives only [80]. However, 

the utilization of ontology structures can greatly enhance the accuracy of the system 

[49]. For example, the use of "IS-A" relations in ontology, where concepts are organized 

in a hierarchical tree with associations represented as "IS-A" relationships, can improve 

the measurement of semantic similarity. This hierarchical representation can potentially 

result in more accurate calculations of similarity between concepts, mitigating some of 

the limitations of the system. 

The knowledge-based (KB_FS) recommender system has both benefits and 

shortcomings [81]. On the positive side, it does not suffer from the cold start problem, 

as it can make recommendations to new users based on superficial knowledge of their 

preferences. This means that users do not need to rate or purchase a large number of 

items for the system to specify meaningful recommendations.  

On the negative side, the knowledge-based (KB_FS) recommender system faces 

scalability problems. Calculating similarities for a large case base requires more time 

and effort compared to other prevailing recommendation methods. Additionally, the 

knowledge-based (KB_FS) method relies heavily on including information about items, 

users, and functional knowledge to generate recommendations, which can be a 

weakness of the system. 

2.4.4 Hybrid-Based filtering system 

Hybrid recommender systems combine multiple methods, as stated above, to conquer 

their difficulties and leverage their strengths [41]. For example, collaborative 

filtering(CB-FS) techniques may struggle with the novel-item problem, where unrated 

items cannot be recommended. However, content-based methods can utilize available 

information about new item characteristics. One approach to hybridization is to select 

different methods and permit each to produce a independent ranked list, which is then 

merged into a final list [82]. Other hybrid approaches involve one primary model that 
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incorporates a secondary model to address limitations such as the cold start crisis or to 

enhance user profiles [83]. 

Burke [41] proposed a taxonomy for hybrid recommender systems, categorizing them 

into the following seven categories: 

• Weighted: One approach in hybrid recommender systems is to combine 

recommendation component scores numerically, often using an additive formula. For 

example, a straight sequence of recommendation results, such as in P-Tango [82], is a 

commonly used method. In this approach, equal weights are initially assigned to 

collaborative and content-based recommenders(CB-FS), but the weighting is 

dynamically improved based on users' feedback on predictions, allowing for continuous 

refinement of the recommendation process. 

• Switching: In some hybrid recommender systems, a particular component is chosen 

and applied from the available recommendation components based on certain 

conditions. For example, the recommendation process may start with a content-based 

(CB-FS) recommender, but switch to a collaborative one when the confidence level in 

the recommendations even now presented is not enough, as demonstrated in the work 

of Billsus and Pazzani [84]. However, this switching hybrid approach does not 

completely avoid the ramp-up problem, as both the collaborative and content-based 

(CB-FS) systems may still face the another user problem. 

• Hybrid: Another approach in hybrid recommender systems involves merging and 

presenting multiple ranked lists of recommendations together into a single ranked list. 

This method, known as list merging, is implemented in the PTV system [85]. Different 

recommender systems produce their recommendations, and these recommendations are 

combined and presented as a unified ranked list using list merging techniques. 

• Feature Combination: The hybrid recommender systems in this category typically 

consist of two different recommendation components: contributing and actual 

recommenders. The actual recommender's functioning relies on the data that has been 

modified or enriched by the contributing recommender. This can involve leveraging 

features or information from one source and incorporating it into the recommendations 

generated by the other component's source. 
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• Feature Augmentation: The main difference between this category and the feature 

combination hybrid is that in this category, the contributing recommender provides 

novel characteristics or features that are then used by the actual recommender, making 

it more flexible. The contributing recommender enriches the data that is used by the 

actual recommender, allowing for a more dynamic and adaptable approach to 

generating recommendations. 

• Cascade: In the cascade hybrid category, different recommendation components are 

assigned priorities, and the lower-priority recommenders act as tiebreakers over those 

with higher precedence. Typically, one recommendation technique generates a set of 

candidates, and the second system filters and re-ranks this list to generate the final list 

of recommendations. This approach can be more efficient compared to the weighted 

approach where all methods are applied to all items, as it allows for a more selective 

and efficient use of different recommendation components based on their priorities. 

• Meta-level: The utilization of the output model from one recommender as input for 

another recommender is a characteristic of a meta-level hybrid approach, as described 

by Burke [41]. In contrast, feature augmentation hybrids involve the use of a discovered 

model to produce additional characteristics for input to a second system. In a meta-level 

mixture, the entire model produced by one recommender is used as input for another 

recommender, allowing for a more comprehensive integration of different 

recommendation components 

2.4.5 Recommendation Systems in Higher Education Domain System 

The recommendation problem has widespread applications across various domains, 

with particular prominence in e-commerce and entertainment. Many advanced 

recommendation systems are designed to assist users in making informed decisions 

about which products to purchase or utilize. Effective implementation of e-commerce 

recommenders has been reported in relevant literature [86], showcasing the practical 

relevance and effectiveness of such systems in real-world scenarios. 

The success of recommender systems in other domains, as cited earlier, has also inspired 

the completion of such systems in the educational domains [87]. In the context of 

education, the goal is to facilitate knowledge acquisition among learners, while 

educators provide support throughout the learning process. The application of 
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recommender systems in the educational domain holds great promise in enhancing the 

learning experience and promoting effective learning outcomes for students. 

In other words, the distinct characteristics of different domains impact the design of 

recommender systems [88]. In the case of the education domain, the objective of 

recommending items, whether directly or indirectly, is to improve the administrative 

procedure and aid in the collection of appropriate courses for students. In the 

educational context, a recommendation system serves as an intellectual mediator that 

suggests various alternatives to students, taking into consideration their academic 

performance and other personal information, based on the actions of other students with 

similar characteristics [89]. It is worth noting that while enrolling in a course is a 

necessary step, the crucial aspect lies in the decision-making process that precedes it 

[90]. Recommender systems in the education domain play a significant role in assisting 

students in making informed choices about their course selections, ultimately 

contributing to a more effective and personalized learning experience. 

In this section, the literature on recommendation systems in the education domain will 

be reviewed, focusing on the element of the items recommended and the various 

methods used for item recommendations. It should be noted that recommender systems 

in education differ significantly from those in e-commerce, as they need to take into 

account not only the preferences of scholars or educators for specific knowledge 

materials, but also how these materials can help them achieve their learning goals [91]. 

Hence, in Table 2.2, a comparison has been made to highlight the key distinctions and 

factors between a universal-purpose recommendation system and an scholastic 

recommendation system. 

Difference 

factor 

General recommendation system Educational 

recommendation system 

Goal-factor In industries such as e-commerce, 

users often search for products 

based on specific characteristics and 

price ranges [88]. 

Educational recommender 

systems are designed to 

assist users, or groups of 

users, in finding suitable 

learning resources and 

activities that optimize the 
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realization of learning 

targets and the 

development of 

competencies in a more 

efficient manner [88] 

Context-factor Many recommender systems 

commonly utilize factors such as 

networks and peer information, as 

evidenced in various studies ([92]; 

[36]; [93]; [94]). 

The perspective of 

educational recommender 

systems is educationally 

related and should take into 

consideration factors such 

as pre- and post-requisites, 

timeframe, instructional 

design ([36]; [93]), and 

social networks ([95]). 

User Inclined-

factor 

Recommender systems are 

primarily based on user judgments, 

peculiar preferences, or user's likes 

and disgusts [93]; [96]. 

Recommender systems in 

the educational domain are 

highly influenced by 

pedagogical factors such as 

learning history, 

knowledge, preferences, 

processes, strategies, 

styles, patterns, activities, 

feedback, misconceptions, 

weaknesses, progress, and 

expertise ([97]; [98]). 

Table 2: Difference between the factors in a general recommender system and an educational 

recommender system 

Numerous recommender systems(RS) have been projected for the education realm, 

catering to various stakeholders such as scholars, instructors, or educational advisors. 

The recommendable items in this domain include educational resources, universities, 

and data related to courses, topics, student accomplishment, and field of education. 

These recommender systems are designed to facilitate teaching and academic guidance 

in the education domain. 
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In this thesis, the proposed methodology was evaluated with a focus on reducing 

information overloading for students who need to make decisions about university 

courses. The aim was to provide them with the most appropriate recommendations to 

streamline their decision-making process in selecting the right university course.  

In the context of this thesis, the term "course" refers to a program of studies, such as 

undergraduate or postgraduate programs. Various types of research have been 

conducted, employing different methods and algorithms, to recommend courses to 

students. For example, Sandvig and Burke proposed the Academic Advisor Course 

Recommendation Engine (AACORN), which employed a case-based solving 

methodology that utilized past cases to solve new problems [30]. Their system 

leveraged course histories and past students' experiences as the foundation for assisting 

future students in making informed decisions about course selection. 

Furthermore, it has been observed that the career aspirations of students play a crucial 

role in their course selection decision-making process [99]. Farzan and Brusilovsky 

substantiated this notion through their reported course recommendation system, which 

was based on an adaptive community [21]. In their approach, they utilized a social 

steering method to analyze students' assessments of their career targets, with the 

primary objective of obtaining specific feedback implicitly as part of their natural 

interaction with the system. This approach recognized the significance of considering 

students' intended future career as a vital factor in providing relevant course 

recommendations. 

Artificial Intelligence techniques offer the potential to enhance human decision-making 

and reasoning processes, reducing uncertainty in active learning and promoting lifelong 

learning mechanisms [100]. Hence, the challenge for recommender systems in the 

education domain is to gain a deeper understanding of students' interests and their 

learning goals [24]. One approach to address this challenge is through association 

mining-based recommender systems, which leverage data on student performance and 

similarity with other students to recommend learning tasks that are most suitable for 

individual learners [101]. Furthermore, a course recommendation system has been 

proposed to assess the similarity between university course programs and students' 

profiles, providing tailored recommendations based on individual needs and 

preferences. 



Chapter 2  Literature Review 

Page | 53  

The proposed basis in this thesis is broad, as it combines content-based(CB-FS) and 

collaborative filtering techniques with an ontology-based approach to address the data 

overload issue. The framework utilizes a hierarchical ontology to map course profiles 

with user (student) profiles, enabling a better understanding of recommended items. 

Two novel methods are developed to extract and integrate data from multiple sources, 

aligning the data appropriately for ontology mapping. This enhances the system's ability 

to provide comprehensive recommendations. 

Moreover, the proposed approach addresses the new user difficulty by computing the 

ontology comparison between users' profiles based on their ratings for each item. This 

enables the system to provide personalized recommendations even for new users who 

may not have a long history of interactions with the system. Finally, the proposed 

recommender system evaluates the ontology similarity between the item and users' 

profiles in a hierarchical manner, ensuring that the recommended courses match the 

students' requirements and align with their intended program of study before 

enrollment. This approach enhances the accuracy and relevance of the 

recommendations provided by the system. 

2.4.5.1 Course Recommender system 

Previous research has indicated that students often face information overload when it 

comes to choosing a course [23]. Furthermore, the amount of course-related information 

available to students has been rapidly increasing over time. This abundance of 

information can overwhelm students and make the decision-making process 

challenging and complex. As a result, there is a need for effective recommender systems 

that can assist students in making informed decisions by providing personalized and 

relevant recommendations tailored to their individual preferences, needs, and career 

goals. The proposed framework in this thesis aims to address this issue by combining 

content-based and collaborative filtering techniques with an ontology-based approach 

to reduce information overload and provide accurate recommendations for university 

courses.  

The plethora of available information has led to a growing need for assistance in helping 

students choose, organize, and effectively utilize resources that align with their 

objectives, interests, and existing knowledge [21]. With the increasing availability of 

course-related information, students may struggle to sift through the vast amount of data 
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and identify the most relevant and suitable resources for their specific needs. As such, 

there is a demand for recommender systems that can offer personalized and targeted 

recommendations, taking into consideration students' individual characteristics, 

preferences, and goals. The proposed framework in this thesis aims to address this need 

by utilizing a comprehensive approach that integrates content-based and collaborative 

filtering techniques with ontology-based mapping to assist students in making informed 

decisions and effectively utilizing available resources in line with their academic 

objectives. 

 According to Dr Cable, a British politician who served as the Secretary of State for 

Business, applying to university is a significant decision, and it is important to ensure 

that all students, regardless of their background, have access to key facts to help them 

make informed choices [citation]. Bendakir and Aïmeur also highlight that students 

pursuing education face challenges related to the multitude of courses available and a 

lack of knowledge about which courses to take and in what sequence [citation]. 

Furthermore, the heterogeneity of course information and the individual needs of users 

can make the decision process complex and laborious [citation]. In line with this, 

Wendy Hodgkiss, a careers adviser with the 'Which? University' organization, advises 

against making impulsive decisions and encourages students to conduct thorough 

research to ensure that they are choosing the relevant university and course [102]. The 

abundance of course options, lack of knowledge about course sequencing, and personal 

preferences make the decision-making process for students overwhelming and 

demanding. Therefore, the development of effective course recommendation systems 

that can provide tailored and relevant recommendations to students can greatly assist 

them in making informed decisions about their educational pathways. 

Amer and Jamal's research demonstrated that students' course choice decisions are 

influenced by their background and personal or career interests [103]. However, simply 

providing more course information on university websites does not guarantee that 

students will have the cognitive ability to evaluate all the options as alternatives. In fact, 

it often leads to a problem known as "information overload" [23; 104; 105; 106]. Even 

with the availability of search tools, evaluating all the course alternatives can be 

challenging for students. Therefore, the automated identification of relevant courses that 

match students' needs is a pressing problem [90]. The development of effective course 
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recommendation systems that can automatically and accurately match students' 

interests, background, and career goals with suitable courses can provide valuable 

assistance in addressing this issue and supporting students in making informed 

decisions about their course choices. 

Numerous online systems have been developed to facilitate students in discovering and 

comparing various courses offered by different universities, including UCAS, UK 

course finder, unistats, and comparetheuni. However, these tools have been 

acknowledged to primarily rely on previous users' knowledge of courses or keyword-

based queries as their underlying mechanisms. Consequently, when students submit a 

course query, they may receive a large number of results in a random order, leading to 

information overload and potential irrelevance of the recommendations. 

Significant advancements have been made in the field of course recommendation 

systems, with the objective of assisting students in identifying appropriate courses. 

Notably, noteworthy achievements have been accomplished in the development of a 

course recommendation system that employs a collaborative filtering approach [107]. 

Furthermore, Course Agent is a notable contribution in the field of course 

recommendation systems. It utilizes a community-based approach and employs social 

navigation techniques to generate course recommendations based on a student's 

estimation of their career goals [21]. This method implicitly collects explicit student 

feedback as part of their natural interactions with the system. However, beyond its 

recommendation capabilities, Course Agent also serves as a valuable course 

administration system, storing information about the courses chosen by students and 

facilitating communication with their advisors, thus providing additional benefits to 

students.. 

Sandvig and Burke have introduced a novel course recommendation system called 

AACORN, which employs a case-based reasoning approach [30]. The system leverages 

the past experiences and course histories of previous students as a starting point for 

advising course selection, and utilizes a widely used metric in bioinformatics called the 

edit distance. However, AACORN requires input of a partial history of courses taken 

by a student before it can generate practical recommendations. 
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The RARE recommender system, as proposed by [101], combines association rules 

with user preference data to provide relevant course recommendations. The system 

utilizes accurate data from the Department of Computer Science at the Universite de 

Montreal to analyze the past behavior of students in terms of their course choices. By 

formalizing implicit association rules, RARE is able to predict recommendations for 

new students. Furthermore, the system also proposes a solution to address the cold start 

problem, which is a common challenge in recommender systems. 

PEL-IRT, or Personalized E-Learning system, as described in [108], applies item 

response theory to recommend suitable course material to students by taking into 

consideration both the difficulty of the course material and the student's ability. When 

using PEL-IRT, students have the option to choose course categories and units, and they 

can also search for course material using relevant keywords. Once the course material 

is suggested to students and they have reviewed the information, the system prompts 

them to answer two questionnaires. The explicit feedback provided by students through 

these questionnaires is then utilized by PEL-IRT to re-evaluate their abilities and further 

customize the recommendation of course material, taking into account the difficulty 

level that best matches their abilities. 

Recent academic research has highlighted the significance of personalization as a key 

factor in enhancing the accuracy of recommendations and information retrieval [23]; 

[109]. For instance, Punj and Moore [110] demonstrated that recommendation agents 

that possess the capability to filter and integrate information, as well as provide 

feedback, have a more significant influence on user decision-making compared to 

agents that are only aware of alternative options. Moreover, it has been observed that 

the outcome of relevant course recommendations is enhanced by integrating valuable 

information from multiple sources, such as job sites, social networks, and other relevant 

educational data sources [23]. The Course Recommender System incorporates various 

collaborative filtering algorithms, including user-based [112] and item-based [111], to 

provide comprehensive and customized recommendations to user 

The Course Recommender System [113] is based on a variation of the commonly used 

item-based collaborative filtering algorithm. The system serves as a module 

recommender, aiming to streamline and enhance the online module selection process 

by providing recommendations for optional modules to students based on their core 
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module selections. By leveraging historical enrolment data, the system has 

demonstrated promising performance in terms of recall and coverage. Recent research 

has also explored the application of course recommender systems in niche areas, such 

as civil engineering professional courses [114] and physical education courses at 

universities [115]. This indicates the potential of course recommender systems to cater 

to specific domains and provide tailored recommendations to meet the unique needs of 

different disciplines and industries. 

Through a comprehensive review of the existing literature, it is evident that 

recommendation technology has been successfully applied in the field of education to 

facilitate teaching and learning processes. Given the significance and importance of 

education, the assistance of a recommendation system has the potential to enhance the 

efficiency and effectiveness of learners in real-world educational scenarios. By 

providing personalized recommendations, these systems can aid in guiding learners 

towards relevant and appropriate learning resources, courses, and modules that align 

with their individual needs and preferences. This can lead to improved learning 

outcomes, increased learner engagement, and enhanced overall educational 

experiences. The utilization of recommendation systems in education has the potential 

to positively impact the quality of education and contribute to the advancement of the 

field. 

The studies mentioned above emphasize the significance of course recommendation 

systems in supporting students in finding suitable courses. However, it is observed that 

existing systems predominantly rely on a single data source, such as student profiles, 

course histories, or university records, to provide course recommendations. In contrast, 

the proposed research in this thesis aims to develop a novel course recommendation 

system by integrating course information from multiple diverse data sources. This 

approach involves incorporating data from university websites, job websites, social 

networks, and other relevant educational data sources to generate more comprehensive 

and informed course recommendations for students. By leveraging data from various 

sources, the proposed system aims to enhance the accuracy, relevance, and reliability 

of course recommendations, ultimately assisting students in making well-informed 

decisions about their educational paths. This multi-source integration approach has the 
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potential to bring about novel insights and opportunities for course recommendation 

systems in the field of education.  

The proposed course recommendation system aims to offer students personalized 

recommendations that align with their individual needs, interests, and career 

aspirations, thereby supporting their decision-making process. Additionally, the system 

aims to address the issue of information overload and heterogeneity by utilizing 

ontology-based data integration techniques to streamline the search results of relevant 

courses. This necessitates the development of software that can automatically filter out 

irrelevant choices, gather pertinent information about the available options, and present 

users with a curated list of more suitable alternatives that best align with their needs and 

preferences. 

Despite the significant impact and usefulness of course recommendation systems, there 

are certain limitations that need to be addressed. Some of these limitations include: 

One limitation of current course recommendation systems is that models based solely 

on keywords may not effectively address the individual needs of users during the 

recommendation process. While some models may utilize collaborative filtering and 

data mining techniques, such as association rules and decision trees, there is often a lack 

of historical information available, making it challenging to use this approach. For 

example, new students who are interested in using the system may not be able to 

generate relevant recommendations due to the lack of sufficient information about their 

preferences and interests. 

A limitation of content-based filtering models is that current approaches typically focus 

on specific subject recommendations rather than providing recommendations for entire 

university courses. Additionally, the similarity calculation in these models often relies 

on weighted averages of features, which may not accurately capture the nuanced 

preferences of users. Furthermore, these models do not take into account user 

interactions with the system, such as user ratings of recommended items, which could 

provide valuable feedback for improving the recommendation accuracy.. 

Another limitation of current models is that they may not provide comprehensive 

information about the most relevant course for a student. For instance, students often 

need to know not only the content of the course, but also the potential career prospects 



Chapter 2  Literature Review 

Page | 59  

associated with it. Furthermore, students may require information about the quality of 

facilities offered by the educational institution that offers the course. These aspects are 

crucial considerations for students in making informed decisions about their course 

selections, but current models may not adequately address these needs. 

The needs and interests of students can be categorized to facilitate appropriate course 

recommendations. Methods that integrate data from multiple heterogeneous sources can 

be developed to quickly provide valuable course-related information [23]. The use of 

an ontology can enable users to obtain precise knowledge about the courses [116]. By 

establishing relationships between relevant information on the internet, such as course 

modules, job opportunities, and user interests, ontology provides a vocabulary of classes 

and properties that describe a domain and promote knowledge sharing [117]. Semantic 

descriptions of courses and student profiles can be applied to enable qualitative and 

quantitative analysis of match, along with necessary information about courses and 

student interests, which is crucial for refining the course selection process. 

In this thesis, a novel hybrid filtering system is proposed, which combines both content-

based and collaborative filtering methods while utilizing an ontology to address the 

challenge of information overload in building an effective recommendation system. The 

proposed approach leverages an ontology for data extraction and integration from 

multiple data sources, using ontology-based metadata for data integration. The system 

employs a combination of model-based and memory-based ontology in collaborative 

filtering to provide high-quality recommendations. 

To tackle the issue of the "new user problem", user profiling based on ontology, item 

ontology, semantic similarity between ontologies, and the proposed KNN (K-nearest 

neighbors) algorithm are employed in the collaborative filtering aspect. This approach 

aims to overcome the challenge of providing accurate recommendations for new users 

who may have limited historical data by utilizing ontologies to profile users and items, 

calculate semantic similarity between ontologies, and leverage the KNN algorithm for 

recommendation purposes. 

In the content-based filtering aspect, both item-based ontology and semantic similarity 

are employed to address the challenge of the "new item cold start problem". 

Additionally, a hierarchy concept similarity approach is utilized to enhance the accuracy 
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of semantic similarity. This approach measures the degree of "IS-A" relationship 

between the two nodes of the item ontology, resulting in a more precise 

recommendation list for the target user. By leveraging item-based ontology, semantic 

similarity, and hierarchy concept similarity, the proposed approach aims to overcome 

the limitations of the new item cold start problem in content-based filtering and provide 

more relevant recommendations for users. 

2.4.5.2 Course Recommender system Limitations 

The implementation of effective education recommender systems presents several 

challenges that need to be addressed. This section provides a summary of the main 

challenges identified in the literature and outlines potential strategies to overcome them. 

Information overload: The issue at hand pertains to the overwhelming amount of 

pedagogical content available on the internet, which is widely distributed across various 

networks [118]. This results in information overload, making it challenging for students 

to identify and evaluate high-quality learning resources [98]; [114]. 

Lack of structure in the data: A significant challenge and crucial aspect of a 

recommender system is the structuring of data [36]. In social learning environments, for 

instance, information is often categorized into a single category, limiting the options 

available to users [97]. Moreover, social networks lack a predefined structure, which 

hinders the interoperability among recommender systems as the lack of structure 

prevents the reuse of information in other systems [119]. 

New user and cold start problem: The issue of new resource or user cold start arises 

when there are no ratings available for newly added resources or when a new user has 

not yet provided any ratings for items [96]. Possible approaches to overcome this 

challenge includes: 

1) One approach to address the cold start problem is to designate a knowledge provider 

as the initial starter, who can contribute by providing ratings or other relevant 

information [120]. Subsequent users can then build upon this initial knowledge, further 

elaborating and enhancing the recommendation system. 

2) Another possible solution to tackle the cold start problem is to employ artificial 

learners [96]. These machine learning algorithms can be trained on existing data or other 
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sources of information to generate initial recommendations for new users or items, even 

in the absence of explicit ratings. Artificial learners can leverage their ability to infer 

patterns and relationships from data to make informed recommendations, mitigating the 

limitations of sparse or missing data in the early stages of a recommender system's 

implementation. 

3) Another approach to address the cold start problem is to utilize information related 

to the completion of activities and similar preferences [87]. For instance, by tracking 

users' interactions with the system, such as their completion of activities, engagement 

in discussions, or expressed preferences, the system can gather valuable data to infer 

their interests and preferences. This information can then be used to generate initial 

recommendations for new users or items, enhancing the accuracy and relevance of the 

recommendations despite the lack of historical ratings or user profiles. 

Cognitive overload: This challenge pertains to the effort required in selecting valuable 

resources or assigning accurate ratings [120]. It often arises when dealing with raw data, 

when users are unable to formulate the right questions, when pedagogical resources lack 

proper definition by experts [121], when resources are not adequately classified, or 

when summaries, keywords, or other descriptors are absent [122]. To overcome this 

challenge, content analysis techniques such as data mining can be employed to identify 

relevant keywords or structures within the resources. These techniques can help in 

automatically extracting meaningful information from the resources, enabling better 

understanding and categorization of the content, and ultimately improving the accuracy 

and relevance of the recommendations. 

Quality of the recommendation and trust: Another challenge arises when users lack 

trust in the recommender system and its recommendations. The probability of users 

taking action based on the recommendations may be too low [123]. To address this, it 

is recommended to define the quality of recommendations [92], differentiate between 

precise and relevant recommendations, minimize biased recommendations, and provide 

transparency on the origin of recommendations and the process of adding new items 

[123]. It is essential to establish trust by making it clear to users where the 

recommendations come from [120] and how new items are added, thereby ensuring 

transparency and credibility in the recommendation process 
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2.5 Literature Gap 

The literature covering most of the studies is based on labelled data, with insufficient 

information on whether a student is considered correct. Although there are studies 

labelling students as correct or incorrect, how this study differs from others is as 

follows: 

This study proposed three ways to define users as correct and incorrect. Secondly, 

machine learning models analyse students’ correctness and incorrectness. Lastly, a 

recommender system is to be developed to make recommendations 
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3 Chapter 3: Research Methodology 

This chapter provides an overview of the overall approach and methods used in the 

project to achieve the research objectives. It started by introducing the concept of a 

recommender system, the importance of recommendations, and past work related to it. 

It then explained the importance of data acquisition as the first step in the technique, 

which is crucial for building an accurate model. The chapter also described cleaning 

and preprocessing the data, feature engineering, and using machine learning algorithms 

such as K-means and KNN to cluster students and develop a recommender system. 

Finally, it highlighted the importance of considering the time and memory efficiency of 

the algorithm when selecting the best solution and discussed the importance of 

validation and evaluation of the model created. 

Lastly, the chapter also mentioned how this kind of system could be tailored to online 

education, providing personalized recommendations of learning paths to students and 

helping teachers to provide personalized tutoring, which can generate feedback to 

improve the recommendations. The results and conclusion will be discussed in the 

upcoming chapter, which will help to understand the impact of the model on the field. 

3.1 Methodology Overview 

The project is motivated by the COVID-19 pandemic, which forced the world to adapt 

to online education to continue the learning process. In addition, the project aims to 

address the challenges distance learning students face regarding keeping track of 

resources and finding the most appropriate learning path for themselves. 

The proposed recommender system for the online education system helps students by 

providing personalized recommendations based on their interactions and performance 

on the platform, which can assist students in making intelligent decisions and 

optimizing their learning journey. The general flow and steps taken during this research 

are shown in Figure 12, which illustrates the overall process, starting from data 

acquisition and preprocessing to the development and evaluation of the recommender 

system. 

It is worth mentioning that the proposed system is an addition to the existing educational 

system, not a replacement, and it should work alongside the teachers, students and other 
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educational resources. The system should be validated and evaluated by experts in the 

field to ensure that it satisfies the institution's goals and is aligned with the pedagogy 

and curriculum. 

 

 
Figure 12 : Illustration of Methodology 

 

3.2 Data Acquisition 

The dataset used in the project was acquired from EdNet, a publicly available dataset 

of student-system interactions collected over two years by Santa. Santa is an AI-based 

tutoring service that runs on multiple podiums such as iOS, Android, and the web, and 

it has a user base of over 780,000 students based in Korea. 

The EdNet dataset contains almost three years’ worth of student interactions, totalling 

19.4 GB of data, which consists of almost 1.8 million individual user files upon 

downloading and decompressing the data. The publicly available dataset can be easily 

accessed from the project's official GitHub repository. 
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As it stated that it is based in Korea and the dataset is from Santa AI-based tutoring 

service, it may be possible that the sample data and feature may not be fully applicable 

to other education systems or countries;  

However, it can be used as a reference or inspiration to other researchers and 

practitioners in online education, student modelling and personalized learning. 

3.2.1 Data Characteristics 

The EdNet dataset contains various features that capture different aspects of student 

actions and interactions with the system. Some of the major categories of the dataset 

include: 

• Learning activities: This category contains information about what topics 

students have covered, which questions they answered, and their responses. 

• Timing data: This category captures students' time on specific learning 

modules and questions. 

• Question data: This category contains information about the specific questions 

students encountered. 

• Student profile: This category includes information about the students, such as 

their age, gender, and primary education level. 

• Bundle data: This category includes information about the specific learning 

modules that students interacted with, including the number of bundles read and 

their percentage 

• Evaluative data: This category contains information about students' 

performance, like the percentage of questions answered correctly and the time 

spent on average for each question. 

The dataset is rich and detailed, making it valuable for researchers and practitioners in 

student modelling and personalized learning. With this dataset, it is possible to 

investigate various research questions related to online learning and education, student 

behaviour, student performance, and clustering and recommendation. Here are some 

major categories of the EdNet dataset shown and described below 

 

 



Chapter 3  Research Methodology 

Page | 66  

 
Figure 13: Illustration of characteristics of the dataset 

 

3.2.1.1  Large Scale 

The EdNet dataset contains a large amount of data collected from many students using 

the Santa AI tutoring tool. The dataset comprises nearly 1.4 million interactions 

collected from almost 1.8 million students since 2017, with each student generating 

around 442 interactions using Santa across various platforms. In addition, the dataset 

includes 13,169 problems or questions from 1,021 lectures consumed approximately 95 

million times. 

The dataset is one of the most extensive education datasets publicly available regarding 

the number of students, interactions, and types of interactions, which makes it a valuable 

resource for researchers and practitioners in online education and student modelling. In 

addition, it provides a rich and detailed dataset to investigate various research questions 

related to student behaviour, student performance, and personalized learning. 

3.2.1.2 Diversity 

EdNet dataset is known for its diversity, providing a wide range of information about 

students' interactions with the Santa AI tutoring system; the dataset includes data on 

various learning activities, such as watching lectures, reading explanations, attempting 
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questions, repeating questions and even the time frame of logging in and out. This 

diversity of data allows us to investigate different aspects of student behaviour and 

performance, providing a complete picture of students' interactions with the system. 

It is indeed one of the richest datasets in the field of online education systems; it has a 

lot of diverse data which covers student's learning journey from start to finish, providing 

data on how the students are engaging with the system and the contents, how well are 

they learning, where are they struggling and what is their learning pace. With this 

dataset, we can develop better and more effective personalized recommendations for 

students to improve their learning experience and understand their behaviour and 

performance. 

3.2.1.3 Multi-Platform 

Santa is a multi-platform AI tutoring system that students can access using various 

devices, such as personal computers, smartphones, and even AI speakers, and it allows 

students to access the system and continue their learning journey regardless of where 

they are or what device they have access. The EdNet dataset reflects this diversity of 

access points, as it contains data points from mobile and desktop platforms. 

The dataset becomes even more valuable as it captures students' interactions with the 

system across different platforms, providing a complete picture of students' learning 

journey, which can provide insights into how students interact with the system in 

different contexts, how platform-specific features are used, and the impact of device 

choice on students' learning experiences. 

3.2.1.4 Hierarchy 

The EdNet dataset is organized in a hierarchical structure, with five different levels, 

each named "KT1", "KT2", "KT3", "KT4", and "Content", respectively. Each level 

represents a different granularity of data, with increasing levels of detail as moving 

down the hierarchy. 

The "KT1" level represents the most general information, such as the number of 

students and problems. The "KT2" level provides more detailed information, such as 

the amount of correct and incorrect answers for each problem, the average time spent 

on each problem, and the number of attempts. The "KT3" level includes even more 

detailed information, such as the student's performance on each problem over time and 
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the specific answers given by the student. The "KT4" level provides the most detailed 

information, such as the exact time and date when each action was taken and the time 

taken for each action. Finally, the "Content" level includes the actual content of the 

problem and the corresponding explanation. 

This hierarchical data structure makes it easy to access the data with various levels of 

granularity based on the research question. It allows us to understand the data better and 

quickly analyze the student's behaviour and performance.  

The EdNet dataset is divided into five levels with different data granularity. The "KT1", 

"KT2", "KT3", "KT4", and "Content" levels each provide different information about 

students' interactions with the Santa AI tutoring system. 

However, a standard feature across all these levels is; The dataset is divided by students, 

identified by user_id, in the form of CSV files, and it only contains interactions with 

the system across all the modules users have engaged, which allows for easy access and 

analysis of data for specific students and their interactions with the system. In addition, 

the user_id is a unique identifier for each student, and it helps to link all the data of one 

student together and makes it easy to track the student's journey. 

This organization of the data also allows us to efficiently study the student-specific 

interactions, behaviours and progress with the system, which can give the researcher a 

deeper understanding of how each student engages with the system and their unique 

strengths and weaknesses. Also, it allows researchers to understand how the students 

are progressing and compare their performance with other students. 

3.3 Python Libraries 

Python is a popular programming language in data science, and many open-source 

libraries are available for use in data science projects. These libraries are built, 

maintained, and supported by a large community of developers, which makes it easier 

for researchers and data scientists to find solutions to problems they encounter. 

This study uses different libraries for data manipulation, cleaning, visualizing and 

model building. Table 3 might provide the details of the libraries and their specific 

application, such as Pandas for data manipulation, Numpy for numerical computation, 

Matplotlib and Seaborn for data visualization, Sklearn for machine learning models. 
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These libraries are compelling and easy to use and provide the researcher with a wide 

range of tools to analyze and visualize the data. In addition, some specific libraries like 

scikit-learn and K-Means can be used to train and evaluate the Machine Learning 

models. Overall, Python provides an excellent ecosystem for data analysis and machine 

learning projects, and its libraries are designed to make data analysis easy and efficient. 

  Library Usage 

Pandas Data analysis begins with importing the 

data files, followed by data cleaning, 

integrating several datasets into one, 

statistical analysis, and much more. 

Numpy  It makes it possible to work with multi-

dimensional arrays effectively. This 

library is the foundation upon which 

Pandas, Matplotlib, and Scikit-Learn are 

based.   

Matplotlib It is a tool that is used for data 

visualization and plotting. 

Seaborn Visualization package that is built on top 

of Matplotlib to generate aesthetically 

appealing graphs 

Plotly Plotly facilitates various languages and 

offers a high level of customization and 

interactivity. 

Datetime This module supplies classes that are 

used for accessing and manipulating data 

and time 

feather Feather format is an alternative file 

format to store the dataset. It offers more 
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extraordinary read & write speeds than 

the traditional CSV or excel file format. 

Sklearn It is used to anticipate customer churn 

because it has established many machine-

learning algorithms, pre-processing 

techniques, performance indicators, and 

many other things.    

Table 3: Python Libraries used in this project 

 

3.4 Fundamental Analysis and General Trends 

The EdNet dataset comprises five different sub-datasets, each with a different level of 

granularity and containing different types of information about the students' interactions 

with the Santa AI tutoring system. 

The KT1 dataset contains basic information such as the user_id, the timestamp, and the 

student's actions. The KT2 dataset provides more detailed information, such as the 

specific problems (questions) the student attempted and their performance on those 

problems. The KT3 dataset adds information about the student's learning history, such 

as how many times they attempted a problem and how many times they got it correct. 

The KT4 dataset provides even more detailed information, including the specific 

modules the student interacted with and how much time they spent on each one. Finally, 

the Content dataset provides information about the specific content of each module, 

such as the topics covered and the number of questions included. 

Each of these sub-datasets provides a different perspective on the student's interactions 

with the system, and together they provide a comprehensive picture of each student's 

learning journey. Using these datasets, researchers can analyze student-specific 

interactions, behaviours, and progress and gain a deeper understanding of how each 

student engages with the system, their unique strengths and weaknesses, and how they 

are progressing. 
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3.4.1 KT1 SUBDATASET 

First, the preview of sub-dataset KT1: 

 
Figure 14: Preview of first sub-dataset(KT1) 

Description: 

• Timestamp: is the instant the question was presented to the user and is 

represented as a Unix timestamp in milliseconds 

• Question_id: this represents the question that was presented to a student 

• Bundle_id: this represents from which specific bundle that question belongs. In 

standard terms, these can also be known as chapters. 

• User_answer: The student's answer to a specific question was presented and 

recorded as a character between a and d inclusively. 

3.4.2 KT2 SUBDATASET 

Secondly, the preview of the sub-dataset KT2: 

Figure 15: Preview of first sub-dataset(KT2) 
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Description: 

• action_type: this column contains three values: 

• enter: this is documented when a student receives and views a question bundle 

through SantaUI 

• respond: this is documented when the student answers from a to d respectively; 

a student can change their answer to the same question multiple times; the last 

response a student gives would be considered the last response. 

• submit: this is documented when a student submits the final answer to the given 

question from the bundle 

• item_id: this column contains two values (bundle integer or question integer); 

for KT2-only, the IDs of questions and bundles are documented; whenever the 

action type is "enter" or "submit", it is documented as bundle id, but whenever 

the action type is "respond" it records as question id. 

• Source: this column represents where the student is watching a lecture on 

solving a question in SANTAUI. 

• Sprint: This entry represents students choosing a part that they want to study; 

after selecting the specific path, they can only answer questions to specific 

questions of that bundle unless they change their path 

• Diagnosis: this represents when a user enters the SantaUI application for the 

first time, they need to solve several questions for diagnosis (as per the author 

of the dataset) 

• User_answer: this column only records values from a to d, respectively, 

whenever the action type is "respond". 

• Platform: This column represents which specific device students use to access 

the SANTAUI, which contains mobile & web. 

3.4.3 KT3 SUBDATASET 

Here is the preview of the sub-dataset KT3: 
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Figure 16: Preview of first sub-dataset(KT3) 

Description: 

 As mentioned above, that student has various interactions and may participate 

in multiple learning activities aside from solving questions, such as watching lectures 

provided by SANTAUI or reading through explanations of a specific question by the 

expert teacher's recorded comments also provided by SANTAUI. 

Reading explanations:  

 When the student attempts the given question, corresponding explanations are 

provided, and the source column will record as "sprint" or "review". Of course, they can 

also re-read the explanations of the questions; in that case, the source column will have 

"my_note". 

As the student enters or exits the explanation view in SANTAUI, the item_id will record 

as "enter" or "quit". 

Watching lectures:  

Whenever a student watches a lecture, source column entries have two outcomes: 

"archive" and "adaptive_offer". "Archive" is watching a recorded lecture presented in 

the SANTAUI, adaptive_offer is SANTAUI recommending the following lectures 

based on the student's path. 



Chapter 3  Research Methodology 

Page | 74  

Action_type would register as "enter" and "quit" with lectureID when the student starts 

watching or stops the lecture. 

3.4.4 KT4 SUBDATASET 

Here is the preview of the sub-dataset KT4: 

 

                                             Figure 17: Preview of first sub-dataset(KT4) 

Description: 

This sub-dataset contains a complete list of actions that SANTAUI records. These 

actions are added to KT3; following are the actions are “erase_choice”, 

“undo_erase_choice”, “play_audio”, “pause_audio”, “play_video”, “pause_video”, 

“pay”, “refund”, “enroll_coupon.” 

Erase_choice, undo_erase_choice: A student can erase his choice while attempting a 

question and undo_erase choice. 

Play_audio, pause_audio, play_video, pause_video: As the lectures and the 

explanations provided by expert teachers are recordings saved in SANTAUI, a student 

can select any of these available actions, and while choosing these options, a 
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cursor_time is recorded in the cursor_time column when the students play or pause the 

media. 

Pay, refund: SANTAUI offers a free trial to every student who wishes to get an idea 

of the UI. In a free trial, the student is provided ten questions; if they hope to continue, 

they need to pay to access all the contents. Refunds may also apply to several specific 

situations. 

Enroll_coupon: this entry is recorded when a student pays for full access to SANTAUI 

contents and applies valid coupons during the payment period. 

3.4.4.1 CONTENT SUBDATASET 

Here is the preview of the sub-dataset Content: 

 

Figure 18: Preview of first sub-dataset (Content) 

Description: 

Last but not least, this sub-dataset contains a CSV file named questions; as per the 

above table, it has questions_id, bundle_id, explanation_id, part, tags, deployed_at 

question_id: This column enlists all the question numbers in the form of q{integer} 

bundle_id: This column enlists all the bundle numbers in the form of b{integer}. A 

single bundle can contain many questions, from a minimum of 1 to a maximum being 

5. 

Explanation_id: This column enlists an expert teacher's corresponding explanations 

for each bundle. Bundle_id and explanation_id are the same for every question which 

is provided 
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Correct_answer: This column enlists all the correct answers to each question; it is 

recorded as a character between a,b,c and d. 

Part: This column enlists the different parts of a question; it contains numeric values 

from 1 to 7 inclusively. 

Tags: This column contains all the annotated tags by expert teachers for their 

understanding. 

Deployed_at: specifies the moment at which each question in Santa begins to be 

provided as a Unix timestamp in milliseconds 

3.5 Data Pre-processing  

Data preprocessing is a critical step in machine learning, preparing the data for analysis 

and modelling. Its goal is to clean, reformat, and transform the dataset so that it is in a 

format that the machine learning algorithm can easily use.  

Data cleaning is the procedure of removing irrelevant, duplicate, or inconsistent data 

from the dataset. This step is critical to ensure that the dataset is accurate and free of 

errors.  

Data reduction is the procedure of reducing the dimensionality of the dataset by 

selecting a subset of features that are most relevant to the analysis. This step helps 

reduce the algorithm's computational cost and helps visualise the data effectively. Data 

transformation is converting data from one format to another, such as converting text 

data to numerical data and normalizing or standardizing data. 

 Data scaling is the process of scaling the data so that all features are in the same range. 

This step is essential because specific machine learning algorithms are sensitive to the 

scale of the data, and having features in different ranges can affect the algorithm's 

performance. 

All these preprocessing steps are essential to ensure that the dataset is in a format that 

can be easily understood and used by the machine learning algorithm to increase the 

accuracy of the predictions/recommendations, as displayed in Figure 14. 
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Figure 19: Steps that are taken during the pre-processing phase 

 

3.5.1 Data Cleaning 

Data cleaning is a crucial step in the data preprocessing phase, and it is crucial to the 

overall success of a machine learning project. Irregularities in the data, such as duplicate 

data points, missing values, and incorrect formatting, can significantly affect the 

performance of a machine-learning model. These issues can introduce bias into the 

model and cause the model to make inaccurate predictions. For example, duplicate data 

points can cause the model to over-represent specific data, resulting in a bias in the 

predictions. In addition, missing values can cause the model not to be able to make 

predictions for specific data points, and incorrect formatting can cause the model to 

misinterpret the data. 

By identifying and addressing these issues during the data cleaning phase, we can 

ensure that the data is accurate, unbiased and in a suitable format, which can help build 

a more robust and accurate machine learning model. 

3.5.1.1 Handle Missing Values 

missing values can significantly impact a machine-learning model's performance and 

should not be ignored. Discarding observations with missing values is one option, but 
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this can result in a loss of valuable data and can cause a reduction in the size of the 

dataset, making it harder to train an accurate model. 

Another option is to fill in the missing values with a substitute value, such as the mean 

or median of the other values in the dataset, commonly known as imputation. Finally, 

interpolation and data regression techniques can also be applied to the dataset to fill in 

the missing values. 

However, one should be careful while dealing with the missing values as it can cause 

data integrity issues if done incorrectly; therefore, applying these techniques after a 

thorough understanding of the problem and how the missing values affect the integrity 

of the data. 

An alternative way to deal with missing values is to use robust models such as decision 

tree-based models, Random Forest and Gradient Boosting Machine Learning. These 

models can handle missing values and give reasonably good predictions.  

3.5.1.2 Duplicate Data Removal  

Additionally, duplicate data is present; this data should be removed before the data is 

provided to the machine learning algorithm. The duplication of interactions performed 

by students will be removed to remove the biases and to achieve an actual percentage 

evaluation of each student  

3.5.1.3 Outliers Detection 

Outliers can significantly affect the performance of machine learning algorithms and 

can lead to incorrect predictions. Therefore, it is essential to identify and handle outliers 

in the data. There are various methods to identify and handle outliers, such as the Z-

score method, the Interquartile range method and more advanced methods, such as 

clustering-based methods. Once identified, there are several ways to handle outliers, 

such as removing them, replacing them with the mean or median value of the feature or 

transforming the feature to make it more robust to outliers. The choice of method 

depends on the data's nature and the analysis's goals. 

3.5.2 Data Reduction 

Data reduction is a process that involves identifying and removing unnecessary data to 

make the data more manageable for analysis and modelling. Data Reduction can be 
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achieved through various techniques, such as feature selection and dimensionality 

reduction. Feature selection involves choosing a subset of features from the original 

dataset most relevant to the task. Dimensionality reduction practices such as PCA 

(Principal Component Analysis) can reduce the number of features by identifying and 

removing redundancy in the data. By reducing the data, the model can run more 

efficiently, and the results can be more interpretable. 

3.5.3 Data Integration 

Combining data from multiple sources or subsets can provide a more comprehensive 

view of the problem being analyzed, but it can also increase the complexity of the data 

preprocessing step. The data may also have different formats and structures, which must 

be addressed before it can be combined. Therefore, the analyst needs to understand each 

dataset's characteristics and carefully plan how they will be combined to ensure that the 

resulting data is accurate and valuable for analysis. Additionally, combining data from 

multiple sources can also introduce privacy and security concerns, which should be 

considered.      

3.5.4 Feature Engineering 

Feature engineering is a crucial step in the data science pipeline because it can 

significantly impact the performance of machine learning models. It involves extracting 

relevant information from raw data and transforming it into features that the model can 

use to make predictions. This process includes feature selection, feature scaling, and 

feature transformation. As a result, the model can be more accurate and efficient by 

carefully selecting and transforming the features. It also helps to reduce the 

dimensionality of the data, which can improve the performance of some algorithms and 

make it easier to visualize the data. Overall, feature engineering helps to improve the 

interpretability and predictive power of machine learning models.  

3.5.4.1 Merging the dataset 

Since there were 1.6 million users' CSV single files, thus, to create a data frame, the 

whole dataset merged CSVs into a single data frame. This process involves reading all 

the individual CSV files, combining them into a single data frame, and then merging 

them into a large dataset. This step is necessary to make analysing and working with 

the data more accessible. It also allows for more efficient processing when applying 
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machine learning algorithms to the data. The merged dataset can then be preprocessed 

and cleaned before being passed to the machine-learning model for further analysis. 

3.5.4.2 Writing the data frame 

Feather format is a lightweight binary format for storing data frames designed to be fast 

and efficient for reading and writing. Because it is binary, it can be read and written 

much faster than traditional text-based formats like CSV or Excel, making it well-suited 

for large datasets like this project. Additionally, because it is designed to be lightweight, 

it reduces the data frame's size, making it easier to store and share. The feather format 

is well suited for storing data frames for machine learning and data analysis tasks 

because it is fast, efficient, and easy to use. Exporting the data frame was causing 

performance issues as the data frame was almost 10.0 Gb being written as a single CSV 

or excel file, which was a time-consuming procedure as 10.0 Gb and was not an ideal 

approach. Thus, exporting the data frame into a feather format significantly reduced the 

size of the data frame; not only the feather format reduced the file size significantly size 

it offered more extraordinary read-write speeds as compared to traditional excel or CSV 

format 

3.5.4.3 Top 50 Active Users 

The code snippet below will select the dataset's top 50 users with the most interactions. 

By counting the number of interactions for each user and then sorting the data by the 

number of interactions in descending order, the top 50 users with the most interactions 

can be found. This information can help determine which users are most engaged with 

the platform and may have more valuable information for the analysis. 

 

3.5.4.4 Target Column “Correct.” 

The dataset had several interactions different users had; Now, the approach was to 

determine the correctness and incorrectness of users’ interactions. Thus, a new column 

was needed to indicate that when a user attempts a question, it is correct or incorrect. 
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This column will have a binary indication that is 1 and 0. If the attempted question by 

any user is correct, then the value would be “1”; otherwise, it would be “0” in case of 

incorrect. 

As mentioned above, there is a “Questions CSV” in the “content sub-dataset”, which is 

an answer key sheet for all the questions.  

Now there is a need to create a correct column in the primary data frame and check the 

attempted questions with the answer key. Below is the code snippet for creating a 

“correct” column, checking each interaction, and filling up the values in the “correct” 

column. This information can then be used to analyze the students' performance and 

identify trends in their interactions. In addition, this new column will allow us to 

calculate the accuracy of each student. 

  

3.5.4.5 Questions Correctness/Incorrectness 

After identifying the total number of questions attempted by each user, the next step 

was to find the number of correct and incorrect answers for each user. To achieve this, 

the "Correct" column, created in the previous step, filtered the data and counted the 

number of correct and incorrect answers for each user. 

This code groups the data by the "user_id" column and counts the number of times each 

value appears in the "Correct" column. The resulting data is then unstacked and 

transformed into a new data frame with columns for "Correct" and "Incorrect" answers 

and rows for each user. This way, we can summarise the number of interactions of users 

to see each user how many questions they attempted and the count for correctness and 

incorrectness. 
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After figuring out the total number of questions attempted, it is time to identify how 

many questions are correct and incorrect. Below is the code snippet to check the count 

for “Corrected” and “InCorrected.” 

 

 

 

3.5.4.6 Users Percentages 

The "Percentage" column is calculated by dividing the number of correctly answered 

questions by the total number of questions attempted by a user and multiplying the result 

by 100 to get the percentage. The percentage represents the user's performance on the 

questions they attempted, which allows for a more accurate comparison of the 

performance of different users, as the total number of questions attempted can vary 

significantly between users. 

Below is the code snippet for calculating the percentages of each user 
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3.5.4.7 Users elapsed time 

With all the interactions and information gathered in terms of attempts, correctness, 

incorrectness and percentages, Furthermore to identify on average each user how much 

time in seconds it takes to answer all the questions they attempted.  As per the source 

dataset, the elapsed time of each attempt was given in milliseconds. 

First, convert from milliseconds to seconds, then take an average of all interactions to 

identify each user's average time. 

Below is the code snippet for finding out elapsed time 

 

3.5.4.8 Users Statistics: 

Additionally, all interactions can be combined into a single data frame, such as "Total 

Questions Attempted", "Corrected", "Incorrected", "Percentage", and "Elapsed time". 

These statistics provide an overview of all users in a single table format data frame, 

detailing the number of total questions attempted, the number of correct answers, the 

number of incorrect answers, the percentage of correct answers out of the total 

attempted, and the average elapsed time taken per question for each user. 

3.5.4.9 Describing Statistics: 

Now the aim was to determine the statistics of users based on a corrected column to see 

the minimum number, maximum number and, on average, how many questions are 

corrected. 

Below is the snapshot of the “Corrected” column describing the feature used in the 

python language. 
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Figure 20: Description of Student's Correct Answers  

 

Here we can identify that the minimum number of corrected answers is 2, which 

indicates some users only corrected only two questions; this also determines the 

maximum number of corrected answers is 24622, which indicates that specific users 

exist, which has the highest amount of correctness.   

On Average, i.e., 50% of the users correct 93 questions, and 75% correct 293 questions. 

3.5.4.10 Top Performing Users: 

With all the information that was determined from describing the statistics, the next step 

is to identify which users are the top users whose percentages are greater or equal to 

95%. Nevertheless, unfortunately, there were only 13 out of all 780K users whose 

percentages were greater or equal to 95%. 

3.5.4.11 Identifying Top Performing Users: 

With all the information that was determined from describing the statistics, the next step 

is to identify which users have attempted the maximum number of questions correctly. 

Below is the code snippet to find out those specific users. 

 
Figure 21: Identification of the user who has corrected the most questions 

 



Chapter 3  Research Methodology 

Page | 85  

Only one user attempted a total of 34379 questions, 24622 were corrected, and 24622 

were incorrect, which indicates the percentage of the user to be 71.6%, and the average 

time spent on each question is 24 seconds. 

3.5.4.12 Identifying Low-Performing Users: 

With all the information that was determined from describing the statistics, the next step 

is to identify which users have attempted the minimum number of questions correctly. 

Below is the code snippet to find out those specific users. 

 

 

Only four users attempted a different number of questions, but only 2 out of all the 

attempted questions were corrected. 

3.5.4.13 Repeated Questions in the data frame: 

This dataset is gathered with the help of the SANTA UI application via mobile and web 

applications. Thus, users could attempt questions previously shown to that specific user 

during the previous login, which increases the percentage of a user who knew the 

answer already to that specific question. 

Below is the code snippet to find out to each user how many questions they have 

attempted twice or more and which specific question. 
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Figure 22: Identification of the repeated questions count attempted by the user 

 

Here it indicates that user one has attempted questions # 7 and 10 twice, and this list 

continues. Furthermore, the data frame also includes those questions that were only 

attempted once; thus, to get a clearer view, eliminate those questions that were only 

attempted once by each user. 

Below is the code snippet  

 

               Figure 23: Identification of attempted repeated questions attempted by the users 

Now all the actual repeated questions have come to light from each user. Below is the 

example of user # 1, which attempted question # 555 five times. The first two 

interactions indicate that the answer provided by the user was incorrect. Still, the last 

three times, the user attempted the question correctly, which may affect the percentage. 

As the correct answer to question # 555 was “c”, The user chose “a” the first time and 

“b” the second time, which determines to be incorrect. Then, for a third, fourth and final 

time, the user chose option “c”, which appears to be correct. 
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Figure 24: Identification of repeated question attempts and analysis in which time the answer matches 

the correct one 

 

3.5.4.14 Removal of Repeated Questions in the data frame: 

As many users have attempted multiple questions repeatedly thus, all the repetitive 

questions to each specific user have been dropped and kept the interaction where the 

user correctly answers the specific question. The same questions attempted by each user 

was removed based on the “user_iD”, “question_id”, and “correct” column from the 

primary data frame. Below is the code snippet 

 

 

 

3.5.4.9 Updated Data frame 

After the removal of repeated questions attempted by each specific user, most of the 

users lie in the bracket whose percentages are greater or equal to 80%, which concludes 

a data frame of almost 28 thousand users. As mentioned at the start of the methodology, 

there are 8932 bundles stated in the “bundle id” column.  Each bundle contains 1, 2, 3, 

4 and 5 questions.  
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3.5.4.15 Pivot Table Data frame: 

All the incorrect attempts were also removed to create a data frame where all the users 

who belong to 80 percent or more categories are the top students and find out the trends 

of bundles order studied.  

With the help of “bundle id”, “timestamp”, and “user_iD”, The aim was to create a pivot 

table data frame which would indicate each user in what order they studied the specific 

bundle. 

If a user does not study a specific bundle(s), it will place as 0; otherwise, it will fill up 

with the ascending order of bundles studied by each user. Below is the code snippet 

 

Below is the preview of the pivot table data frame. 

 

 

The dataframe indicates each user in ascending order of bundles studied. 

3.5.4.15 Replacing Values in the data frame: 

As the pivot table indicates many zeros in the data frame, All the zeros were replaced 

with “True-NAN” and indexed the user id for the other process so that the user id 

column would not get affected. Below is the code snippet 
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3.5.4.16 Updated Data frame Description: 

Indexing the “user_id” was necessary to calculate the total number of bundles read by 

each user out of the total bundles; thus, a new column was created to store the count of 

total bundles read by each user. Below is the code snippet 

 

Since the bundle’s read column was created, it contains the total number of bundles read 

by each user out of the total bundles, which is 8932. 

 

As the output indicates, most users only read between 5 and 24 bundles out of all the 

total bundles.  

3.5.4.17 Removal of Users: 

The total number of bundles in the data frame is 8932, and upon further investigation, 

it indicates most of the users only read between 5 and 25, respectively, out of all 8932. 

Thus, all the users were dropped who had read less than four and greater than 30 

bundles. Below is the code snippet. 
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Here is also the detailed description of the “bundles_read” now 

 

This description indicates that the minimum number of bundles read is 4, the maximum 

number of “bundles_read” is 30, and fifty percent of the users have read ten bundles. It 

also indicates the total number of users left in the data frame in the count as 21895 out 

of 27884 users. 

3.5.4.18 Removal of Bundles: 

The total number of bundles is 8932, there are still such bundles which no user has read, 

and it only contains values as “NaN”, as it was replaced by 0 earlier. Thus, removing 

such bundles was also necessary as it does not play any part in all student interaction. 

Below is the code snippet and shape of a newly formed dataset 

 

 

As this indicates, now the user’s count is 21895, and the remaining bundles are 6728 

out of 8932, meaning any user did not read 2204 bundles throughout the time. 

3.5.5 Features Scaling 

The goal of feature scaling is to normalize the variety of independent variables or 

features of data. Feature Scaling is done by transforming the data to fit within a specific 
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scale, like 0-1 or -1 to 1. It is vital because machine learning algorithms typically work 

better when the input features have a consistent scale and distribution. 

There are several standard techniques for feature scaling, such as: 

• Min-Max Scaling: This method scales the data to a specific range, such as 0-1. 

Each value is scaled to 0 and 1, where 0 is the minimum value and 1 is the 

maximum value. 

• Standardization: This method scales the data to standard normal distributions 

with a mean of 0 and a standard deviation of 1. Each value is transformed, so 

the new value has a mean of 0 and a standard-deviations of 1. 

• Normalization: This method scales the data to a unit norm. Each value is 

transformed such that the sum of squares of the transformed values equals 1. 

It is important to note that feature scaling should be applied after the data has been 

cleaned, preprocessed and transformed. In this project, the type of feature scaling used 

is not specified; thus, any of the above methods or other methods depend on the use 

case and data characteristics. 

3.5.5.1 Min Max Scaler 

Min-max scaling is used to scale the values of a particular feature or variable to a fixed 

range, usually between 0 and 1. Min Max Scaler is useful when the range of values for 

that variable is quite extensive and would otherwise have an outsized influence on any 

models or calculations that use it. In this case, the formula is: 

𝑚 =
𝑥 − 𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛
 

Where: 

• m is our new value 

• x is the original cell value 

• xmin is the minimum value of the column 

• xmax is the maximum value of the column 

For Scaling, “MinMaxScaler” was applied because it scales all the dataset features in 

the range of either (0, 1) or if the features include negative values (-1, 1). In this case, 

the dataframe did not contain any negative values; thus, “MinMaxScaler” scaled all the 

features with 0 and 1. Before applying the min max scaler, all the “True-NaN” were 
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replaced with 0, and the count of the “bundles_read” column was removed as it provides 

no further information or plays any role anymore. 

 Below are the code snippets 

 

 

 

 

3.5.5.2 Principal Component Analysis (PCA): 

Principal component analysis, or PCA, is a dimensionality reduction technique often 

used to reduce the dimensionality of large data sets by transforming a large set of 

variables into a smaller one that still contains most of the information in the large set. 

Reducing the number of variables in a dataset set naturally comes at the expense of 

accurateness. Still, the trick in dimensionality reduction is to trade a little accuracy for 

simplicity. In addition, reduced data sets are easier to explore and visualize, making 

analyzing datasets much easier and quicker for machine learning procedures deprived 

of extraneous variables to process. 

To sum up, the knowledge of PCA is unpretentious — condense the number of data 

variables while preserving as much information as possible. 

After scaling, a dataset's dimensionality was still considered significant enough to be 

processed in the machine learning model. Thus, a technique named PCA was applied. 

PCA is a technique often used in machine learning and data science to reduce the 

dimensionality of a dataset by transforming large sets of variables into smaller ones that 

still contain most of the information of a large dataset. To summarize, PCA reduces the 
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number of dataset variables while preserving as much information as conceivable. Thus, 

PCA was applied to the scaled dataset, which was scaled earlier by “MinMaxScaler”.  

3.6 Machine Learning Model 

This dataset indicates that this belongs to unsupervised learning. K-Means is a widely 

used clustering algorithm that partitions a dataset into K clusters where each data point 

fits the cluster with the nearest mean. The objective of the K-means procedure is to 

minimize the sum of the squared distances amongst each data point(s) and the mean of 

the cluster it belongs to. In this project, the K-means algorithm was applied to the PCA-

transformed dataset to group users based on their behaviour or interactions within the 

learning platform. 

Additionally, the K-Nearest Neighbors (KNN) algorithm is another unsupervised 

learning method that can be used for Recommender systems. The KNN algorithm 

determines the k number of closest points (neighbours) to a given data point and then 

makes predictions based on the most known target attributes of those k nearest 

neighbours. Identifying similar patterns in the dataset can make predictions for new data 

points. 

In this project, The K-means algorithm was used for clustering the dataset and KNN 

was used for the recommendation system. The goal is to cluster the users in similar 

groups and make recommendations based on those groups, which is done by identifying 

each user's behaviour. 

3.6.1  K-Means Algorithm: 

The k-means algorithm is one of the most naive and popular algorithm unsupervised 

machine learning and data science algorithms. The real challenge in this algorithm is to 

set a value of K. The value of K indicates the total number of clusters to be made. K-

means works by iteratively dividing the data into k clusters based on the distance of 

each data point from the centroid of each cluster. The algorithm starts by randomly 

initializing the centroids of the clusters, then assigns each data point to the cluster whose 

centroid it is nearby. It then calculates the new centroid for each cluster based on the 

data points assigned. This procedure is repeated until the centroids no longer change or 

until a particular stopping criterion is met. 



Chapter 3  Research Methodology 

Page | 94  

One way to set the value of K is to use the elbow method, which plots the value of the 

cost function (e.g., the sum of squared distances amongst data points and cluster 

centroids) against the number of clusters and chooses the point at which the cost 

function starts to decrease at a slower rate as the number of clusters increases. 

Data science and machine learning practitioners can use K-means to identify patterns 

and group similar data points together, which is more interpretable and valuable for 

further analysis. 

3.6.1.1 1st Integration: 

The k-means algorithm randomly initialises K centroids, where K is the number of 

clusters to be made. Then, each data point is assigned to the cluster with the closest 

centroid. After that, the centroids are recomputed as the mean of all data points assigned 

to that cluster. This process is repeated until the cluster assignments no longer change 

or a maximum number of iterations is reached. The final result is K clusters, each 

containing a set of data points. 

The value of K is a crucial parameter in the K-means algorithm, as it determines the 

number of clusters to be made. A standard method for choosing the value of K is to use 

the elbow method, which involves plotting the validation score (such as SSE) against 

different values of K and choosing the value of K where the validation score starts to 

flatten out. 

In the case of this project, the value of K is set to 50 as an arbitrary value. The first 

iteration will indicate the number of set clusters, and the validation score as the SSE 

score will indicate the machine learning model's performance. The choice of K = 50 is 

arbitrary, and the results must be checked with other values of K to ensure that the 

results are optimal. SSE (Sum of Squared Errors) measures how far the data points in a 

cluster are from the centroid (mean) of that cluster. In K-means, the goal is to minimize 

the SSE to get the best clustering results. A low SSE value indicates that the data points 

in the clusters are very close to the centroid, which means that the clusters are well-

defined. 

Therefore, a low SSE score, like 6.74, is desirable in this case; it indicates that the 

clustering results are promising, which indicates that the algorithm has been able to 
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group the data points into 50 clusters, so data points in each cluster are similar and close 

to the centroid of that cluster. Below is the code snippet 

 

 

3.6.1.2 K-Means Elbow Method: 

The K-Means elbow method can help determine the finest number of clusters for the K-

Means algorithm. By providing a range of possible values for K and evaluating the 

algorithm's performance using a metric like the SSE score for each value, the method 

can help identify the point where the algorithm's performance plateaus, commonly 

referred to as the "elbow" of the plot. This elbow point is considered the optimal value 

of K for the algorithm, as adding more clusters beyond that point typically does not 

significantly improve performance. In this case, the range was provided from 50 to 150 

clusters to determine the optimal value of K for this specific dataset, which will help 

optimize the clustering and best representation of data. Below is the code snippet 

 

 

3.6.1.3 K-Means Elbow Method Plot: 

The K-Elbow Visualizer is a technique used to determine the optimal value of K when 

applying the K-means algorithm. The technique runs K-means clustering on the dataset 

for a range of values of K and then computes an average score for all clusters for each 

value of K. By default, the distortion score, the sum of square distances from each point 

to its assigned centre, is computed. Other metrics, such as the silhouette score, or the 
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calinski_harabasz score, can also be used. When these overall metrics for each model 

are plotted, it is possible to determine the best value for K visually. The "elbow" on the 

curve represents the inflexion point where the model fits the best, and in this case, the 

elbow is observed at K = 90, indicating that the optimal number of clusters for this 

dataset is 90. 

The elbow method returns the output as a plot (discussed in the next chapter); the elbow 

was observed at the K-value on 90 

3.6.1.2 2nd Integration: 

Finding the optimal value for K in the K-means algorithm to be 90, the second iteration 

was done with the value of K to be set as 90 to determine the SSE score. Below is the 

code snippet 

 

 

 

It is great to see that the SSE score improved from the initial value of 6.74 to 3.15 after 

adjusting the number of clusters to 90. A lower SSE score typically indicates that the 

clusters are more tightly grouped and have a better fit for the data. Therefore, using 90 

clusters for this dataset could lead to more accurate and meaningful results than using a 

different number of clusters. 

3.6.1.4 Maximum number of users in a cluster: 

It is important to note that clustering algorithms like K-means aim to group similar data 

points in the same cluster. Therefore, it is not necessary or meaningful to say that one 

cluster contains the "most users", as the goal is not to group data points by quantity but 

by similarity. Additionally, it is essential to consider the interpretation of the results, the 

final number of clusters obtained, the method used, if it makes sense to the problem, if 

the clustering provides valuable insights into the data, and if it is worth following the 
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next step. To determine which specific cluster contains most of the users and which 

cluster number, below is the code snippet and results 

 

 

The above output indicates the first cluster, which is Cluster # 0, contains most of the 

users with a count of 11569 out of almost 22 thousand users 

3.6.1.5 Minimum number of users in a cluster: 

To determine which specific cluster contains the minimum number of users and which 

cluster number is, below is the code snippet and results 

 

The above output indicates that cluster, which is Cluster # 31 contains the lowest 

number of users, as it only contains one user. 

3.6.2 Recommender System Algorithm: 

A recommendation engine is a type of machine learning that typically deals with 

ranking or rating systems found on websites like YouTube and Netflix and online 

retailers such as Amazon and Daraz. These systems also consider the behaviour of 

individual users. In this case, as we have a dataset that is user-based, the 

recommendation system will analyze similar trends among different users and make 

suggestions to both new and existing users 

3.6.2.1 KNN Recommender System Algorithm: 

The K-Nearest Neighbors (KNN) algorithm is a popular choice for building a 

recommendation system. The basic idea behind this algorithm is that it finds the k-

number of users most similar to a given user based on their past interactions or 

behaviour. These similar users are then used to make recommendations to the given 

user. 
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The first step in developing a recommendation system using KNN is determining user 

similarity, which can be done using various metrics such as cosine similarity or 

Euclidean distance. Once the similarity between users is calculated, the k-nearest 

neighbours are found for each user. These nearest neighbours are then used to make 

recommendations to the given user. 

In addition to the KNN algorithm, other techniques, such as collaborative filtering and 

matrix factorization, can also be used to build recommendation systems. Collaborative 

filtering is based on the idea that users with similar preferences will likely have similar 

preferences in the future. On the other hand, Matrix factorisation is a technique used to 

decompose a large sparse matrix into smaller and denser matrices. These matrices can 

then be used to make recommendations. 

Overall, the choice of algorithm for a recommendation system depends on the problem's 

specific requirements and the data availability. The KNN algorithm is a simple and 

effective method for building a recommendation system. Still, other techniques, such as 

collaborative filtering and matrix factorization, may also be considered depending on 

the context. 

3.6.2.2 KNN Algorithm Metrics: 

The KNN algorithm, or K-Nearest Neighbors, is a technique used in machine learning 

to determine the similarity between data points by considering their distance. Various 

metrics can be used to calculate the distance between data points, and each is suited for 

different data types and use cases. Some standard metrics used in KNN include 

Euclidean distance, Manhattan distance, and Minkowski distance. Euclidean distance is 

often used for continuous variables, Manhattan distance for discrete variables, and 

Minkowski distance for a combination of both. Other metrics like cosine similarity, 

correlation distance, and hamming distance can also be used based on the use case and 

data characteristics. 

KNN METRICS USE CASE 

Minkowski Distance Normal Vector Space 
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Manhattan Distance Taxi-Cab Distance or City Block 

Distance 

Euclidean Distance Distance between two straight lines in 

Euclidean space 

Cosine Distance Similarities between two vectors 

Jaccard Distance Similar to Cosine, but it looks for where 

two vectors approach the value 1 

Hamming Distance Comparing two binary data strings 

Table 4: KNN Algorithm Metrics 

 

3.6.2.3 KNN Metric Cosine Distance: 

The cosine similarity metric measures the cosine of the angle between two vectors in a 

multidimensional space. It is often used when working with text data, as it can measure 

the similarity of two text documents by treating them as vectors in a high-dimensional 

space. In this case, the KNN algorithm would use the cosine similarity metric to 

determine the similarity between users based on their interactions with the web 

application and other sensor data and make recommendations to new or existing users 

based on that similarity. 

It also works well in high-dimensional spaces because it is less affected by the curse of 

dimensionality. It also does not require any parameters to be set, which makes it easy 

to use and interpret. For example, the formula for the cosine metric is given below: 

 

Thus, the KNN machine learning algorithm is used to build a recommender system with 

cosine metric as a distance calculator. 
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3.6.2.4 KNN Recommender System Machine Learning modelling: 

KNN algorithm to the scaled dataset using the cosine metric to measure similarity 

between vectors. It uses scaled data to look for similar user trends and make 

recommendations based on those trends. This process allows for personalized 

recommendations for each user based on their past interactions and behaviours. The 

code snippet of the KNN machine learning algorithm was applied to the scaled dataset, 

which was scaled with “MinMaxScaler” to look for similar trends and eventually 

recommend a specific user to the other. 

 

 

The KNN algorithm, using the cosine metric, compares the vector of the chosen user 

(in this case, user 103) to the vectors of all other users in the dataset. It then identifies 

the users most similar to user 103 based on the cosine similarity measure and 

recommends them as similar users. This recommendation can be helpful in several 

applications, such as making personalized content or product recommendations to users 

on a website or app. The KNN algorithm can be used for various tasks, including 

recommendation systems, classification, and regression. In this case, it was used to find 

similar trends among different users in the dataset and make recommendations to a new 

or existing user. The algorithm was applied to a scaled dataset, which was scaled using 

the MinMaxScaler. The KNN algorithm uses a distance metric to determine the 

similarity between observations. In this case, the cosine similarity metric was used, 

which compares the direction of vectors to determine similarity. The machine learning 

model returned six similar users to the selected user (user # 103) as recommendations. 

It is significant to note that the recommendations provided by the machine learning 

model are based on the data provided in the dataset. Therefore, the accuracy of the 

recommendations may vary depending on the quality and relevance of the data. In the 

next chapter, it would be beneficial to analyze the recommendations provided by the 

model and evaluate their effectiveness.
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4 Chapter 4: Result and Discussion 

This chapter describes the methodology and results of a research project aimed at 

creating a machine learning-based recommendation system for an online education 

system. This project provides an in-depth discussion and personal analysis of the 

processes used to analyze student interactions. The primary objective of this project 

venture is to classify similar students' workflows, grouping them into clusters and 

utilizing these clusters to develop a recommendation system. Two machine learning 

models cluster students based on their typical patterns and create a recommendation 

system. Additionally, the algorithm's time and memory requirements are considered to 

create an efficient solution that balances accuracy with performance.    

4.1 Students Patterns & Analysis 

The data utilized in this research study comprises a record of student interactions, 

including timestamps. For a data scientist, one of the first steps when working with this 

type of data is to gain a general understanding of the student's behaviours, such as when 

and what they are studying, as well as the impact of external factors. This initial step is 

essential to identify the essential information before moving on to a more specific or 

targeted analysis.  

4.1.1 Top 50 Active Users 

The dataset in question contains information on the number of students and their 

interactions to identify which specific users have the highest interactions throughout the 

dataset collected by SANTA UI. To visualize the top 50 active users, a histogram was 

plotted with the specific user ID on the X-axis and the number of interactions on the Y-

axis, which allows for a clear and straightforward representation of the distribution of 

interactions among the different users. 
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Figure 25: Histogram of Top 50 Active Users 

The histogram allows us to identify the user with the highest number of interactions. In 

this example, the user has attempted almost 35000 questions throughout the data 

collection period. This information provides insights into user engagement with the 

system. It is essential to point out that this histogram would help determine the students' 

engagement and identify outliers. Still, it might not be enough to determine the student's 

success or the system's effectiveness. 

4.1.2 Users Data Statistics 

The dataset provides information on the performance of individual students, including 

the number of questions attempted, the number correctly answered, and the number 

answered incorrectly. To quantify the students’ performance, a percentage of correct 

answers is calculated using the traditional mathematical formula of 

Corrected

Total Questions Attempted
x100 

 

The statistics provide a standardised and straightforward measure of student 

performance across the dataset. This percentage is a standard metric for measuring 

multiple-choice questions performance. However, it is essential to note that it may not 

be the best metric for all subjects or evaluation methodologies. Still, it is a valuable tool 

for quickly analysing the dataset performance. 
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Figure 26: Each User's statistics for correctness, incorrectness,  respective percentages and on elapsed 

time on average on each question 

Lastly, the dataset also includes information on the elapsed time for each student, 

indicating the average number of seconds spent on each question attempted. This 

information can provide insight into the student's study habits and engagement with the 

material. For example, User 1 has spent an average of 36.75 seconds on the 1082 

questions attempted. In addition, this information can be used with the percentage of 

correct answers to try to identify the factors related to success and engagement. 

4.1.3 Top Performing Users  

With all the information gathered, the next step is to identify the top students, which in 

this case are those whose percentages of correct answers are greater than or equal to 

95%. The dataset shows that only 13 students fall into this category. A histogram plot 

is created with this information, with the user ID on the X-axis and the percentage of 

correct answers on the Y-axis, which allows for an easy and intuitive representation of 

the distribution of performance among the top-performing students. 

It is significant to point out that even though this process would be an excellent way to 

identify top-performing students and outliers, it is not the only metric to evaluate the 

system's success or the students. Other factors such as engagement, effort and learning 

may need to be considered to have a more holistic perspective of student performance. 
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Figure 27: Histogram of Top Performing Users 

 

4.1.4 Top Users vs Questions Attempted 

As previously discussed, the dataset was analyzed to identify students with percentages 

of correct answers greater than or equal to 95%. An additional analysis that can be done 

with this information is a histogram frequency plot that illustrates the relationship 

between the number of questions attempted and the percentage of correct answers. The 

x-axis represents the total number of questions attempted. At the same time, the y-axis 

shows the frequency of students with a certain percentage of correct answers for a given 

number of questions attempted. These stats can help identify patterns and trends in 

student performance and look for possible relationships between the number of 

questions attempted and the quality of the performance. 
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Figure 28: Frequency Plot between Users & Questions 

Here it indicates that almost 900 questions are attempted by some users, which have 90 

percent and less than 100 for the percentage of 97 and above. 

4.1.5 Users vs Percentages 

The histogram frequency plot illustrates a relationship between the number of questions 

attempted and the percentage of correct answers. One possible pattern that can be 

observed from the plot is that students who attempted between 900 and 1000 questions 

may have a percentage of correct answers ranging from 90% to 97% and above. This 

information can indicate that there might be an optimal point in the number of questions 

attempted for the students to perform at the best level. However, this correlation does 

not imply a causal relationship; other factors, such as students' prior knowledge, study 

habits, and strategies, should also be considered. Additionally, as this is only a part of 

the data, more analysis and larger sample size are needed to have a more robust 

conclusion. 
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Figure 29: Frequency plot between Users with Percentages 

 

4.1.6 Users vs Bundles Read 

The dataset includes an additional column named "bundles read," which indicates the 

total number of bundles read by each user out of 8932 total bundles. This column could 

be used further to analyze students’ engagement with the online education system. A 

histogram frequency plot of this column could help identify student behaviour patterns. 

For example, the plot may show that most students read less than 1000 bundles, with a 

few outliers reading between 2000 to 3000 bundles. Outliers, in this case, are the users 

far from the rest of the sample and may or may not be significant. However, in this case, 

it could be argued that reading so many bundles might not represent a typical student, 

and therefore these users can be removed from the analysis. 
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Figure 30: Frequency plot between Users with Total Bundles Read 

 

4.1.6.1 Reduced Users vs Bundles Read: 

The "bundles read" column in the dataset contains the count of the total number of 

bundles read by each user out of the total number of available bundles, which is 8932. 

This column provides additional information on the engagement and study habits of the 

students in the online education system. The information below can be used to 

understand how students interact with the system and how many resources each student 

is accessing. 

Count 27844.0000 

Mean 109.977765 

Std 455.947428 

Min 1.000000 
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25% 5.00000 

50% 8.00000 

75% 24.00000 

Max 7563.0000 

Table 5: Identification of quartiles bundles read by students 

As the output indicates, most users only read a small number of bundles, specifically 

between 5 and 25 out of the total 8932 bundles. To further refine the analysis, users who 

have read less than four bundles or more than 30 bundles are removed from the dataset. 

This filter is applied to exclude users who might not represent the average student, 

which can bias the results. After this filtering, a new histogram frequency plot is 

generated, showing a more focused distribution of the remaining users in a narrower 

range of read bundles. It is essential to point out that removing data in this way may 

help to reduce noise and make it easier to identify patterns. 
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Figure 31: Frequency plot between Users with Modified Bundles_Read 

 

Here is also the detailed description of the “bundles_read” now 

Count 21895 

Mean 8.868280 

Std 6.175045 

Min 4.000000 

25% 4.00000 

50% 6.00000 

75% 10.00000 

Max 30.0000 

Table 6: Identification of quartiles after the un-read bundles read by students 

This information suggests that after applying the filter and removing users who have 

read less than four bundles or more than 30 bundles, the remaining dataset still has a 

wide range of bundles read. For example, where the minimum number of bundles read 

is 4, the maximum is 30, and the median or 50 percent of the users read ten bundles. 

Additionally, the total number of users remaining in the dataset after this filtering is 

21895 out of the initial 27884 users. 

It is worth noting that these numbers will vary depending on the parameters set to filter; 

they could be adjusted to different values depending on the research goals. With this 

new data frame, the next step would be to analyze this information to identify patterns 

and gain insights into the students' behaviour. 

4.2 K-Means Clustering 

K-means is a popular unsupervised machine-learning algorithm that is often used for 

clustering. One way it can be applied in this case is to group the remaining users in the 

dataset into "clusters" based on their similarities, such as the number of bundles read. 
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One way to do this is by setting the number of clusters to 50 as an arbitrary value. 

However, it is important to note that the value of k is often a parameter chosen before 

running the algorithm and should be carefully selected. 

The process of selecting the best value of k is usually referred to as the "elbow method" 

or "silhouette method", which consists in running the algorithm for different values of 

k and comparing the results. The goal is to find a k that yields the best trade-off between 

computational cost, interpretability, and performance. For example, with an arbitrary 

value of 50, the algorithm's performance will be evaluated to see if it produces sensible 

clusters and if this value of k needs to be adjusted.  

 

 

4.2.1 SSE (Sum of Squared Errors) Score: 

Cluster analysis is a statistical technique that groups similar consumers or respondents 

into distinct market segments or clusters. The goal of cluster analysis is to minimize the 

sum of squared errors (SSE) amongst the consumers in each cluster and the cluster 

centroid (the centre of the cluster). 

In this use case, the SSE score of 6.749 suggests that the consumers in the same cluster 

are relatively similar, which is considered a good score for a sizeable unsupervised 

dataset, as it means that the algorithm finds tightly packed clusters. First, however, it is 

essential to validate the algorithm's performance by looking for the optimal value of k. 

The elbow method is a common technique for determining the optimal number of 

clusters. It consists of plotting the SSE for different values of k and looking for the 

"elbow point", the value of k where the decrease in SSE starts to level off. This point is 

often considered the optimal value of k. Therefore, plotting the elbow plot for K-means 

and re-calculating the SSE score for different k values would better understand the 

optimal value for k in this use case. Furthermore, it would allow us to see if the SSE 
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improves as “k” increases or if it stays stable after a certain point, indicating the optimal 

number of clusters. 

4.2.2 K-Means Elbow Plot: 

The elbow method returns an output as a plot, and the point where the rate of decrease 

in the SSE slows down is considered the elbow point. The value of k at this point is 

considered the optimal value of k for the given dataset. 

The elbow method indicates an optimal value of k = 90 for this dataset, which suggests 

that using 90 clusters to segment the data is likely to produce the best balance between 

the number of clusters and the similarity of consumers within each cluster. As a result, 

the SSE score should be re-calculated with the new optimal value of k = 90 to ensure 

that it produces a better cluster solution than k = 50 and that the results are more 

meaningful and interpretable. 

It is important to note that the elbow method is one way to determine the best number 

of clusters, but different methods may have different outcomes. Therefore, it is also 

essential to validate the results with other metrics, such as silhouette or Davies-Bouldin 

index and try to understand the meaningfulness and interpretability of the clusters. 

 

 
Figure 32: K-Means Elbow Plot 
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4.2.3 2nd Iteration  SSE (Sum of Squared Errors) Score: 

After determining the optimal value for the number of clusters using the elbow method, 

a second iteration of the K-means algorithm was conducted with the number of clusters 

set to 90. The new SSE score of 3.15 suggests that the new cluster solution is 

significantly better than the previous iteration. The score is much closer to zero and 

almost half the difference from the previous SSE score of 6.749. 

This new score indicates that K-means's machine learning algorithm can partition the 

data more meaningfully and similar group students in fewer clusters. 

It is worth noting that it is essential to validate these results with other metrics and with 

a comparison to ground truth (if available) to determine the model's effectiveness and 

the interpretability of the clusters. 

Additionally, it is essential to remember that clustering is an unsupervised problem, and 

there is no guarantee that the results will be optimal; the objective is to find a "good 

enough" solution that helps to achieve the research goals. 

4.3 Recommender System: 

KNN (K-Nearest Neighbors) is another popular machine learning algorithm that can be 

used for developing a recommender system by finding the most similar users to a 

selected user based on their interactions with the system. 

In this case, an arbitrary value for the number of recommended users was set to 6, which 

means the algorithm will recommend six similar users to a selected user. The value of 

k can be set to a higher or lower value depending on the research goals and the specific 

use case. A higher k will increase the diversity of the recommended users but also might 

include less similar users. A lower k will provide more similar users but might include 

less diverse options. 

For example, suppose the number of recommending users was set to 6, and we want to 

see recommendations for user 103. In that case, the KNN algorithm will find the six 

nearest neighbours (most similar users) to user 103 based on their interactions with the 

system and recommend them to user 103. 
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It is essential to point out that KNN is a simple and robust algorithm, but it can be 

sensitive to the scaling of the features and the choice of the distance metric used. 

Additionally, it is essential to validate the results and ensure that the recommendations 

are helpful for the user.  

In this case, the variable "selected" is assigned a value of 103, representing a specific 

user in the dataset. Then, the KNN algorithm is applied to this user to find the nearest 

neighbours (most similar users) based on their interactions with the system. In this case, 

the nearest neighbours’ value is set to 6, which means that the algorithm will 

recommend six similar users to the selected user 103. 

The value of 6 is arbitrary and can be adjusted depending on the research goals and the 

specific use case. For example, the larger the value of nearest neighbours, the more 

recommendations will be provided to the selected user, which might include less similar 

users. Conversely, a smaller value of nearest neighbours will provide fewer 

recommendations and might include more similar users. 

The KNN algorithm was implemented, and how it can be used to recommend similar 

high-performing users to the selected user 103. It is essential to point out that the 

recommendations generated by KNN should be validated and tested to ensure they are 

helpful for the user. 

The KNN algorithm uses the selected user's features and trends to find the most similar 

users in the dataset, in this case, user 103. Then, based on these similarities, the 

algorithm provides a list of six recommended users likely to have similar interactions 

with the system and can serve as guides for the selected user. 

From these recommendations, it is possible to investigate the recommended users' study 

habits, such as the order of the bundles they read and the resources they accessed, and 

use this information to help the selected user to optimize their study path and succeed 

in the respective course. 

It is worth noting that providing similar users as recommendations could help the 

selected user perform similarly. Still, it has not been guaranteed, as every student is 

unique and has different ways of learning. Moreover, it is essential to consider other 

factors, such as user preferences, the context and the final goal. 
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5 Chapter 5 Conclusions 

Recommender systems have become an integral part of our lives in recent years. They 

are used in many applications, including online education, e-commerce, and social 

media. These systems use advanced algorithms and large datasets to provide 

personalized recommendations to users based on their preferences and interactions with 

the system. 

In the case of online education, a recommender system can help students to discover 

new learning resources and optimize their study path. It can do so by analyzing the 

interactions of millions of students with the platform and grouping them into clusters 

based on their similarities. 

Then, providing recommendations to a specific student based on the patterns of the 

other students in the same cluster can be very helpful for students, who can learn from 

the experience and progress of similar students and optimize their performance. 

Furthermore, recommendation systems have a wide range of usage. For instance, 

Amazon uses it to recommend new products to customers based on their browsing and 

purchase history. Netflix uses it to suggest new shows and movies to users based on 

their viewing history. YouTube uses it to recommend new videos to users based on their 

watch history, and it is a crucial element for the success of platforms like these, as it 

helps retain the user by providing personalized content.  

5.1 Future Aspects: 

The recommender system developed in this project can be personalized for each 

educational institution's Learning Management System (LMS) to recommend a learning 

path for any course to all the students. It can also indicate specific chapters of a topic in 

a course that a student needs to re-learn before attempting a final exam based on their 

performance evaluation of that chapter. 

This project can be very beneficial for the students and teachers, as it can help provide 

personalized tutoring to each student and generate feedback to improve the 

recommendations. In addition, as the machine learning algorithm learns and adapts, it 

can provide increasingly precise recommendations. 
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In addition, this kind of system can also provide valuable insights for educational 

institutions and course designers to understand how their students interact with the 

materials and where the struggles or opportunities lie. For instance, it could detect that 

a specific type of problem or activity is helping some students to learn better than others 

and could be applied to other students. 

It is worth noting that a recommender system like this would need a significant amount 

of data to train on. Feature engineering and model selection would be necessary to get 

accurate recommendations. Additionally, the system should be validated and evaluated 

by experts in the field to ensure that it satisfies the institution's goals. 
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