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Abstract

The strongly continuous semigroups of operators are of great significance due to the fact that

these have numerous applications in various areas of science. The qualitative understanding

of a complicated deterministic system can be acquired by analyzing the solutions of a related

differential equations in terms of these operators. Moreover, the theory of convexity, means,

Cauchy means and inequalities has a huge impact in everyday science. Therefore, the

pronounced nature of the means and inequalities defined on semigroups of operators, can

not be contradicted.

This dissertation is a staunch effort to generalize the theory of means and inequalities

to the operator semigroups. A new theory of power means is introduced on a C0-group of

continuous linear operators. A mean value theorem is proved. Moreover, the Cauchy-type

power means on a C0-group of continuous linear operators, are obtained systematically.

A Jessen’s type inequality for normalized positive C0-semigroups is obtained. An adjoint

of Jessen’s type inequality has also been derived for the corresponding adjoint semigroup,

which does not give the analogous results but the behavior is still interesting. Moreover, it

is followed by some results regarding exponential convexity of complex structures involving

operators from a semigroup. Few applications of Jessen’s type inequality are also presented,

yielding the Hölder’s type and Minkowski’s type inequalities for corresponding semigroup.

Moreover, a Dresher’s type inequality for two-parameter family of means, is also proved.

A Jensen’s and Hermite-Hadamard’s type inequalities are also obtained for a semigroup of

positive linear operators and a superquadratic mapping defined on a Banach lattice algebra.

The corresponding mean value theorems conduct us to find a new sets of Cauchy’s type

means.
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Chapter 1

Introduction

The chapter intents to highlight the development and significance of all the major con-

stituents of this thesis and also takes their mathematical background into its account. It

aims to reveal that the idea of the main contents of this thesis is not very unaccustomed

but is the active area of research in the present decade.

1.1 Historical Development and Mathematical Structure

of Operator-Semigroups

Semigroups of operators on a Banach space offers very general models and tools in the anal-

ysis of the phenomena of time evolution and dynamic systems. They have a long history in

mathematics and have been studied in a number of areas, such as functional analysis and

mathematical physics, probability theory, Reimannian geometry, Lie groups, etc.

The theory of one-parameter semigroups of linear operators on Banach spaces es-

tablished by the first half of 19th century, earned its core in 1948 with the Hille-Yosida

generation theorem. The 1957 edition of Semigroups and Functional Analysis by E. Hille

and R.S. Phillips was the apogee of this theory. Due to the efforts of many scientists, the

theory was at its zenith in 1970s and 80s. It reached a certain level of perfection which is

well presented in the monographs by E.B. Davies [33], J.A. Goldstein [41] and A. Pazy [65]

and many others.

1
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The basic underlying philosophy in introducing operator-semigroups is to generalize

the famous Cauchy functional equation.

Theorem 1.1.1. [36] Let φ : [0,∞)→ R be such that

(i) φ(s+ t) = φ(s)φ(t) for all s, t ≥ 0,

(ii) φ(0) = 1,

(iii) φ is continuous on [0,∞) (on the right at 0).

Then φ has the form; φ(t) = eat, for some constant a ∈ R.

�

The first two conditions for strongly continuous semigroup of operators are the reminiscent

of the basic properties (i) and (ii) of the exponential functions, while the continuity has

been established as an analogue of condition (iii) [62]. Therefore, a strongly continuous one-

parameter semigroup (C0-semigroup) can be somehow regarded as an operator-analogue of

the exponential function.

Just as exponential functions provide solutions of scalar linear constant coefficient ordinary

differential equations, strongly continuous semigroups provide solutions of linear constant

coefficient ordinary differential equations in Banach spaces. Such differential equations in

Banach spaces arise from e.g. delay differential equations and partial differential equations.

For a Banach space X, such initial value problem for an X-valued function u and an

operator A with D(A) ⊂ X, usually referred to as an Abstract Cauchy Problem is given by;

du

dt
= Au (t > 0); u(0) = u0, (1.1)

where the derivative on the left is the strong derivative of u calculated by using norm on X.

One may now conjecture that the operators Z = {Z(t)}t≥0 forming a C0-semigroup have

the form;

Z(t) := exp(tA), for some operator A (1.2)

This conjecture leads to many questions which form the basis of semigroup theory of opera-

tors. In [62], A.B. Morante and A. C. McBride has presented the answer to these questions
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in a very elegant and sophisticated way.

A one-parameter semigroup can be seen as the mathematical formulation of autonomous,

deterministic motion. It is located in the center of the debate on the representation of Na-

ture by mathematical terms. A large proportion of the present-day science is engaged in

the investigation of the motion of systems. "Motion " will designate , here and in what

follows all forms of temporary change and therefore a much more general term than just a

change of location. According to the approach of G. Nickel [epilogue [36]], the mathematical

framework for this study can be summarized as follows;

1. The aim of the study is the movement of the system in time . Time is represented by

the additive group of real numbers R (or additive semigroup R+).

2. The considered system is characterized by a set Z (the state space) of individual states

z ∈ Z, whose temporary change is to be determined. The set of all possible states of

the system is thus established from the beginning.

3. The system ’s mobility (motion) is represented by the temporal change of states or

mathematically by a function R 3 t 7→ z(t) ∈ Z. It assigns a unique position (or

state) z(t) ∈ Z to each instant t ∈ R.

So far , we have described a motion by function Z(.). In this sense , the motion

is already being deterministic. This perspective amplifies if all possible motions are

taken up.

4. For every instant t0 ∈ R and each initial state z0 ∈ Z , there is a unique motion

zt0,z0 : R→ Z satisfying zt0,z0(t0) = z0.

By assumption 4 , the initial state z0 ∈ Z at time t0 can be varied to obtain a uniquely

determined state zt0,z0(t1) of the given system at target time t1. It therefore describes

the mapping

Ψt1,t0 : Z → Z, Ψt1,t0(z0) := zt0,z0(t1).

In the next stage , by taking a new initial state z1 = Ψt1,t0(z0) with a new initial

time t1 and by using the assumption 4, one may obtain a unique state given by
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Ψt,t1(z1) = Ψt,t1(Ψt1,t0(z0)) at time t. This state coincides with the one reached by the

original motion zt0,z0(.) at time t, which also passes through z1 at time t1, i.e.

Ψt,t1(Ψt1,t0(z0)) = Ψt,t0(z0), ∀ z0 ∈ Z and t, t1, t0 ∈ R.

Therefore, for the family of mappings {Ψt,s : t, s ∈ R} it means;

Ψt,s ◦Ψs,r = Ψt,r, and Ψt,t = I, t, s, r ∈ R, (1.3)

where I is the identity map I : z 7→ z. Such a system with the state space Z, the time

space R (or R+), and a family of mappings {Ψt,s : t, s ∈ R} satisfying (1.3) is usually

known as a deterministic system.

In many cases , for instance when some physical laws do not change with respect

to the time and no external force acts on the system , the following assumption is

appropriate.

5. At the time t , the state z1 = Ψt,sz0 is depending on the initial condition z0 at time

s and the time difference τ = t − s. Such systems is referred to as autonomous. For

the family {Ψt,s : t, s ∈ R} this is Ψt,s = Ψr,u whenever t − s = r − u. By taking

T (t) = Ψr,r−t, a one-parameter family of {T (t) : t ∈ R} mappings on a state space is

obtained, which satisfies;

T (s+ t) = T (s)T (t), ∀ s, t ∈ R. (1.4)

Since by (1.4) the family of mappings {T (t) : t ∈ R} is closed under the composition

function, so it forms a one-parameter group (or a one-parameter semigroup if s, t ∈ R+). It

is the mathematical model of autonomous, deterministic motion of a system in time.

1.2 Historical Development of Inequalities

Since last many decades, mathematical inequalities are essential to the study of Mathemat-

ics. It plays a vital role in many other fields and their uses are extensive. The database

of the American Mathematical Society includes more than 63,000 references of inequalities
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and their applications. While the concept is a simple one, some of the most famous and

significant results in Mathematics are inequalities.

The history of inequalities has been well written by A. M. Fink [39]. Among many oth-

ers, the book "Inequalities" by Hardy et al. [45] organizes and gives the proper attribution

to the source. Others include by Beck Bach and Bellman [28] and the one of Mitrinović [57]

. Each of these carefully defines the origin of discussed inequalities. However , as a crowning

his mathematical career, D.S. Mitrinovic̀ promised to publish and document all inequalities.

This led to many of designed volumes [31, 59–61], to be complete and to give an idea of

development in applications of the inequalities.

Only a few inequalities are from old traditions. Grabiner [42] argues that people

were largely not very interested in mathematics beyond the applicable areas in the 18th

century. This also applies to the first years of the 19th century. Therefore, not much of

abstract mathematics was done; in particular , no one was interested in an "inequality" for

his own good. Four drifts of inequalities transpired in the first eight decades of the 19th

century.

In the last two decades, a number of inequalities were proved having names affiliated

to them and were considered as a part of analyst’s knowledge-base. In addition, some docu-

ments whose sole purpose was to prove an inequality were published. From the third decade

of this century, Hardy and his colleagues began to develop a systematic study inequalities.

This effort ended with the publication of [45]. It became respectable to do research and

write articles on "inequalities" and there were lots of them [30,37,38].

The most important named inequalities are those of Hölder [46] and Minkowski [56].

Hadamard [43] wrote an article on the determinants and their inequalities, which now bears

his name. He did not think the result was overly important but he was wrong. It was the

basic instrument of Fredholm’s theory of integral equations. In [44], Hadamard wrote "I

had been attracted by a question on determinants in 1893. When solving it, I had no sus-

picion of any definite use it might have, only feeling that it deserved interest; then in 1900

appeared Fredholm’s theory, for which the result obtained in 1893 happens to be essential.

This is the theory I failed to discover. It has been a consolation for my self-esteem to have
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brought a necessary link to Fredholm’s argument".

According to few historical considerations [58,66], Hermite sent a letter to the journal

Mathesis on November 22, 1881 and an extract from it got published in Mathesis 3 (1883,

p. 82). It says "Sur deux limites d’une intégrale définie. Soit f(x) une fonction qui varie

toujours dans le même sens de x = a, x = b. On aura les relations

(b− a)f(
a+ b

2
) <

∫ b

a

f(x)dx < (b− a)
f(a) + f(b)

2
(1.5)

ou bien

(b− a)f(
a+ b

2
) >

∫ b

a

f(x)dx > (b− a)
f(a) + f(b)

2

suivant que la courbe y = f(x) tourne sa convexité ou sa concavité vers l’axe des abcisses.

En faisant dans ces formules f(x) = 1/(1 + x), a = 0, b = x il ient

x− x2

2 + x
< log(1 + x) < x− x2

2(1 + x)
.”

It is beguiling to know that this brief note of Hermite isn’t credited anywhere in mathe-

matical literature. His note is neither recorded in any authoritative journal nor collected

in Hermite’s papers which were published "sous les auspices de l’Académie des sciences de

Paris par Emile Picard (1905-1917), membre de l’Institut". Hermite’s captivating result in

(1.5) establishes the necessary and sufficient condition for f to be convex on (a, b) but after

more then twenty years of publication of Hermites’s note, Jensen (1906) defined convex

function (J-convex functions) using;

f(
a+ b

2
) ≤ f(a) + f(b)

2
. (1.6)

It is easily seen that (1.5) is an interpolating inequality for (1.6). Perhaps the best known

and most commonly used inequality is named after Jensen [47].

n∑
i=1

f(αixi) ≤
n∑
i=1

αif(xi), (1.7)

where the weights αi’s are positive with
∑n

i=1 αi = 1 and f is a convex function.

Jensen’s type inequalities in their diverse parameters ranging from discrete to continuous

case, play a vital role in various branches of modern mathematics [7,8,34]. A simple search



Chapter 1 Introduction 7

in MathSciNet database of American Mathematical Society with the keywords "Jensen’s

inequality" in the title indicates that there are more than 300 articles devoted closely to

this famous inequality. While the number of articles involving the applications of Jensen’s

inequality, is a lot larger.

1.3 Cauchy’s Type Means

In recent years, Cauchy’s type means is an active area of research from the field of probability

analysis. A significant theory of Cauchy’s type means has been developed [12–17], which

is both extensive and elegant. Some mean-value theorems of the Cauchy type, which are

connected with Jensen’s inequality, are given in the papers by Mercer [55] and Pečarić et

al. [67]. In [55] there is given the discrete form and in [67] the integral form, and there

were also given some applications of these results on power means. While some further

generalizations of some of the aforementioned results are given in [68]. The idea has been

generalized for many inequalities and some operator versions are also obtained.

For real and continuous functions ϕ, χ on a closed interval K := [k1, k2], such that

ϕ, χ are differentiable in the interior of K and χ′ 6= 0, through out the interior of K. A very

well know Cauchy mean value theorem guarantees the existence of a number ζ ∈ (k1, k2),

such that
ϕ′(ζ)

χ′(ζ)
=
ϕ(k1)− ϕ(k2)

χ(k1)− χ(k2)
.

Now, if the function ϕ′

χ′
is invertible, then the number ζ is unique and

ζ :=
(ϕ′
χ′

)−1(ϕ(k1)− ϕ(k2)

χ(k1)− χ(k2)

)
.

The number ζ is called Cauchy’s mean value of numbers k1, k2. It is possible to define such

mean for several variables, in terms of divided difference. Which is given by

ζ :=
(ϕn−1

χn−1

)−1( [k1, k2, ..., kn]ϕ

[k1, k2, ..., kn]χ

)
.

This mean value was first defined and examined by Leach and Sholander [53]. The integral

representation of Cauchy mean is given by

ζ :=
(ϕn−1

χn−1

)−1(∫
En−1

ϕn−1(k.u)du∫
En−1

χn−1(k.u)du

)′
,
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where En−1 := {(u1, u2, ..., un) : ui ≥ 0, 1 ≤ i ≤ n − 1,
∑n−1

i=1 ui ≤ 1}, is an (n − 1)-

dimensional simplex, u = (u1, u2, ..., un), un = 1 −
∑n−1

i=1 ui, du = du1du2...dun and k.u =∑n
i=1 uiki.

1.4 Development in the Theory of Semigroups and In-

equalities

The intention of this section is to highlight recent advances in the blend of theory of semi-

groups of operators and inequalities. The theory of inequalities is not only limited to the

real numbers or the basic real functions. Since past few years the generalization of known

inequalities to the operators, has become the topic of active research in the field of applied

analysis. While in recent years, there has been considerable interest in the generalization of

"functional-inequalities" and "type-inequalities" to the semigroups of operators defined on

a Banach space. Due to the mathematical structure and physical applications of operator

semigroups, it is significant to find the new expressions and relations among them. A brief

account of few important results is given next.

In 1989, J. A. Siddiqi and A. Elkoutri [73] developed a norm-inequality for the infinites-

imal generator A of a bounded analytic semigroup in a sector {z ∈ C : |argz| ≤ (απ)/2}

of bounded linear operators on a Banach space. This inequality related the norms of the

images of powers of the infinitesimal generator A.

In 2004, D. Bakry [23] developed some of the most interesting inequalities related to

Markov semigroups, namely spectral gap inequalities, Logarithmic Sobolev inequalities and

Sobolev inequalities. He showed different aspects of their meanings and applications and

then described some tools used to establish them in various situations.

In 2005, Feng-Yu Wang [77] introduced the functional inequalities to describe the spec-

trum of the generator, the essential and discrete spectrums, high order eigenvalues, the

principle eigenvalue, and the spectral gap. The semigroup properties were also described

including the uniform intergrability, the compactness, the convergence rate, and the exis-

tence of density. The reference measure and the intrinsic metric is discussed such as, the
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concentration, the isoperimetic inequality, and the transportation cost inequality.

In 2006, S. K. Chua and R. L. Wheeden [32] proved that the 1-dimensional Poincaré

inequality holds for all Lipschitz continuous functions f . For 1 < p <∞, −∞ < a < b <∞∥∥∥f − ∫ ba f(t)dt

b− a

∥∥∥
L1([a,b])

≤ C(b− a)2− 1
p‖f ′‖Lp([a,b])

and the best constant C (independent of a, b) is C = 1
2
(1 +p′)1/p′ , where p′ > 1 : 1

p
+ 1

p′
= 1.

In 2008, W. Trebelsa and U. Westphalban [74] proved an abstract Ulyanov type inequality

between the (modified) K-functionals with respect to (X,DX((A)α)) and (Y,DY ((A)α)),

α > 0, where A is the infinitesimal generator of {T (t)}. Where X, Y are the Banach spaces

and {T (t) : t ≥ 0} be a consistent, equibounded semigroup of linear operators on X as well

as on Y . It was assumed that {T (t)} satisfies a Nikolskii type inequality with respect to X

and Y :

‖T (2t)f‖Y . φ(t)‖T (t)f‖X .

In 2009, G. A. Anastassiou [10] got motivated from [32] and presented Poincaré-type general

Lp inequalities regarding semigroups, cosine and sine operator functions.

In 2012, H. Mustafayev [63] proved the difference inequalities for the groups and semigroups

of operators on Banach spaces. For T = {T (t)}t∈R be a σ(X,F )-continuous group of

isometries on a Banach space X with generator A, where σ(X,F ) is an appropriate local

convex topology onX induced by functionals from F ⊂ X∗. Let σA(x) be the local spectrum

of A at x ∈ X and rA(x) := sup{|λ| : λ ∈ σA(x)}, the local spectral radius of A at x. Then

for every x ∈ X and τ ∈ R,

‖T (τ)x− x‖ ≤ |τ |rA(x)‖x‖.

Moreover if 0 ≤ τrA(x) ≤ π
2
, then it holds that;

‖T (τ)x− T (−τ)x‖ ≤ 2 sin(τrA(x))‖x‖.

Asymptotic versions of these results for C0-semigroup of contractions are also obtained

there. If T = {T (t)}t≥0 is a C0-semigroup of contractions, then for every x ∈ X and τ ≥ 0,

lim
t→∞
‖T (t+ τ)x− T (t)x‖ ≤ τ sup{|λ| : λ ∈ σA(x) ∩ iR}‖x‖.
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This is perhaps a very brief history of development done in last few years but for more

recent results one may refer to [11,24,78].

1.5 Outline of Thesis

The main aim of this thesis is to continue the effort mentioned in the last section. The the-

ory of inequalities and Cauchy’s type means, is generalized to the semigroups of operators

defined on a Banach space. The concept of arithmetic mean of C0-semigroups of operators,

already exists in literature and is very active topic of research, as it forms the basis of the

Mean Ergodic Theory. But as per our knowledge, the concept of power means is generalized

to the C0-semigroups of operators, for the very first time. The approach is also adapted

to produce a new family of means and new relations involving the operators from positive

semigroups defined on a Banach lattice algebra.

Our plan of campaign is as follows.

In Chapter 2, we give a brief introduction of those topics which will be required later. Such

as the basic theory of Banach spaces and bounded linear operators thereon. We also present

an introduction to the theory of Banach lattice algebra.

In Chapter 3, we turn our attention to the detail study of the theory of strongly con-

tinuous semigroups of linear operators, adjoint semigroups and strongly continuous positive

semigroups of operators.

In Chapter 4, a new theory of power means is introduced on a C0-group of continuous

linear operators defined on Banach space. A systematic procedure is produced to prove

mean value theorems, which build the basis of the strategy to obtain new Cauchy-type

power means on a C0-group of continuous linear operators.

In Chpater 5, we introduce the notion of normalized semigroups analogous to normal-

ized positive linear functionals to generalize one of the very essential inequality in the field

of inequalities. The Jessen’s type inequality. This inequality is obtained for normalized

positive C0-semigroups defined on a Banach lattice algebra. An adjoint of Jessen’s type

inequality has also been derived for the corresponding adjoint-semigroup, which does not
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give the analogous results but the behavior is still interesting. Moreover, it is followed by

some results regarding positive definiteness and exponential convexity of complex structures

involving operators from a semigroup. In this chapter, we also present few applications of

Jessen’s inequality, yielding Hölder’s type and Minkowski’s type inequalities for correspond-

ing semigroup. Moreover, a Dresher’s type inequality for two-parameter family of means,

is also proved.

In Chapter 6, we consider the superquadratic mappings and use their characteristics to

obtain new inequalities. A Jensen’s type inequality for a semigroup of positive linear oper-

ators and a superquadratic mapping, defined on a Banach lattice algebra, is obtained. The

corresponding mean value theorems, conduct the authors to find a new set of Cauchy’s type

means. The same strategy is adapted to obtain a Hermite-Hadamard’s type inequality for a

semigroup of positive linear operators and a superquadratic mapping defined on a Banach

lattice algebra. The corresponding mean value theorems, Cauchy’s type means and related

results are also given.

In Chapter 7, we conclude the thesis and briefly identify some ideas on which further

work can be done.



Chapter 2

Preambles

This chapter is intended to give a brief exposition to those topics from functional analysis

and lattices theory, which are indispensable for the understanding of subsequent chapters.

We do not want to demonstrate the results we present, since they can be easily found in the

literature (e.g. [33, 62, 64]). We rather want to give the readers who are not familiar with

these terminologies, a necessary information for an intelligent reading of the main contents

of this thesis. Since a very fundamental knowledge of functional analysis is required, we

firstly go through the brief introduction of some notions from functional analysis.

2.1 Functional Analysis

Here we gather some simple ideas from functional analysis which are extensively required.

Proofs are omitted and can be found in standard text books. We assume that the readers

are familiar with most basic ideas from the theory of vector spaces (or linear spaces). In

what follows, X will denote the real vector space (i.e., a vector space over the field R of

real numbers).

Definition 2.1.1. A norm on X is a mapping ‖.‖ : X → R, such that

(i) ‖x‖ ≥ 0 for all x ∈ X.

(ii) ‖x‖ = 0 if and only if x = 0 (the zero vector in X).

12
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(iii) ‖λx‖ = |λ|‖x‖ for all x ∈ X, λ ∈ R.

(iv) ‖x+ y‖ ≤ ‖x‖+ ‖y‖ for all x, y ∈ X (the triangular inequality).

The pair (X, ‖.‖) is then referred to as a (real) normed vector (or linear) space.

Introduction of a norm on X imparts a framework within which analysis can be associ-

ated to linear algebra.

Definition 2.1.2. Let (X, ‖.‖) be a real normed space.

(i) A sequence {xn}∞n=1 ⊆ X converges to x ∈ X if ‖xn − x‖ → 0 as n→∞. i.e. for each

ε > 0 there exists Nε ∈ N such that ‖xn − x‖ < ε for all n ≥ Nε.

(ii) A sequence {xn}∞n=1 ⊆ X is a Cauchy sequence if, for each ε > 0, there exists Nε ∈ N

such that ‖xm − xn‖ < ε for all m,n ≥ Nε.

Definition 2.1.3. A real normed vector space (X, ‖.‖) is complete if every Cauchy sequence

{xn}∞n=1 ⊆ X converges to a unique limit x ∈ X. The pair (X, ‖.‖) is then called a (real)

Banach space.

Example 2.1.4. For 1 ≤ p <∞, we define the p-norm on Rn (or Cn) by

‖(x1, x2, ..., xn)‖p = [|x1|p + |x2|p + ...+ |xn|p]1/p.

For p =∞, we define the ∞ (or maximum) norm by

‖(x1, x2, ..., xn)‖∞ = max{|x1|, |x2|, ..., |xn|}.

Then Rn equipped with the p-norm is a finite-dimensional Banach space for 1 ≤ p ≤ ∞.

�

Throughout this section we let (X, ‖.‖) be a real Banach space and T : X → X is a linear

operator. T is linear in the usual sense and has the whole of X as its domain.

Definition 2.1.5. Let T : X → X be a linear operator.

• If there exists a constant C ≥ 0 such that ‖T (x)‖ ≤ C‖x‖ for all x ∈ X. The operator

T is said to be bounded.
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• Let {xn}∞n=1 ⊆ X be a sequence converging (w.r.t. ‖.‖) to x ∈ X. If the sequence

{T (xn)}∞n=1 ⊆ X converges to T (x), the operator T is said to be continuous at x ∈ X.

• The operator T is continuous on X if it is continuous on all x ∈ X.

Notation 2.1.6. Let (X, ‖.‖) be a Banach space.

• The set of all bounded (i.e. continuous) linear operators defined from X into itself,

is denoted by B(X). B(X) is a vector space with respect to the usual operations of

addition and scalar multiplication. i.e. for T1, T2, T ∈ B(X), λ ∈ R and x ∈ X;

(T1 + T2)(x) = T1(x) + T2(x), (λT )(x) = λ(T (x)).

• For T ∈ B(X), ‖T‖ denotes the smallest positive constant K such that,

‖T (x)‖ ≤ K‖x‖,

for all x ∈ X.

Theorem 2.1.7. With the above notation, ‖.‖ defines a norm on B(X),with respect to

which B(X) is a Banach space. For T ∈ B(X)

‖T‖ = sup{‖T (x)‖ : x ∈ X with ‖x‖ = 1}

= sup{‖T (x)‖
‖x‖

: x ∈ X, x 6= 0} (2.1)

‖T (x)‖ ≤ ‖T‖‖x‖ for all T ∈ B(X), x ∈ X.

Note: No confusion should arise because of the use of the same symbol for the norm

on X and the norm on B(X).

Example 2.1.8. For −∞ < a < b < ∞, let C[a, b] denotes the set of all real-valued

continuous (hence bounded)linear functions on [a, b] (on the right at a and on the left at

b). For x ∈ X = C[a, b], let

‖x‖∞ = sup
s∈[a,b]

|x(s)|. (2.2)

C[a, b] is real vector space with respect to the usual pointwise operations of addition and

scalar-multiplication of functions. Moreover, ‖.‖∞ defines a norm on C[a, b] with respect to
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which C[a, b] is complete. Therefore, (C[a, b], ‖.‖∞) is a Banach space.

For x ∈ X = C[a, b], define T (x) on [a, b] by;

(Tx)(s) =

∫ s

a

x(t)dt, a ≤ s ≤ b, x ∈ X.

From the standard properties of Riemann integral, T maps C[a, b] into C[a, b]. Consider

|(Tx(s))| ≤
∫ s

a

|x(t)|dt ≤
∫ b

a

|x(t)|dt ≤ ‖x‖∞
∫ b

a

1dt.

This gives

‖T (x)‖∞ ≤ (b− a)‖x‖∞.

Hence for T ∈ B(X), with respect to ‖.‖∞ we have;

‖T‖ ≤ b− a. (2.3)

Particularly for a constant map x(s) ≡ 1 for all x ∈ [a, b], (Tx(s)) = s− a. Since ‖x‖∞ = 1

and ‖T (x)‖∞ = b − a (at s=b), by (2.1) we know ‖T‖ ≥ b − a, which in conjunction with

(2.3) shows that ‖T‖ = b− a.

Definition 2.1.9. A linear operator T : X ⊇ D(T ) → X is said to be closed if for a

sequence (xn)n∈N ∈ D(T ), such that xn → x ∈ X and T (xn) → y implies x ∈ D(T ) and

T (x) = y.

In words, if (xn)n∈N and (Txn)n∈N are both convergent in X, then the limit of (xn)n∈N is

in D(T ) and image of the limit is the limit of the images. Or in other words, D(T ) contains

all of its limit points.

Remark 2.1.10. For T ∈ B(X), so that D(T ) = X then convergence of the sequence (xn)

to x ∈ X automatically ensure the convergence of T (xn) to T (x). Therefore a bounded

(continuous) operator on X is closed. While the converse is false. But for any unbounded

operator, being close is the next best thing. The differential operator on the space of

continuously differentiable functions is the famous example in this regard, since this operator

is not bounded but closed.

Definition 2.1.11. A numerical function x∗(x) = (x∗, x) defined on a linear topological

space X, is said to be a continuous linear functional if the following conditions are satisfied.
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(a) For any elements x, y ∈ X and numbers α1, α2, we have

(x∗, α1x+ α2y) = α1x
∗(x) + α2x

∗(y). (linearity)

In particular (x∗, 0) = 0.

(b) For any ε > 0 there is a neighborhood U of zero such that

|(x∗, x)| < ε, for x ∈ U. (continuity)

This in fact defines the continuity of x∗ at the point x = 0. But a linear functional which

is continuous at 0 is continuous at any point x0, since

(x∗, x)− (x∗, x0) = (x∗, x− x0).

The space of all linear continuous functionals X∗ on a linear topological space X may,

in turn to be again a linear space according to the usual definition of addition and scalar

multiplication. For x∗, y∗ ∈ X∗, x ∈ X and numbers α1, α2;

(α1x
∗ + α2y

∗, x) = α1(x∗, x) + α2(y∗, x).

Evidently the functional α1x
∗ + α2y

∗, defined above, is linear and continuous if x∗ and y∗

are continuous. The space X∗ is known as the dual (or conjugate) space of X. If X is a

normed space, then X∗ is a complete normed (Banach) space with the norm

‖x∗‖ = sup
‖x‖≤1

|(x∗, x)|.

For details we refer to [40,71].

Definition 2.1.12. Given two Banach spaces X and Y and a bounded linear operator

L : X → Y , recall that the adjoint L∗ : Y ∗ → X∗ is defined by

(L∗y∗)x := y∗(Lx), y∗ ∈ Y ∗, x ∈ X. (2.4)

Or

(L∗y∗, x) := (y∗, Lx), y∗ ∈ Y ∗, x ∈ X. (2.5)
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In [9], some kind of adjoint has been associated to a nonlinear operator F . In fact, this

is possible for Lipschitz continuous operators only. Consider the Banach space Lip0(X, Y )

of all Lipschitz continuous operators F : X → Y satisfying F (θX) = θY , equipped with the

norm

[F ]Lip = supx1 6=x2
‖F (x1)− F (x2)‖
‖x1 − x2‖

, x1, x2 ∈ X.

It is easy to see that the space B(X, Y ) of all bounded linear operators from X to Y is a

closed subspace of Lip0(X, Y ). In particular, we set

Lip0(X,K) := X]

where K is field. The space X] is called as the pseudo-dual space of X, which contains the

usual dual space X∗ as closed subspace.

Definition 2.1.13. For F ∈ Lip0(X, Y ), the pseudo-adjoint F ] : Y ] → X] of F is defined

by;

F ](y])(x) := y](F (x)), y] ∈ Y ], x ∈ X. (2.6)

This is of course a straightforward generalization of (2.5); in fact, for linear operators

L we have L]|Y ∗ = L∗. i.e. the restriction of the pseudo-adjoint to the dual space is the

classical adjoint. Next, we talk about the algebras on vector and Banach spaces, which is

essential to relate some important notions from next section.

Definition 2.1.14. [71] A vector algebra is a vector space X over the field K, in which

multiplication is defined that satisfies

1. x(yz) = (xy)z,

2. (x+ y)z = xz + yz,

3. α(xy) = (αx)y = x(αy),

for all x, y, z ∈ X and scalar α ∈ K. Moreover, if X is a Banach space with respect to a

norm that satisfies the multiplicative inequality

‖xy‖ ≤ ‖x‖‖y‖, (x, y ∈ X)
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and if X contains a unit element e such that xe = ex = x for x ∈ X and ‖e‖ = 1, then X

is called a Unital Banach algebra.

Relatively few general results on ordered Banach spaces are required. Therefore, the

next section deals about Banach lattice.

2.2 Banach Lattices

The notion of Banach lattice was introduced to get a common abstract setting, within

which one could talk about the ordering of elements. Therefore, the phenomena related to

positivity can be generalized. It had mostly been studied in various types to spaces of real-

valued functions, e.g. the space C(K) of continuous functions over a compact topological

space K, the Lebesgue space L1(µ) or even more generally the space Lp(µ) constructed over

measure space (X,
∑
, µ) for 1 ≤ p ≤ ∞.

Definition 2.2.1. [64] Any (real) vector space V with an ordering satisfying;

O1: u ≤ v implies u+ w ≤ v + w for all u, v, w ∈ V,

O2: v ≥ 0 implies λv ≥ 0 for all v ∈ V and λ ≥ 0,

is called an ordered vector space.

The axiom O1, expresses the translation invariance and therefore implies that the or-

dering of an ordered vector space V is completely determined by the positive part V+ =

{v ∈ V : v ≥ 0} of V . In other words, u ≤ v if and only if v − u ∈ V+. Moreover, the other

property O2, reveals that the positive part of V is a convex set and a cone with vertex 0

(mostly called the positive cone of V ).

Definition 2.2.2. An ordered vector space V is called a vector lattice, if any two elements

u, v ∈ V have a supremum, which is denoted by sup(u, v) and an infimum denoted by

inf(u, v).

It is trivially understood that the existence of supremum of any two elements in an

ordered vector space implies the existence of supremum of finite number of elements in V .
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Furthermore, u ≥ v implies −u ≤ −v, so the existence of finite infima therefore implied.

Few important quantities are defined as follows

sup(v,−v) = |v| (absolute value of v)

sup(v, 0) = v+ (positive part of v)

sup(−v, 0) = v− (negative part of v).

Some compatibility axiom is required, between norm and order. This is given in the follow-

ing short way:

|u| ≤ |v| implies ‖u‖ ≤ ‖v‖. (2.7)

The norm defined on a vector lattice is called a lattice norm. Now, we are in a position, to

give formal definitions.

Definition 2.2.3. (a) A Banach lattice is a Banach space V endowed with an ordering ≤,

such that (V,≤) is a vector lattice with a lattice norm defined on it.

(b) A Banach lattice is said to be Banach lattice algebra, provided u, v ∈ V+ implies

uv ∈ V+.

(c) For the multiplicative identity element “e”, a Banach lattice algebra V, with e ∈ V , is

called unital Banach lattice algebra (UBLA).

Below are the elementary, yet very important formulas valid in any vector lattice.

v = v+ − v−, |u+ v| ≤ |u|+ |v|

|v| = v+ + v−, u+ v = sup(u, v) + inf(u, v)

Remark 2.2.4. (i) The lattice operations (u, v) → sup(u, v) and (u, v) → inf(u, v) and

the mappings v → v+, v → v−, v → |v| are uniformly continuous.

(ii) The positive cone is closed.

(iii) A linear functional v∗ ∈ V ∗ on a vector lattice V is positive (i.e. v∗ ≥ 0) , if (v∗, v) ≥ 0

for all v ∈ V+.
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(iv) The dual space V ∗ of a Banach lattice V is a Banach lattice with respect to the natural

ordering among the elements. i.e. v∗ ≤ u∗ if and only if v∗(v) ≤ u∗(v) for all v ∈ V+.

Example 2.2.5. The vector space M2(R) of 2× 2 real matrices is a vector lattice with the

order relation defined below;

A ≤ B if and only if B − A ∈M2
+(R),

where M2
+(R) is the set of all matrices with positive real entries. Moreover, it is also

complete with respect to the norm;

‖A‖ = ‖(αij)‖ = max
j
{
∑
i

|αij| : i, j = 1, 2}.

Therefore, M2(R) is a Banach lattice.

Example 2.2.6. The space of all continuous real valued functions C[a, b] on the closed

interval [a, b] form a Banach lattice with the ordering ≤ defined by u ≤ v if and only

(v − u)(x) ≥ 0 for all x ∈ [a, b] and with the norm defined in (2.2).

Definition 2.2.7. A linear mapping ψ from an ordered Banach space V into itself is positive

(denoted by: ψ ≥ 0) if ψv ∈ V+, for all v ∈ V+.

The set of all positive linear mappings forms a convex cone in the space L(V ) of all

linear mappings from V into itself, defining the natural ordering of L(V ). The absolute

value of ψ, if it exists, is given by

|ψ|(v) = sup{ψw : |w| ≤ v}, (v ∈ V+).

For details we refer to [64].
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Semigroup Theory of Linear Operators

An ordered pair (A, ∗) consisting of a non-empty set A together with an associative binary

operation ∗, is called a semigroup if A is closed with respect to ∗, i.e., a, b ∈ A⇒ a ∗ b ∈ A.

Unlike the group, a semigroup may or may not have the identity element and the inverse

of given element of A.

We are not concerned with the theory of semigroups in general. Instead we mainly focus

on particular semigroups, consisting of a family of bounded linear operators defined on a

Banach space. The binary operation among these is simply the composition of operators,

denoted by juxtaposition of the operators. It worths mentioning that a theory of semigroups

of non-linear operators has been developed as well. However, this theory is by no means

complete. While the semigroup theory of linear operators is both elegant and extensive.

3.1 Semigroup Theory

The set B(V ) of all bounded linear operators defined on a Banach space V , inherits much

of analytic structure from that of V . For instance, B(V ) is a Banach space by Theorem

2.1.7. Therefore, the concept of convergence and continuity can be studied therein. We

begin with the axiomatic definition of the strongly continuous semigroup of operators.

Definition 3.1.1. A (one parameter) C0-semigroup (or strongly continuous semigroup) of

operators on a Banach space V is a family {Z(t)}t≥0 ⊂ B(V ) such that

21
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(i) Z(s)Z(t) = Z(s+ t) for all s, t ∈ R+.

(ii) Z(0)=I, the identity operator on V.

(iii) for each fixed f ∈ V , Z(t)f → f (with respect to the norm on V) as t→ 0+.

By the notation {Z(t)}t≥0 we mean there is one operator Z(t) for every non-negative

real number t. The axioms (i) and (ii) in the above definition should be interpreted as

operator equations in B(V ). Here, (i) ensures that the family {Z(t)}t≥0 is closed under the

operation of composition of operators and therefore forms a commutative semigroup. Since

Z(s)Z(t) = Z(s+ t) = Z(t+ s) = Z(t)Z(s), for all s, t ∈ R.

Combining (i) and (ii) we have that the semigroup {Z(t)}t≥0 has an identity element T (0).

The condition (iii) defines the analytic structure so that, for each fixed v ∈ V the mapping

fv : [0,∞)→ V defined by fv(t) = Z(t)v should be right-continuous at 0, since Z(0)v = v

by (i). By the use of algebraic structure, this condition leads to something more interesting.

For any fixed positive number t0;

Z(t0 + t)v = Z(t+ t0)v = Z(t)[Z(t0)v]

→ Z(t0)v as t→ 0+ by (iii)

So that the mapping fv is right-continuous at any t0 > 0.

Example 3.1.2. The space V = C[0,∞) denotes the set of all complex-valued continuous

functions on [0,∞) (on the right at 0) such that v ∈ V tends to a finite limit as v →∞. V

is a Banach space with respect to the norm defined by (2.2). For a given function v ∈ V ,

define Z(t)v on [0,∞) by

[Z(t)v](x) = v(x+ t), (x > 0).

The operator Z(t) is a translation operator as it moves the graph of v, t-units to the left.

The family {Z(t)}t≥0 is a C0-semigroup of bounded linear operators on (C[0,∞), ‖.‖∞).

For details of the proof see [54].
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Definition 3.1.3. A (one parameter) C0-group (or strongly continuous group) of operators

on a Banach space V is a family {Z(t)}t∈R ⊂ B(V ) such that

(i) Z(s)Z(t) = Z(s+ t) for all s, t ∈ R.

(ii) Z(0)=I, the identity operator on V.

(iii) for each fixed v ∈ V , Z(t)v → v(with respect to the norm on V) as t→ 0.

The axioms (i) and (ii) in the above definition shows that we do have a group. Since

Z(0) is the identity element and for any t ∈ R, Z(t)Z(−t) = Z(−t)Z(t) = Z(−t + t) =

Z(t + (−t)) = Z(0) = I. Therefore, {Z(t)}t<0 gives the inverses of the family {Z(t)}t>0.

All the properties and characteristics of C0-Semigroup are also possessed by C0-group.

Example 3.1.4. By analogy with the previous example, let V = C(−∞,∞) be the space

of all continuous linear functions on R such that v(x) tends to a finite limit as x → −∞

and as x→∞. V again becomes a Banach space with the norm (2.2) for x ∈ R. As before

define Z(t) on V by

[Z(t)v](x) = v(x+ t), x, t ∈ R.

The family {Z(t)}t∈R is a C0-group on C[−∞,∞].

3.2 Generator of the C0-semigroup

For a strongly continuous semigroups, the analogue of the constant "a" in Theorem 1.1.1,

will be called the generator of the semigroup. It will be a linear, but generally unbounded,

operator defined only on a dense subspace D(A) of the Banach space V . The solution of

the algebraic functional equation that is continuous, must already be differentiable (even

analytic) and therefore solves (DE).

d

dt
φ(t) = Aφ(t). (3.1)

The strong continuity of a semigroup {Z(t)}t≥0 also imply some differentiability of the orbit

maps

ζv : t→ Z(t)v ∈ V.
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Lemma 3.2.1 (Lemma 1.1, [36]). Let {Z(t)}t≥0 be the strongly continuous semigroup on

a Banach space V . For an element v ∈ V and the orbit map ζv : t → Z(t)v, the following

properties are equivalent.

(a) ζv(.) is differentiable on R+.

(b) ζv(.) is right differentiable at t = 0.

The desired operator A is obtained by the right derivative at t = 0, on the subspace of

V consisting of all those elements v ∈ V for which the orbit maps ζv are differentiable.

Definition 3.2.2. The (infinitesimal) generator of {Z(t)}t≥0 is the densely defined closed

linear operator A : V ⊇ D(A)→ R(A) ⊆ V such that

D(A) = {v : v ∈ V, lim
t→0+

At(v) exists in V }

A(v) = lim
t→0+

At(v), (v ∈ D(A))

where, for t > 0,

At(v) =
[Z(t)v − v]

t
(v ∈ V ).

The domain D(A), which is a linear dense subspace of V , is an essential part of the

definition of the generator A. By the next result we can obtain the operators Z(t) as the

“exponentials etA”.

Theorem 3.2.3 ( [36], p.52). Let {Z(t)}t≥0 be a strongly continuous semigroup on a Banach

space V with generator (A,D(A)). If the generator A is bounded, i.e., there exists M > 0

such that ‖A(v)‖ ≤ M‖v‖ for all v ∈ D(A) with the D(A) be closed in V . The semigroup

is given by

Z(t) = etA :=
∞∑
n=0

tnAn

n!
, t ≥ 0.

Theorem 3.2.4 ( [65],p.4). Let {Z(t)}t≥0 be a strongly continuous semigroup on a Banach

space V . Then there exists constants ω ≥ 0 and M ≥ 1 such that

‖Z(t)‖ ≤Meωt, (t ≥ 0).

That is all we need to know about the generator of the C0-semigroup, for the under-

standing of the remaining theory. For the detail study we refer to [36,54,76].
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3.3 Adjoint Semigroups

The adjoint of a bounded linear operator has already been defined in Definition 2.5. For

a strongly continuous positive semigroup {Z(t)}t≥0 on a Banach space V , by defining

Z∗(t) = (Z(t))∗ for every t, we get a corresponding adjoint semigroup {Z∗(t)}t≥0 on the

dual space V ∗. In [75], it is obtained that, the adjoint semigroup {Z∗(t)}t≥0 fails in general

to be strongly continuous. The investigation [69], shows that {Z∗(t)}t≥0 acts in a strongly

continuous way on;

V
⊙

:= {v∗ ∈ V ∗ : lim
t→0+
‖Z∗(t)v∗ − v∗‖ = 0}.

This is the maximal such subspace on V ∗. The space V
⊙

was introduced by Philips in

1955, and latter has been studied extensively by various authors. The semigroup given by

the restricted operators

Z
⊙

(t) := Z∗(t)|V⊙ , (t ≥ 0)

is called the sun dual semigroup. Even though the adjoint semigroup {Z∗(t)}t≥0 is not

necessarily strongly continuous on V ∗, it is still possible to associate a "generator" to it

(see p.61, [36]). While the generator (A
⊙
, D(A

⊙
)) of the strongly continuous semigroup

{Z
⊙

(t)}t≥0 is the part of (A∗, D(A∗)) in V ∗, i.e.,

A
⊙

(v∗) = A∗(v∗), for v ∈ D(A
⊙

) = {v∗ ∈ D(A∗) : A∗(v∗) ∈ V
⊙
}.

For the study of the subsequent chapters, we do not necessarily require the strong continuity

of the adjoint semigroup {Z∗(t)}t≥0 on V ∗.

3.4 Positive Semigroups on Banach Lattice

Since the theory of positive semigroups on Banach lattices is far more complicated and

advanced in comparison of the theory of C0-semigroups, it is not possible for us to give

the detail introduction here. It is sufficient for us to highlight the existence of the required

positive semigroups and to give few important basic results showing the conditions on
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a generator A of the semigroup {Z(t)}t≥0 which are equivalent to the positivity of the

semigroup. While we refer the reader to [64] for the details, since it contains a very elegant

literature regarding this theory.

Let {Z(t)}t≥0 be the strongly continuous positive semigroup, defined on a Banach lattice

V . The positivity of the semigroup is equivalent to

|Z(t)v| ≤ Z(t)|v|, t ≥ 0, v ∈ V.

Moreover, for positive contraction semigroups {Z(t)}t≥0, defined on a Banach lattice V we

have;

‖(Z(t)f)+‖ ≤ ‖f+‖, for all v ∈ V.

Let V be a real Banach lattice, the canonical half-norm N+ : V → R is given by

N+(v) = ‖v+‖, (v ∈ V ). (3.2)

It is easy to note that N+ is a half-norm. The sub-differential of N+ is given by;

dN+(v) = {v∗ ∈ V ∗+ : ‖v∗‖ ≤ 1, (v, v∗) = ‖v+‖}.

We call an operator A on V dispersive, if it is N+-dissipative i.e. for ever v ∈ D(A) we

have (A(v), v∗) ≤ 0 for some v∗ ∈ dN+(v).

Theorem 3.4.1 (Theorem 1.2, [64]). Let A be a densely defined operator on a real Banach

lattice V . Then the following assertions are equivalent.

(i) A is the generator of a positive contraction semigroup.

(ii) A is dispersive and (λ− A) is surjective for some λ > 0.

Next, we present a very important tool, namely the positive minimum principle. Its

importance is due to the fact, it is the necessary condition for an operator A to generate

a positive semigroup. However in special case (for example if A is bounded) the positive

minimum principle is sufficient for the positivity of the semigroup.

Definition 3.4.2. An operator A on V satisfies the positive minimum principle if for all

v ∈ D(A)+ = D(A) ∩ V+, v∗ ∈ V ∗+

(v, v∗) = 0 implies (A(v), v∗) ≥ 0. (3.3)



Chapter 3 Intro. to Semigroup Theory 27

Proposition 3.4.3 ( [64], p.253). The generator of the strongly continuous positive semi-

group satisfies the positive minimum principle (3.3).

Yet the positive minimum principle is not the sufficient condition in general, the following

case is of interest anyways.

Theorem 3.4.4. [64] Let {Z(t)}t≥0 be the C0-semigroup on a Banach space V and A be

its generator. Assume that

(i) There exists ω ∈ R such that ‖Z(t)‖ ≤ eωt for all t ≥ 0.

(ii) There exists a core D0 ⊆ D(A) of A such that v ∈ D0 implies |v| ∈ D0.

If the restriction of the operator A to D0 satisfies the positive minimum principle, then the

semigroup is positive.

The literature presented in [64], guarantees the existence of the strongly continuous

positive semigroups and positive contraction semigroups on Banach lattice V , with some

conditions imposed on the generator. The Kato’s inequality is important among these but

the very important is, that it must always satisfy (3.3). For the study of the adjoint of

positive semigroups we refer to [75].



Chapter 4

Cauchy Type Means On One-Parameter

C0-Group Of Operators∗

The theory of means and inequalities has been restricted to the space of real functions

for very long. Whereas the Cauchy’s type means have been studied in recent years on real

linear functionals and a significant theory of Cauchy type means has been developed [12–17],

which is both extensive and elegant.

In this chapter, our idea is to generalize this concept for the C0-semigroup of bounded

linear operators which also contains the inverses and hence forming a C0-group. We define

the power means on C0-group and prove some mean value theorems. These theorems lead

us to obtain a new set of means, called Cauchy’s type means.

4.1 Power Means For C0-Semigroups

Previous chapters gave the detailed exposition to all the important definitions and results in

the theory of strongly continuous groups(semigroups) of bounded linear operators defined on

a Banach space X. These are indispensable for an understanding of the proceeding sections.

The strongly continuous one-parameter group (or C0-group) on a Banach space X is defined
∗This chapter is based on the following publication:

1.Gul I Hina Aslam, Matloob Anwar, Cauchy Type Means On One-Parameter C0-Group Of Operators,

Journal of Mathematical Inequalities. VOL 9, No. 2, 631-639. 2015.
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by the Definition 3.1.3. For {Z(t)}t≥0 ⊆ B(X) a C0-semigroup on the Banach space X,

there exists constants M > 0 and ω ≥ 0 such that ‖Z(t)‖ ≤Meωt, for all t ≥ 0. See ( [62],

Theorem 2.14). In case M = 1 and ω = 0, we obtain a C0-semigroup (correspondingly

group) of contractions.

The arithmetic mean on the C0-semigroup of operators is defined as [66],

m(Z, f, t) =
1

t

∫ t

0

Z(τ)fdτ. (4.1)

Means of C0-semigroups of operators have great importance and form the basis of Mean Er-

godic Theory, which has been a center of interest in research for decades (see e.g. [29,35,79]).

In order to define power means on C0-semigroup of operators, things need little more concen-

tration. As the real-powers are involved, {Z(t)}t≥0 should also contain the inverse operators

(to define the powers like r < 0). One can observe that when r is any integer (positive or

negative), the C0-group property implies that Z(t)r = Z(rt). While we can generalize it for

r ∈ R. e.g. take Z(1
2
t)Z(1

2
t) = Z(t) and thus we get Z(t)1/2 = Z(1

2
t). For r ∈ R, the gen-

erator of {Z(rt)}t≥0 is (rA,D(A)). Such semigroups are often called rescaled semigroups.

(See e.g. [64]). For f ∈ X and t > 0, a C0-semigroup(group) {Z(t)}t≥0 generated by an

operator A, has the form Z(t)f = exp[tA]f . For reference see [62]. Hence ln[Z(t)f ] makes

sense.

In correspondence with the usual definition of power integral means, we can define the

power means for C0-group of operators.

Definition 4.1.1. Let X be a Banach space and {Z(t)}t∈R the C0-group of linear operators

on X. For f ∈ X and t ∈ R, the power mean is defined as follows

Mr(Z, f, t) =



{
1
t

∫ t
0
[Z(τ)]rfdτ

}1/r

, r 6= 0

exp[1
t

∫ t
0
ln[Z(τ)]fdτ ], r = 0

(4.2)

�

For t > 0 and r ∈ R+, Z(t)r = Z(−t)−r. Therefore the integral domain is taken to be

non-negative. Moreover for r = 1, Mr(Z, f, t) = m(Z, f, t), the arithmetic mean, for r = 0
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it defines the geometric mean and for r = −1 it defines the harmonic mean on C0-group of

operators (and hence satisfying the property of power-mean). For r > 0, M−r(Z, f, t) gives

the inverse of the mean of inverse of Z(t)r.

A brief introduction of Cauchy’s type means has been given in Section 1.3. The purpose

of our work is to introduce new means of Cauchy’s type based on power means, defined on

C0-group of operators.

4.2 A Set of Main Results

This section includes the sequence of results, which at a long run proves the power mean

on C0-group of linear operators to be of Cauchy type.

Theorem 4.2.1. [62] Let (X, ‖.‖) be a Banach space and let φ : [a, b]→ X be continuous.

Then, for each t ∈ [a, b], the strong Riemann integral
∫ t
a
φ exists in X and

d

dt

[ ∫ t

a

φ
]

=
d

dt

[ ∫ t

a

φ(s)ds
]

= φ(t) (4.3)

Lemma 4.2.2. Let {Z(t)}t≥0 ⊆ B(X) be a C0-semigroup of bounded linear operators on a

Banach space X. For f ∈ X and t > 0,

lim
h→0+

1

h

∫ t+h

t

Z(u)fdu = Z(t)f. (4.4)

Proof. By Theorem 4.2.1 we have

d

dt

∫ t

0

Z(s)fds = Z(t)f. (4.5)

Therefore, if we consider;

d

dt

∫ t

0

Z(s)fds = lim
h→0+

1

h

[ ∫ t+h

0

Z(s)ds−
∫ t

0

Z(s)ds
]

= lim
h→0+

1

h

[ ∫ t+h

0

Z(s)ds+

∫ 0

t

Z(s)ds
]

= lim
h→0+

1

h

[ ∫ t+h

t

Z(s)ds
]
.

By using (4.5), the assertion (4.11) follows directly.
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The lemma above, will help us to prove that the arithmetic mean of a C0-semigroup

defined by (4.1) belongs to the domain of the generator of the semigroup and therefore

belongs to the Banach space X. And so are the power means (4.2).

Lemma 4.2.3. Let {Z(t)}t≥0 ⊆ B(X) be a C0-semigroup of bounded linear operators on a

Banach space X. And let A be the generator of the semigroup. Then, for f ∈ X and t > 0,

m(Z, f, t) =
1

t

∫ t

0

Z(τ)fdτ ∈ D(A) ⊂ X (4.6)

Proof. Let h > 0 and consider

Z(h)− I
h

{∫ t

0

Z(u)fdu
}

=
1

h

∫ t

0

{Z(u+ h)f − Z(u)f}du

=
1

h

∫ t

0

Z(u+ h)fdu− 1

h

∫ t

0

Z(u)fdu

=
1

h

∫ t+h

h

Z(u)fdu− 1

h

∫ t

0

Z(u)fdu

=
1

h

∫ t

h

Z(u)fdu+
1

h

∫ t+h

t

Z(u)fdu− 1

h

∫ t

0

Z(u)fdu

=
1

h

∫ t+h

t

Z(u)fdu− 1

h

∫ t

0

Z(u)fdu− 1

h

∫ h

t

Z(u)fdu

=
1

h

∫ t+h

t

Z(u)fdu− 1

h

∫ h

0

Z(u)fdu.

On letting h→ 0+ and using the Lemma 4.2.1, we get

lim
h→0+

Z(h)− I
h

{∫ t

0

Z(u)fdu
}

= Z(t)f − f = [Z(t)− I]f ∈ D(A).

Hence ∫ t

0

Z(τ)fdτ ∈ D(A).

SinceD(A) is a vector subspace of X, thereforem(Z, f, t) ∈ D(A). AlsoD(A) ⊂ D(A) = X.

Hence the result follows.

Corollary 4.2.4. Let {Z(t)}t≥0 ⊆ B(X) be a C0-semigroup of bounded linear operators on

a Banach space X. For f ∈ X and t > 0,

Mr(Z, f, t) ∈ X

Where Mr(Z, f, t) is defined by (4.2).
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Proof. For {Z(t)}t∈R ⊆ B(X), by group-law we have, for τ, r ∈ R,

[Z(τ)]rf = Z(rτ)f = Z(s)f

Where rτ = s, then Z(s) ∈ {Z(t)}t∈R. By above stated Lemma, we finally get that

Mr(Z, f, t) ∈ X.

Lemma 4.2.5. Let X be a Banach algebra. Let the fractional powers x1/r ∈ X such that

r ∈ Z. Then

‖x1/r‖ ≥ ‖x‖1/r, r ∈ Z+. (4.7)

and

‖x1/r‖ ≤ ‖x‖1/r, r ∈ Z−. (4.8)

Proof. Since by the definition of a Banach algebra we know

‖x1.x2‖ ≤ ‖x1‖‖x2‖, x1, x2 ∈ X,

thats how we can have such relation for any positive power. s.t.

‖xn‖ ≤ ‖x‖n, x ∈ X,n ∈ N.

For r ∈ Z+, we have (x1/r)r = x and hence

‖x‖ = ‖(x1/r)r‖ ≤ ‖x1/r‖r.

This gives the assertion (4.7).

‖x‖1/r ≤ ‖x1/r‖.

Since we know

1 = ‖e‖ = ‖x.x−1‖ ≤ ‖x‖‖x−1‖

and therefore ‖x−1‖ ≥ 1
‖x‖ = ‖x‖−1.

Moreover, for r ∈ Z−, −r ∈ Z+. Consider for x ∈ X and r ∈ Z−;

‖xr‖ = ‖(x−r)−1‖ ≥ ‖x−r‖−1

=
1

‖x−r‖

≥ 1

‖x‖−r
= ‖x‖r.

Therefore the assertion (4.8) follows directly.
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Proposition 4.2.6. For a C0-semigroup of contractions {Z(t)}t≥0 ⊆ B(X), we have

‖Z(t)‖ ≤ 1, for all t ∈ R+. For such C0-groups

(i) For arithmetic mean defined in (4.1)

‖m‖ = Supf∈X
‖m(Z, f, t)‖
‖f‖

≤ 1, for t > 0.

(ii) The power mean Mr(Z, f, t) is defined by (4.2). For r > 0,

‖Mr‖ = Supf∈X
‖Mr(Z, f, t)‖
‖f‖

≥ η, f ∈ X, t > 0,

and for r < 0,

‖Mr‖ = Supf∈X
‖Mr(Z, f, t)‖
‖f‖

≤ η, f ∈ X, t > 0,

where η = ‖f‖−(r+1). Moreover for r = 0,

‖M0‖ = Supf∈X
‖M0(Z, f, t)‖
‖f‖

≤ 1, f ∈ X, t > 0.

(iii) Let {fn}∞n=0 ⊂ X, such that fn → f ∈ X, then for r ≤ 0, Mr(Z, fn, t)→Mr(Z, f, t).

Proof. (i) Consider the mean m(Z, f, t);

‖m(Z, f, t)‖ = ‖1

t

∫ t

0

[Z(t)f ]dt‖

≤ 1

t

∫ t

0

‖Z(t)f‖dt

≤ ‖Z(t)‖‖f‖

≤ ‖f‖.

Therefore

‖m‖ = Supf∈X
‖m(Z, f, t)‖
‖f‖

≤ 1, for t > 0.
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(ii) Consider the power mean Mr(Z, f, t). Using the Lemma 4.2.5 for r > 0,

‖Mr(Z, f, t)‖ =
∥∥∥{1

t

∫ t

0

[Z(τ)]rfdτ
}1/r∥∥∥

≥
∥∥∥{1

t

∫ t

0

[Z(τ)]rfdτ
}∥∥∥1/r

=
∥∥∥{1

t

∫ t

0

[Z(τ)]rfdτ
}∥∥∥r−1

≥ 1∥∥∥{1
t

∫ t
0
[Z(τ)]rfdτ

}∥∥∥r
≥ 1{

1
t

∫ t
0
‖[Z(τ)]rf‖dτ

}r
≥ 1

‖f‖r
= ‖f‖−r.

Therefore

‖Mr‖ = Supf∈X
‖Mr(Z, f, t)‖
‖f‖

≥ ‖f‖
−r

‖f‖
= ‖f‖−(r+1) = η, f ∈ X, t > 0.

Similarly by using the Lemma 4.2.5 for r < 0,

‖Mr(Z, f, t)‖ =
∥∥∥{1

t

∫ t

0

[Z(τ)]rfdτ
}1/r∥∥∥

≤
∥∥∥{1

t

∫ t

0

[Z(τ)]rfdτ
}∥∥∥1/r

=
∥∥∥{1

t

∫ t

0

[Z(τ)]rfdτ
}∥∥∥r−1

≤ 1∥∥∥{1
t

∫ t
0
[Z(τ)]rfdτ

}∥∥∥r
≤ 1{

1
t

∫ t
0
‖[Z(τ)]rf‖dτ

}r
≤ 1

‖f‖r
= ‖f‖−r.

Therefore

‖Mr‖ = Supf∈X
‖Mr(Z, f, t)‖
‖f‖

≤ ‖f‖
−r

‖f‖
= ‖f‖−(r+1) = η, f ∈ X, t > 0.



Chapter 4 Cauchy Type Means On C0-Group 35

Now consider (Mr(Z, f, t)) for r = 0,

‖M0(Z, f, t)‖ =
∥∥∥ exp

[1

t

∫ t

0

ln[Z(τ)]fdτ
]∥∥∥

≤ exp
∥∥∥[1

t

∫ t

0

ln[Z(τ)]fdτ
]∥∥∥

≤ exp
[1

t

∫ t

0

ln ‖[Z(τ)]f‖dτ
]

≤ ‖f‖.

Therefore

‖M0‖ = Supf∈X
‖M0(Z, f, t)‖
‖f‖

≤ ‖f‖
‖f‖

= 1, f ∈ X, t > 0.

(iii) Let {fn}∞n=0 ⊂ X, such that fn → f ∈ X. Then we have

‖Mr(Z, fn, t)−Mr(Z, f, t)‖ ≤ ‖Mr‖‖fn − f‖, r ≤ 0.

By (ii) we have;

‖Mr(Z, fn, t)−Mr(Z, f, t)‖ ≤ η‖fn − f‖, r ≤ 0.

Therefore, ‖Mr(Z, fn, t)−Mr(Z, f, t)‖ → 0 as n→∞.

Thus, Mr(Z, fn, t)→Mr(Z, f, t) as n→∞.

Next, we prove a very interesting mean value theorem. It actually forms the basis of

rest of the theory and can be somehow regarded as the analogue of (Theorem 1, [68]) to

Banach spaces.

Theorem 4.2.7. Let X be a Banach space and {Z(t)}t≥0 ⊂ B(X) be a C0-semigroup of

operators on X. For φ, ψ ∈ C2(X) and some ξ ∈ X
1
t

∫ t
0
φ[Z(τ)]fdτ − φ[1

t

∫ t
0
[Z(τ)]fdτ ]

1
t

∫ t
0
ψ[Z(τ)]fdτ − ψ[1

t

∫ t
0
[Z(τ)]fdτ ]

=
φ′′(ξ)

ψ′′(ξ)
. (4.9)

Proof. For the sake of simplicity throughout the proof, we shall denote m(Z, f, t) by mt.

For ρ ∈ X, define

(Qφ)(ρ) :=
1

t

∫ t

0

φ[ρ[Z(τ)f ] + (1− ρ)mt]dτ − φ(mt)
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similarly, for the operator ψ, we define (Qψ)(ρ). It is observed that,

(Qφ)′(ρ) :=
1

t

∫ t

0

[Z(τ)f −mt]φ
′[ρ[Z(τ)f ] + (1− ρ)mt]dτ

and

(Qφ)′′(ρ) :=
1

t

∫ t

0

[Z(τ)f −mt]
2φ′′[ρ[Z(τ)f ] + (1− ρ)mt]dτ.

Here, (.)′ denotes the Gateaux derivative. Let us define an other operator W (ρ), as follows

W (ρ) = (Qψ)(1)(Qφ)(ρ)− (Qφ)(1)(Qψ)(ρ).

It can be easily seen that

W (0) = W (1) = W ′(0) = 0

where 0,1 are the zero, identity elements of X, respectively.

By applying the Mean Value theorem [49] twice, we may conjecture that there exists an

element η ∈ X such that

W ′′(η) = 0.

Hence

1

t

∫ t

0

[Z(τ)f−mt]
2{(Qψ)(1)φ′′[η[Z(τ)f ]+(1−η)mt]−(Qφ)(1)ψ′′[η[Z(τ)f ]+(1−η)]}mtdτ = 0

(4.10)

A mapping ϕf : [0,∞)→ X defined by

ϕf (t) = Z(t)f, f ∈ X

is continuous on [0,∞). See ( [62],Lemma 2.4). Hence for any fixed η ∈ X, the expression

in the braces in (4.10) is a continuous function of τ , so it vanishes for some value of τ ≥ 0.

Corresponding to that value of τ ≥ 0, we get an element ξ ∈ X, s.t.

ξ = η[Z(τ)f ] + (1− η)mt, f ∈ X.

So that

(Qψ)(1)φ′′(ξ)− (Qφ)(1)ψ′′(ξ) = 0

The assertion (4.9) follows directly.
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Corollary 4.2.8. Let X be a Banach space and {Z(t)}t≥0 ⊂ B(X) be a C0-semigroup of

operators on X. For φ ∈ C2(X) and some ξ ∈ X

1

t

∫ t

0

φ[Z(τ)f ]dτ − φ
[1

t

∫ t

0

[Z(τ)f ]dτ
]

=
φ′′(ξ)

2

{1

t

∫ t

0

[Z(τ)]2fdτ −
[1

t

∫ t

0

[Z(τ)]fdτ
]2}

.

(4.11)

Proof. By setting ψ(f) = f 2 for f ∈ X, in Theorem 4.2.7, we get the assertion (4.11).

Next, let G be the group of invertible bounded linear operators from a Banach space X

to itself. For {Z(t)}t≥0 ⊂ B(X) a C0-semigroup of operators defined on X and H ∈ G, the

quasi-arithmetic mean is defined as

M ′
H(Z, f, t) = H−1

{1

t

∫ t

0

H[Z(τ)f ]dτ
}
, f ∈ X, t ≥ 0. (4.12)

By (Lemma 1.85, [62]) B(X) is closed under composition of operators so the above expres-

sions exists and belongs to X. For the sake of simplicity, the set of all elements of G, whose

second order derivative (in Gateaux’s sense) exits, is denoted by C2G(X).

Theorem 4.2.9. Let X be a Banach space and let H,F,K ∈ C2G(X). Then

H(M ′
H(Z, f, t))−H(M ′

F (Z, f, t))

K(M ′
K(Z, f, t))−K(M ′

F (Z, f, t))
=
H ′′(η)F ′(η)−H ′(η)F ′′(η)

K ′′(η)F ′(η)−K ′(ξ)F ′′(ξ)
. (4.13)

For some ξ ∈ X, provided that the denominator on the left hand side of (4.13) is non-zero.

Proof. By choosing the operators φ and ψ in Theorem 4.2.7, such that

φ = H ◦ F−1, ψ = K ◦ F−1 and Z(τ)f = F [Z(τ)f ]

where H,F,K ∈ C2G(X). We find that there exists ξ ∈ X, such that

H(M ′
H(Z, f, t))−H(M ′

F (Z, f, t))

K(M ′
K(Z, f, t))−K(M ′

F (Z, f, t))
=
H ′′(F−1(ξ))F ′(F−1(ξ))−H ′(F−1(ξ))F ′′(F−1(ξ))

K ′′(F−1(ξ))F ′(F−1(ξ))−K ′(F−1(ξ))F ′′(F−1(ξ))
.

Therefore, by setting F−1(ξ) = η, we find that there exists η ∈ X, such that

H(M ′
H(Z, f, t))−H(M ′

F (Z, f, t))

K(M ′
K(Z, f, t))−K(M ′

F (Z, f, t))
=
H ′′(η)F ′(η)−H ′(η)F ′′(η)

K ′′(η)F ′(η)−K ′(ξ)F ′′(ξ)
,

which completes the proof.
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Remark 4.2.10. For (X, ‖.‖) a Banach space, it follows from Theorem 4.2.9 that

m ≤
∥∥∥H(M ′

H(Z, f, t))−H(M ′
F (Z, f, t))

K(M ′
K(Z, f, t))−K(M ′

F (Z, f, t))

∥∥∥ ≤M,

Where m and M are respectively, the minimum and maximum values of∥∥∥H ′′(η)F ′(η)−H ′(η)F ′′(η)

K ′′(η)F ′(η)−K ′(ξ)F ′′(ξ)

∥∥∥, η ∈ X.
By next very simple, yet important result is to show that the defined power means

Mr(Z, f, t) on C0-group of operators are of Cauchy type.

Corollary 4.2.11. Let r, s, l ∈ R and {Z(t)}t∈R ⊂ B(X) be a C0-semigroup of operators

on a Banach space X. Then

M r
r (Z, f, t)−M r

s (Z, f, t)

M l
l (Z, f, t)−M l

s(Z, f, t)
=
r(r − s)
l(l − s)

ηr−l, η ∈ X. (4.14)

Here Mr(Z, f, t) is defined by (4.2).

Proof. For r, s, l ∈ R and f ∈ X, if we set

H(f) = f r, F (f) = f s, K(f) = f l

in Theorem 4.2.9, the assertion in (4.14) follows directly.

Remark 4.2.12. It follows from Corollary 4.2.11 that∣∣∣r(r − s)
l(l − s)

∣∣∣m ≤ ∥∥∥M r
r (Z, f, t)−M r

s (Z, f, t)

M l
l (Z, f, t)−M l

s(Z, f, t)

∥∥∥ ≤ ∣∣∣r(r − s)
l(l − s)

∣∣∣M.

Here m and M are respectively, the minimum and maximum values of ‖ηr−l‖, η ∈ X.

In the next definition we have defined means of the Cauchy type on C0-group of linear

operators.

Definition 4.2.13. Let r, s, l ∈ R and {Z(t)}t∈R ⊂ B(X) be a C0-semigroup of operators

on a Banach space X. Then

Ml,s
r (Z, f, t) =

( l(l − s)
r(r − s)

M r
r (Z, f, t)−M r

s (Z, f, t)

M l
l (Z, f, t)−M l

s(Z, f, t)

) 1
r−l
, (4.15)

is a mean of the Cauchy type on C0-group of operators. This definition is true for all

r 6= l 6= s 6= 0 and other cases can be taken as limiting cases, as in [17].



Chapter 5

Jessen’s Type Inequality and Its

Applications for Positive C0-Semigroups∗

A significant theory regarding inequalities and exponential convexity for real valued func-

tions, has been developed [6, 12]. The intention to generalize such concepts for the C0-

semigroup of operators, is a motivation from [18].

In the present chapter, our goal is to derive a Jessen’s type inequality and the corresponding

adjoint-inequality, for a C0-semigroup and the adjoint-semigroup, respectively [19]. Then,

to apply the derived Jessen’s type inequality to obtain the expressions called the Hölder’s

type inequality, the Minkowski’s type inequality and Dresher’s type inequality [20].

5.1 Jessen’s Type Inequality

In 1931, Jessen [48] gave the generalization of the Jensen’s inequality for a convex function

and positive linear functionals. See ( [66], p.47). We intent to prove this inequality for a

normalized positive C0-semigroup and convex operator, defined on a Banach lattice.
∗This chapter is based on the following publications:

1. Gul I Hina Aslam, Matloob Anwar, Jessen’s Type Inequality and Exponential Convexity For Operator

Semigroups, Journal of Inequalities and Applications. 353, 2015.

2.Gul I Hina Aslam, Matloob Anwar, Application Of Jessen’s Type Inequality For Positive C0-Semigroup

Of Operators, Journal of Statistical Science and Applications., Vol. 3, No. 7-8, 122-129. 2015.
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Throughout the section, V denotes a unital Banach lattice algebra endowed with an ordering

≤, unless otherwise stated.

Definition 5.1.1. Let U be a nonempty open convex subset of V . An operator F : U → V

is convex if it satisfies

F (βu+ (1− β)v) ≤ βF (u) + (1− β)F (v), (5.1)

whenever u, v ∈ U and 0 ≤ β ≤ 1.

Definition 5.1.2. • A Banach algebra X, with the multiplicative identity element e,

is called the unital Banach algebra.

• The strongly continuous semigroup {Z(t)}t≥0 defined on X, is said to be a normalized

semigroup, whenever it satisfies

Z(t)(e) = e, for all t > 0. (5.2)

The notion of normalized semigroup is inspired from normalized functionals [12]. Let

Dc(V ) denotes the set of all differentiable convex operators φ : V → V . From these further,

we develop a theory for this class of operators along with the normalized semigroups of

positive linear operators defined on a Banach lattice V .

Theorem 5.1.3. Jessen’s Type Inequality [19] Let {Z(t)}t≥0 be the positive C0-semigroup

on V such that it satisfies (5.2). For an operator φ ∈ Dc(V ) and t ≥ 0;

φ(Z(t)f) ≤ Z(t)(φf), f ∈ V. (5.3)

Proof. Since φ : V → V is convex and differentiable, by considering an operator-analogue of

[Theorem A, p.98, [70]], we have for any f0 ∈ V , there is a fixed vector m = m(f0) = φ′(f0)

such that

φ(f) ≥ φ(f0) +m(f − f0), f ∈ V.

Using the property (5.2) along with the linearity and positivity of operators in a semigroup,

we obtain

Z(t)(φ(f)) ≥ φ(f0) +m(Z(t)f − f0), f ∈ V, t ≥ 0.

In this inequality, set f0 = Z(t)f and the assertion (5.3) follows.
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The existence of an identity element and normalization (5.2), are the necessary imposed

conditions for the above theorem. We now prove the said, by following examples.

Example 5.1.4. Let X := C0(R), {Z(t)}t≥0 be the left shift semigroup defined on X and

φ taking the mirroring along y-axis. The identity function does not contain a compact

support and therefore is not in X. If we now take a bell-shaped curve like f(x) := e−x
2 ,

x ∈ R. Then f is positive, φf = f , and Z(t)(φf) = e−(x−t)2 has maximum at x = t, and it

is between 0 and 1 elsewhere. On the other hand, φ(Z(t)f) = e−(x+t) has a maximum at

s = t and it is immediate that we cannot compare the two functions in the usual ordering.

See figure 5.1.

Figure 5.1: The behaviour of the Jessen’s type inequality in Example 5.1.4 for x = 1.

Example 5.1.5. Let Γ := {s ∈ C : |s| = 1}, and X = C(Γ). The rotation semigroup

{Z(t)}t≥0 is defined as,

Z(t)f(s) = f(eit · s), f ∈ X. (5.4)

Let φ be the mirroring along y-axis. The identity element E ∈ X, s.t. for all s ∈ Γ, E(s) = s.

Then Z(t)E(s) = E(eit · s) = eit · s. Or we can say that any complex number s = eix is

mapped to ei(x+t). Z(t) satisfies (5.2), only when t is a multiple of 2π. Let f(s) = R(s)+1 >

0, then (Z(t)f)(eis) = f(ei(t+s)) = cos(t+ s) + 1, hence φ[(Z(t)f)(eis)] = cos(t− s) + 1. On
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the other hand, φ(f) = f , and Z(t)[(φf)(eis)] = (Z(t)f)(eis) = cos(t + s) + 1. Hence, the

equality holds in (5.3) when t is a multiple of 2π, but the two sides are not comparable in

general.

It can be easily seen that Z ′ = {Z(2πt)}∞t=0 is a subgroup of Z = {Z(t)}∞t=0, since

Z(2πt)Z(2πs) = Z(2π(t+ s)). Therefore Z ′ is a normalized semigroup. See figure 5.2.

Figure 5.2: The behaviour of the Jessen’s type inequality in Example 5.1.5 for s = 1.

5.2 Adjoint-Jessen’s Type Inequality

In previous section, a Jessen’s type inequality has been derived, for a normalized positive

C0-semigroup {Z(t)}t≥0. This gives us the motivation towards knowing the behaviour of

this inequality, for its corresponding adjoint semigroup {Z∗(t)}t≥0 defined on V ∗. As the

theory for dual spaces gets more complicated, we do not expect to have the analogous re-

sults.

The detail introduction of the dual spaces, adjoint operators and the pseudo-adjoint oper-

ators is given in the chapter 2, which gives us the sufficient knowledge towards knowing a

part of the dual space V ∗, for which an Adjoint of Jessen’s type inequality makes sense.
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The pseudo-adjoint operator is of course a straightforward generalization of the classic-

adjoint (5.1). In fact, for linear operators L we have L]|Y ∗ = L∗. i.e. the restriction of the

pseudo-adjoint to the dual space is the classical adjoint. See Chapter 2 for details.

For the sake of convenience, we denote the adjoint of the operator F by F ∗, through-

out the present section. Either it’s a classical adjoint or the Pseudo-adjoint (depending

upon the operator F ).

Similarly, the considered dual space of the vector lattice algebra V will be denoted by V ∗,

which can be the intersection of the pseudo-dual and classical dual spaces in case of a

nonlinear convex operator.

Lemma 5.2.1. Let F be the convex operator on a Banach space X, then the adjoint operator

F ∗ on the dual space X∗ is also convex.

Proof. For x ∈ X and 0 ≤ λ ≤ 1

(F ∗(λx∗1 + (1− λ)x∗2), x) = (λx∗1 + (1− λ)x∗2, F (x)),

= λ(x∗1, F (x)) + (1− λ)(x∗2, F (x)),

where x∗1, x∗2 ∈ X∗. By putting x = µx + (1 − µ)x, for 0 ≤ µ ≤ 1 and using the convexity

of the operator F we finally get

F ∗(λx∗1 + (1− λ)x∗2) ≤ λF ∗(x∗1) + (1− λ)F ∗(x∗2).

Hence, F ∗ is convex on X∗.

Theorem 5.2.2. Adjoint-Jessen’s Inequality [19] Let {Z∗(t)}t≥0 be the adjoint semi-

group on V ∗ such that the original semigroup {Z(t)}t≥0, the operator φ and the space V are

same as in Theorem 5.1.3. For a convex operator φ∗ : V ∗ → V ∗ and t ≥ 0

φ∗(Z∗(t)f ∗) ≥ Z∗(t)(φ∗f ∗), f ∗ ∈ V ∗. (5.5)
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Proof. For f ∈ V and t ≥ 0, consider

(φ∗[Z∗(t)f ∗], f) = (Z∗(t)f ∗, φ(f))

= (f ∗, Z(t)(φf))

≥ (f ∗, φ(Z(t)f))

= (φ∗(f ∗), Z(t)f)

= (Z∗(t)[φ∗f ∗], f)

Therefore, the assertion (5.5) is satisfied.

5.3 Exponential Convexity

In this section we define the exponential convexity of an operator. Moreover, few complex

structures, involving the operators from a semigroup, will be proved to be exponentially

convex.

Definition 5.3.1. Let V be a Banach lattice endowed with ordering ≤. An operator

H : I → V is exponentially convex if it is continuous and for all n ∈ N
n∑

i,j=1

ξiξjH(xi + xj)f ≥ 0, f ∈ V, (5.6)

where ξi ∈ R such that xi + xj ∈ I ⊆ R, 1 ≤ i, j ≤ n.

Proposition 5.3.2. Let V be a Banach lattice endowed with ordering ≤. For an operator

H : I → V , the following propositions are equivalent.

(i) H is exponentially convex.

(ii) H is continuous and for all n ∈ N

n∑
i,j=1

ξiξjH
(xi + xj

2

)
f ≥ 0, f ∈ V, (5.7)

where ξi ∈ R and xi ∈ I ⊆ R, 1 ≤ i ≤ n.
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Proof. (i)⇒ (ii)

Take any ξi ∈ R and xi ∈ I, 1 ≤ i ≤ n. Since the interval I ⊆ R is convex, the midpoints,
xi+xj

2
∈ I. Now set yi = xi

2
, for 1 ≤ i ≤ n. Then we have, yi + yj =

xi+xj
2
∈ I, for all

1 ≤ i, j ≤ n. Therefore, for all n ∈ N, we can apply (i) to get,

n∑
i,j=1

ξiξjH(yi + yj)f =
n∑

i,j=1

ξiξjH
(xi + xj

2

)
f ≥ 0, f ∈ V.

(ii)⇒ (i)

Let ξi, xi ∈ R, such that xi + xj ∈ I, for 1 ≤ i, j ≤ n. Define yi = 2xi, so that xi + xj =

yi+yj
2
∈ I. Therefore, for all n ∈ N, we can apply (ii) to get,

n∑
i,j=1

ξiξjH
(yi + yj

2

)
f =

n∑
i,j=1

ξiξjH(xi + xj)f ≥ 0, f ∈ V.

Remark 5.3.3. Let H be an exponentially convex operator. Writing down the fact for

n = 1, in (5.6), we get that H(x)f ≥ 0, for x ∈ I and f ∈ V . For n = 2, we have

ξ2
1H(x1)f + 2ξ1ξ2H

(x1 + x2

2

)
f + ξ2

2H(x2)f ≥ 0.

Hence, for ξ1 = −1 and ξ2 = 1, we have

H
(x1 + x2

2

)
f ≤ H(x1)f +H(x2)f

2
,

i.e. H : I → V , does indeed satisfy the condition of convexity.

�

Let L(V ) denotes the space of all linear transformations from V into itself. For U ⊆ V , let

us assume that F : U → V is continuously differentiable on U . i.e. the mapping F ′ : U →

L(V ), is continuous. Moreover F ′′(f), will be a continuous linear transformation from V

to L(V ). A bilinear transformation B defined on V × V is symmetric if B(f, g) = B(g, f)

for all f, g ∈ V . Such a transformation is positive definite [nonnegative definite], if

for every nonzero f ∈ V , B(f, f) > 0 [B(f, f) ≥ 0]. Then, F ′′(f) is symmetric wherever it

exists. See [ [70], p.69].
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Theorem 5.3.4 ( [70], p.100). Let F be continuously differentiable and suppose that second

derivative exists throughout an open convex set U ⊆ V . Then F is convex on U if and only

if F ′′(f) is nonnegative definite for each f ∈ U . And if F ′′(f) is positive definite on U ,

then F is strictly convex.

�

Definition 5.3.5. [ [72]] Let V be a Banach algebra with unit e. For f ∈ V , we define a

function log(f) from V to V .

log(f) = −
∞∑
n=1

(e− f)n

n
= −(e− f)− (e− f)2

2
− (e− f)3

3
− ...

for ||(e− x)|| ≤ 1.

Lemma 5.3.6. Let V be a unital Banach algebra. For f ∈ V , a family of operators Ft is

defined as

Ft(f) =


f t

t(t−1)
, t 6= 0, 1;

− log f, t = 0;

f log f, t = 1.

(5.8)

Then D2Ft(f) := f t−2. Whenever, f ∈ V+, D2Ft(f) ∈ V+, therefore by Theorem 5.3.4, the

mapping f → Ft(f) is convex.

Theorem 5.3.7. Let {Z(t)}t≥0 be the positive C0-semigroup, defined on a unital Banach

lattice algebra V , such that it satisfies (5.2). Let f ∈ V , such that f r ∈ V , for r ∈

I \ {0, 1} ⊂ R, logf ∈ V if r = 0 and flogf ∈ V , if r = 1. Let us define

Λt := Z(t)(Ft(f))− Ft(Z(t)f) (5.9)

Then

(i) for every n ∈ N and for every pk ∈ I, k = 1, 2, ..., n,

[
Λ pi+pj

2

]n
i,j=1
≥ 0. (5.10)
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(ii) If the mapping f → Λt is continuous on I, then it is exponentially convex on I.

Proof. Consider the operator

G(f) =
n∑

i,j=1

uiujFpij(f)

for f > 0, ui ∈ R and pij ∈ I where pij =
pi+pj

2
. Then

D2G(f) :=
n∑

i,j=1

uiujf
pij−2 =

( 1∑
i=1

uif
pi
2
−1
)2 ≥ 0, f > 0.

So, G(f) is a convex operator. Therefore by applying (5.3) we get

n∑
i,j=1

uiujΛpij ≥ 0,

and the assertion (5.10) follows. Assuming the continuity and using the Proposition 5.3.2,

we have also exponential convexity of the operator f → Λt.

Lemma 5.3.8. Let V be a unital Banach algebra, for f ∈ V , let us define the following

family of operators

Ht(f) =


etf

t2
, t 6= 0;

f2

2
, t = 0.

Then, D2Ht(f) = etf . By Theorem 5.3.4, the mapping f → Ht(f), is convex on V .

Theorem 5.3.9. For Λt := Z(t)(Ht(f)) − Ht(Z(t)f), (i) and (ii) from Theorem 5.3.7,

holds.

Proof. Similar to the proof of Theorem 5.3.7.

5.4 Applications of Jessen’s Type Inequality

Now we present some consequences of the Jessen’s type inequality for normalized positive

C0-semigroup defined on a Banach lattice algebra V [20]. The motivation for this paper is
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from [27], where such results are proved for isotonic linear functionals. These results take

the form of Hölder’s type, Minkowski’s type and Dresher’s type inequalities.

For a strongly continuous semigroup of linear operators {Z(t)}t≥0 defined on a Banach

lattice X and strictly monotonic continuous operator ψ : X → X, we define the generalized

mean:

Mψ(Z, f, t) := ψ−1{Z(t)ψ(f)}, f ∈ X. (5.11)

Theorem 5.4.1 ( [20]). For a normalized semigroup of positive linear operators {Z(t)}t≥0

defined on (UBLA) V and strictly monotonic continuous operators ψ, χ : V → V

Mψ(Z, f, t) ≤Mχ(Z, f, t), f ∈ V, (5.12)

provided either χ is increasing and φ = χ◦ψ−1 is convex or χ is decreasing and φ is concave.

Proof. For f ∈ V , we have ψ(f), χ(f) ∈ V and therefore, φ(ψ(f)) = χ(f) ∈ V . Thus, if φ

is convex, by Jessen’s type inequality (5.3) we have for f ∈ V ;

φ(Z(t)(ψ(f))) ≤ Z(t)(φ(ψ(f)))

= Z(t)(χ(f)).

Hence, if χ is increasing then χ−1 is also increasing and we finally obtain

χ−1[φ(Z(t)(ψ(f)))] ≤ χ−1[Z(t)(χ(f))]

and the assertion (5.12) follows. If φ is concave then −φ is convex and one can obtain the

required inequality similarly.

In correspondence with the usual definition of generalized power means for isotonic

functionals [5], we shall define the generalized power means for semigroup of operators, as

follows.

Definition 5.4.2. Let X be a Banach space and {Z(t)}t∈R the C0-semigroup of linear
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operators on X. For f ∈ X and t ∈ R+, the genralized power mean is defined as;

MGr(Z, f, t) =



(
Z(t)[f r]

)1/r

, r 6= 0

exp[Z(t)[log(f)]], r = 0.

(5.13)

�

As an application of Theorem 5.4.1, we obtain the following theorem as a special case.

Theorem 5.4.3. Let V be a unital Banach lattice algebra and {Z(t)}t∈R the C0-semigroup

of positive linear operators on V . For f ∈ V+ and t ∈ R+, we have;

MGr(Z, f, t) ≤MGs(Z, f, t), −∞ ≤ r ≤ s ≤ ∞. (5.14)

Proof. Consider the following function;

Gr(f) =

f
r, r 6= 0

log(f), r = 0.

(5.15)

By setting;

ψ = Gr, and χ = Gs, −∞ ≤ r ≤ s ≤ ∞.

in Theorem 5.4.1. The assertion (5.14) follows, since

φ(f) = χ ◦ ψ(f) = f s/r, −∞ < 0 6= r ≤ s 6= 0 <∞

is convex by Theorem 5.3.4.

5.4.1 Hölder’s Type Inequality

Furthermore, our aim is to obtain an expression for the Hölder’s type inequality for the

strongly continuous semigroup of positive operators defined on a Banach lattice algebra.

Lemma 5.4.4. Let {Z(t)}t≥0 be the positive C0-semigroup defined on V such that it satisfies

(5.2). For a convex operator φ : V → V and t ≥ 0, we have;

φ
[ [Z(t)[f1h1]]

Z(t)[f1]

]
≤ Z(t)[f1φ[h1]]

Z(t)[f1]
, f1, h1 ∈ V+. (5.16)
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Proof. For f ∈ V+ we have φ[f ] ∈ V . Since V is a lattice algebra, f, k ∈ V+ implies fk ∈ V+,

therefore the set of operators defined by;

Fk(t) :=
Z(t)[fk]

Z(t)[f ]
, f ∈ V+, t ≥ 0,

is a semigroups of positive linear operators satisfying Fk(t)[e] = e. Thus the assertion (5.16)

follows from (5.3).

One can observe that when r is any integer (positive or negative), the C0-semigroup

property implies that Z(t)r = Z(rt). While we can generalize it for r ∈ R+. For example

take Z(1/2t)Z(1/2t) = Z(t) and thus we get Z(t)1/2 = Z(1/2t). For r ∈ R+, the generator

of {Z(rt)}t≥0 is (rA,D(A)). Such semigroups are often called rescaled semigroups. (See

e.g. [64]).

The above argument motivate us next to prove a Hölder’s type inequality for positive C0-

semigroup of operators, assuming the fractional powers of elements in Banach algebra exist.

Theorem 5.4.5 (Hölder’s Type Inequality For C0-semigroups). Let {Z(t)}t≥0 be

the positive C0-semigroup defined on V . If p > 1 and q = p
p−1

so p−1 + q−1 = 1, then if

f, g, h ∈ V+ and fgp, fhq, fgh ∈ V+, we have for t ≥ 0;

Z(t)[fgh] ≤ [Z(t)]1/p[fgp].[Z(t)]1/q[fhq] (5.17)

Proof. Since fhq ∈ V+, we have for t ≥ 0, Z(t)[fhq] ∈ V+. For p > 1, by doing the following

substitution in (5.16);

φ(x) = xp, h1 = gh−q/p, f1 = fhq.

We have; [Z(t)[fhqgh−q/p]

Z(t)[fhq]

]p
≤ Z(t)[fhq[gh−q/p]p]

Z(t)[fhq]

⇒ [Z(t)[fgh]]p

[Z(t)[fhq]]p
≤ [Z(t)[fgp]][Z(t)[fhq]]−1

⇒ Z(t)[fgh] ≤ [[Z(t)][fgp]]1/p[Z(t)[fhq]]
1
p
−1

The assertion (5.17) follows directly.
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5.4.2 Minkowski’s Type Inequality

The theory developed in the previous section, readily leads us to another result, the

Minkowski’s type inequality.

Theorem 5.4.6 (Minkowski’s Type Inequality For C0-semigroups). Let {Z(t)}t≥0 be

the positive C0-semigroup defined on V . If p > 1 and f, g, h ∈ V+ such that hfp, hgp, h(f +

g)p ∈ V+, then;

Z(t)[h(f + g)p] ≤ Z(t)1/p[hfp] + Z(t)1/p[hgp], f ≥ 0. (5.18)

Proof. For f, g, h ∈ V+ and p > 1, we have

h(f + g)p = hf(f + g)p−1 + hg(f + g)p−1

The assertion (5.18) follows by using (5.17).

5.4.3 Dresher’s Type Inequality

In the flow of defining classical-type inequalities for C0-semigroup of operators on a Banach

lattice, we ultimately reach the final result of this chapter called the Dresher’s type inequal-

ity. For this purpose, we firstly introduce two-parameter family of means in the following

way.

Definition 5.4.7. Let {Z(t)}t≥0 be a strongly continuous semigroup defined on a Banach

algebra X. Then the two-parameter family of means Br,s(Z, f, t) for r, s ∈ R is defined by;

Br,s =


[
Z(t)[fr]
Z(t)[fs]

] 1
r−s
, r 6= s

exp
[
Z(t)[frlogf ]
Z(t)[fr]

]
, r = s

(5.19)

Remark 5.4.8. • Hölder’s inequality for a strongly continuous semigroup defined on a

Banach lattice algebra, can also be stated in the following way. Let {Z(t)}t≥0 be the

positive normalized C0-semigroup defined on V . If 0 < λ < 1 and g, h, gλ, h1−λ ∈ V+,

we have for t ≥ 0;

Z(t)[gλh1−λ] ≤ Z(t)[gλ]Z(t)[h1−λ] (5.20)

This result can be obtained by applying Theorem 5.4.5 for f = f
1/λ
1 and g = g

1/1−λ
1 .



Chapter 5 Jessen’s Type Inequality and Its Applications 52

• If f r ∈ V+ for all r ∈ R+, then the assertion (5.20) yields the following expression;

Z(t)[fλr+(1−λ)s] ≤ Z(t)[f r]λZ(t)[gs]1−λ, 0 < λ < 1 (5.21)

• For φ(x) = logZ(t)[fx], the convexity follows from (5.21).

Theorem 5.4.9 (Dresher’s Type Inequality). Let {Z(t)}t≥0 be a positive C0-semigroup

defined on a Banach lattice algebra V . Then for f ∈ V+ and p, q, r, s ∈ R, we have;

Br,s(Z, f, t) ≤ Bp,q(Z, f, t) r ≤ p, s ≤ q and r 6= s, p 6= q. (5.22)

Proof. Let p, q, r, s ∈ R such that r ≤ p, s ≤ q and r 6= s, p 6= q. When applying the known

result for convex functions
φ(r)− φ(s)

r − s
≤ φ(p)− φ(q)

p− q
, (5.23)

to the convex operator φ(x) = logZ(t)[fx], we can obtain (5.22).

We now show that (5.22) holds even if r = s or p = q. To prove this we use the fact that

MGr(Z, f, t) is increasing function of r ∈ R. In particular for f ∈ V+;

(Z(t)[f s−r])
1

s−r ≤ exp[Z(t)logf ] ≤ (Z(t)[f r−s])
1

r−s , s < r. (5.24)

Apply (5.24) to the positive semigroup (see Lemma 5.4.4) Zm(t)g := Z(t)[fmg]
Z(t)[fm]

. By taking

m = s the right-hand inequality (5.24) reduces to

Bs,s(Z, f, t) ≤ Br,s(Z, f, t), s < r.

Similarly, by taking m = r the left-hand inequality of (5.24) reduces to

Br,s(Z, f, t) ≤ Br,r(Z, f, t), s < r.

By these two inequalities we conclude that the inequality (5.22) holds for r = s or p = q.



Chapter 6

Superquadratic Mappings and Cauchy’s

Type Means For Positive

C0-Semigroups∗

The notion of superquadratic functions was introduced in [1]. Some basic properties of this

class of functions were given in the same paper (see also [3]). Since then, it has been of

high interest to develop and generalize the theory of inequalities for superquadratic func-

tions [2, 25,50–52].

In the running chapter, we intent to introduce the concept of superquadratic opera-

tors analogously and to develop the "type" expressions for two of very famous classical

inequalities. Where the major aim is to obtain the new set of Cauchy’s type means.
∗This chapter is based on the following publications:

1. Gul I Hina Aslam, Matloob Anwar, About Jensen’s Inequality and Cauchy’s Type Means for Positive

C0-Semigroups, Journal of Semigroup Theory and Applications. 2015:6 ,2015.

2. Gul I Hina Aslam, Matloob Anwar, About Hermite-Hadamard Inequalities and Cauchy’s Type Means

For Positive C0-Semigroups, (Submitted).
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6.1 Jensen’s Type Inequality and Corresponding Means

The Jensen’s type inequality for superquadratic function on isotonic linear functionals, is

given in [ [26], Theorem 10]. In [5], the corresponding Cauchy type means are defined.

In what follows, we firstly prove the Jensen’s type inequality for semigroup of positive linear

operators defined on a Banach lattice algebra. Result will be followed by some generalized

mean value theorems, bringing in a new set of Cauchy type means.

Definition 6.1.1. Let V be a Banach lattice algebra. A mapping φ : V+ → V is su-

perquadratic, provided that for all v ≥ 0 there exists a constant vector C(v) such that

φ(u)− φ(v)− φ(|u− v|) ≥ C(v)(u− v) (6.1)

for all u ≥ 0. We say that the mapping φ is subquadratic if −φ is superquadratic.

Theorem 6.1.2. Let {Z(t)}t≥0 be a strongly continuous positive semigroup of operators

defined on a Banach lattice algebra V . Then for g ∈ V+ and the continuous superquadratic

mapping φ : V+ → V , we have;

φ
(

[Z(t)g]−1[Z(t)(gf)]
)
≤
Z(t)[gφ(f)]− Z(t)

[
gφ
(∣∣∣f − [Z(t)g]−1[Z(t)(gf)]

∣∣∣)]
[Z(t)g]

, f ∈ V+.

(6.2)

If φ is subquadratic then a reversed inequality in (6.2) holds.

Proof. Since the mapping φ is superquadratic, inequality (6.1) holds for all u, v ≥ 0. As

f, g ≥ 0 and the operator Z(t) is positive for all t ≥ 0, we have [Z(t)g]−1[Z(t)(gf)] ≥ 0.

Setting u = f and v = [Z(t)g]−1[Z(t)(gf)] in (6.1), we obtain;

φ(f) ≥ φ
(

[Z(t)g]−1[Z(t)(gf)]
)

+ C
[
[Z(t)g]−1[Z(t)(gf)]

][
f − [Z(t)g]−1[Z(t)(gf)]

]
+φ
(∣∣∣f − [Z(t)g]−1[Z(t)(gf)]

∣∣∣),
for all t ≥ 0. Multiplying the above inequality by g ∈ V+, we get

gφ(f) ≥ gφ
(

[Z(t)g]−1[Z(t)(gf)]
)

+ C
[
[Z(t)g]−1[Z(t)(gf)]

][
gf − g[Z(t)g]−1[Z(t)(gf)]

]
+gφ

(∣∣∣f − [Z(t)f ]−1[Z(t)(gf)]
∣∣∣).
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By applying the operator Z(t) on both sides, we get for all t ≥ 0;

Z(t)[gφ(f)] ≥ Z(t)[g]φ
(

[Z(t)g]−1[Z(t)(gf)]
)

+C
[
[Z(t)g]−1[Z(t)(gf)]

][
Z(t)(gf)− Z(t)[g][Z(t)g]−1[Z(t)(gf)]

]
+Z(t)

[
gφ
(∣∣∣f − [Z(t)f ]−1[Z(t)(gf)]

∣∣∣)].
The assertion (6.2) follows directly.

Throughout the remaining section, V shall denote the (real) unital Banach lattice algebra

with identity element e, until and unless stated otherwise.

Theorem 6.1.3 ( [21]). Let {Z(t)}t≥0 be a normalized strongly continuous positive semi-

group of operators defined on V ; then for a continuous superquadratic operator φ : V+ → V ,

we have

φ[Z(t)f ] ≤ Z(t)[φ(f)]− Z(t)[φ(|f − Z(t)f |)], f ∈ V+. (6.3)

If the mapping φ is subquadratic, then the inequality above is reversed.

Proof. Since {Z(t)}t≥0 is a normalized semigroup it must satisfy (5.2). By taking g ≡ e in

Theorem 6.1.2, we obtain (6.3).

Definition 6.1.4. Let {Z(t)}t≥0 be a strongly continuous normalized positive semigroup

of operators defined on V ; then for a continuous operator φ : V+ → V , we define an other

operator Λφ : V+ → V ;

Λφ := Z(t)[φ(f)]− φ[Z(t)f ]− Z(t)[φ(|f − Z(t)f |)], f ∈ V+. (6.4)

If φ is continuous superquadratic mapping then, Λφ ≥ 0.

�

Below we give an operator analogue of ( [1], Lemma 3.1).

Lemma 6.1.5. Suppose φ : V+ → V is continuously differentiable and φ(0) ≤ 0. If φ′ is

superadditive or f → φ′(f)
f
, f ∈ V+, is increasing, then φ is superquadratic.

�
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Lemma 6.1.6. Let φ ∈ C2[V+] and u, U ∈ V be such that

u ≤
(φ′(f)

f

)′
=
fφ′′(f)− φ′(f)

f 2
≤ U, ∀f > 0. (6.5)

Consider the operators φ1, φ2 : V+ → V defined as:

φ1(f) =
Uf 3

3
− φ(f), φ2 = φ(f)− uf 3

3

Then the mappings f → φ′1(f)

f
and f → φ′2(f)

f
are increasing. If also φi(0) = 0, i = 1, 2, then

these are superquadratic mappings.

Proof. By using the inequality (6.3), it can be easily seen that the mappings f → φ′1(f)

f
and

f → φ′2(f)

f
are increasing. Moreover, if φi(0) = 0, i = 1, 2, Lemma 6.1.5 implies these to be

superquadratic.

Theorem 6.1.7. Let {Z(t)}t≥0 be a positive normalized C0-semigroup of operators defined

on V and φ′

f
∈ C1(V+) and φ(0) = 0, then the following inequality holds

Λφ =
ξφ′′(ξ)− φ′(ξ)

3ξ2
{Z(t)[f 3]− [Z(t)f ]3 − Z(t)(|f − Z(t)f |3)}, f ∈ V+. (6.6)

Proof. Suppose that u = minf∈V+(φ
′(f)
f

)′ and U = maxf∈V+(φ
′(f)
f

) exists. Taking φ1 instead

of φ in (6.3), we get for f ∈ V+;

Z(t)[φ(f)]− φ[Z(t)f ]−Z(t)[φ(|f −Z(t)f |)] ≤ U

3

{
Z(t)[f 3]− [Z(t)f ]3−Z(t)[|f −Z(t)f |]

}
.

Similarly, by taking φ2 instead of φ in (6.3), we get for f ∈ V+;

Z(t)[φ(f)]− φ[Z(t)f ]−Z(t)[φ(|f −Z(t)f |)] ≥ u

3

{
Z(t)[f 3]− [Z(t)f ]3 −Z(t)[|f −Z(t)f |]

}
.

Since, φ = f 3 is superquadratic and Z(t) ∈ {Z(t)}t≥0 is the positive operator, therefore

Z(t)[f 3]− [Z(t)f ]3 − Z(t)[|f − Z(t)f |] ≥ 0, f ∈ V+.

By combining the above two inequalities and using (6.5), we obtain that, there exists ξ ∈ V+,

such that the assertion (6.6) holds.
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Theorem 6.1.8. Let {Z(t)}t≥0 be a positive normalized C0-semigroup of operators defined

on V and φ′

f
, ψ
′

f
∈ C1(V+) such that, φ(0) = ψ(0) = 0, we have

Λφ

Λψ

=
ξφ′′(ξ)− φ′(ξ)
ξψ′′(ξ)− ψ′(ξ)

= K(ξ), ξ ∈ V+, (6.7)

provided the denominators do not vanish. If K is invertible, we have the following new

mean;

ξ = K−1
(Λφ

Λψ

)
, Λψ 6= 0, (6.8)

Proof. Lets consider a function Ω = c1φ− c2ψ, where

c1 = Λψ, c2 = Λφ.

Then for f ∈ V+;
Ω′

f
= c1

φ′

f
− c2

ψ′

f
∈ C1(V+).

One may calculate that ΛΩ = 0 and using Lemma 6.1.6 with φ = Ω we obtain;

[c1(ξφ′′(ξ)−φ′(ξ))−c2(ξψ′′(ξ)−ψ′(ξ))]
{
Z(t)[f 3]−[Z(t)f ]3−Z(t)[|f−Z(t)f |]

}
= 0, f ∈ V+.

Since φ = f 3 is superquadratic and {Z(t)}t≥0 is semigroup of positive operators, therefore

we may conclude that
c2

c1

=
ξφ′′(ξ)− φ′(ξ)
ξψ′′(ξ)− ψ′(ξ)

=
Λφ

Λψ

, ξ ∈ V+,

providing the denominator do not vanish. This completes the proof.

We shall denote the set of all invertible strictly monotone continuous operators, defined

from V to itself, by GM(V ).

Definition 6.1.9. For a positive normalized C0-semigroup {Z(t)}t≥0, defined on a Banach

lattice V and F ∈ GM(V ), we define the generalized mean:

MF (Z, f, t) := F−1{Z(t)F (f)}, f ∈ X. (6.9)

For the sake of simplicity, the set of all elements of GM , whose second order derivative

(in Gateaux’s sense) exits, shall be denoted by C2GM(V ).
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Theorem 6.1.10. Let {Z(t)}t≥0 be a positive normalized C0-semigroup defined on V and

H,F,K ∈ C2GM(V ). Let for f ∈ V+,H◦F
−1(f)
f

, K◦F
−1(f)
f

∈ C1(V ) with H ◦ F−1(0) = 0 =

K ◦ F−1(0), then for f ∈ V+ and t ≥ 0;

H(MH(Z, f, t))−H(MF (Z, f, t))−H(MH(F−1|F [Z(τ)f ]− FMF (Z, f, t)|, f, t))
K(MH(Z, f, t))−K(MF (Z, f, t))−K(MK(F−1|F [Z(τ)f ]− FMF (Z, f, t)|, f, t))

=
F (η){H ′′(η)F ′(η)−H ′(η)F ′′(η)−H ′(η)[F ′(η)]2}
F (η){K ′′(η)F ′(η)−K ′(η)F ′′(η)−K ′(η)[F ′(η)]2}

, (6.10)

holds for some η ∈ V+, provided the denominator do not vanish.

Proof. By choosing the operators φ and ψ in Theorem 6.1.8, such that

φ = H ◦ F−1, ψ = K ◦ F−1 and Z(t)f = F [Z(t)f ], f ∈ V+,

where H,F,K ∈ C2GM(V ). We find that there exists ξ ∈ V+, such that

H(MH(Z, f, t))−H(MF (Z, f, t))−H(MH(F−1|F [Z(t)f ]− FMF (Z, f, t)|, f, t))
K(MH(Z, f, t))−K(MF (Z, f, t))−K(MK(F−1|F [Z(t)f ]− FMF (Z, f, t)|, f, t))

=
ξ{H ′′(F−1ξ)F ′(F−1ξ)−H ′(F−1ξ)F ′′(F−1ξ)−H ′(F−1ξ)[F ′(F−1ξ)]2}

ξ
{
K ′′(F−1ξ)F ′(F−1ξ)−K ′(F−1ξ)F ′′(F−1ξ)−K ′(F−1ξ)[F ′(F−1ξ)]2

} .
Therefore, by setting F−1(ξ) = η, we find that there exists η ∈ X, such that the assertion

(6.10) follows directly.

The above theorem accredit us to define new means. Set

L(η) =
F (η){H ′′(η)F ′(η)−H ′(η)F ′′(η)−H ′(η)[F ′(η)]2}
F (η){K ′′(η)F ′(η)−K ′(η)F ′′(η)−K ′(η)[F ′(η)]2}

,

and when F ∈ G(V );

η = L−1
( H(MH(Z, f, t))−H(MF (Z, f, t))−H(MH(F−1|F [Z(t)f ]− FMF (Z, f, t)|, f, t))
K(MH(Z, f, t))−K(MF (Z, f, t))−K(MK(F−1|F [Z(t)f ]− FMF (Z, f, t)|, f, t))

)
Remark 6.1.11. For (V, ‖.‖) a Banach lattice algebra, it follows from Theorem 6.1.10 that

m ≤
∥∥∥H(MH(Z, f, t))−H(MF (Z, f, t))−H(MH(F−1|F [Z(t)f ]− FMF (Z, f, t)|, f, t))
K(MH(Z, f, t))−K(MF (Z, f, t))−K(MK(F−1|F [Z(t)f ]− FMF (Z, f, t)|, f, t))

∥∥∥ ≤M,

Where m and M are respectively, the minimum and maximum values of∥∥∥F (η){H ′′(η)F ′(η)−H ′(η)F ′′(η)−H ′(η)[F ′(η)]2}
F (η){K ′′(η)F ′(η)−K ′(η)F ′′(η)−K ′(η)[F ′(η)]2}

∥∥∥, η ∈ V.
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For a Banach algebra V with the unit element e and f ∈ V , the function log(f) from V

to V has been stated in Definition 5.3.5. While in correspondence with the usual definition

of generalized power means for isotonic functionals [5], the generalized power means for

semigroup of operators has been defined by 5.13.

Now, we prove an important result which is going to lead us, to define the Cauchy’s type

means on C0-semigroup of operators.

Corollary 6.1.12. Let all the conditions of Theorem 6.1.10 are satisfied. For r, s, l ∈ R+

such that r 6= l; l 6= 2s, we have

M r
Gr

(Z, f, t)−M r
Gs

(Z, f, t)−M r
Gr

(|[Z(τ)f ]s −M s
Gs

(Z, f, t)| 1s , f, t)
M l

Gl
(Z, f, t)−M l

Gs
(Z, f, t)−M l

Gl
(|[Z(τ)f ]s −M s

Gs
(Z, f, t)| 1s , f, t)

=
r(r − 2s)

l(l − 2s)
ηr−l

(6.11)

The assertion (6.11) holds for some η, provided that the denominators do not vanish.

Proof. For r, s, l ∈ R+ and f ∈ V+, if we set

H(f) = f r, F (f) = f s, K(f) = f l

in Theorem 6.1.10, the assertion in (6.11) follows directly.

Ultimately, we define means of the Cauchy’s type on C0-semigroup of positive linear

operators defined on Banach lattice algebra V .

Definition 6.1.13 ( [21]). Let r, s, l ∈ R+ and {Z(t)}t≥0 ⊂ B(V ) be a normalized C0-

semigroup of positive linear operators on a unital Banach lattice algebra V . Then

Ml,s
Gr

(Z, f, t) =
( l(l − 2s)

r(r − 2s)

M r
Gr

(Z, f, t)−M r
Gs

(Z, f, t)−M r
Gr

(|[Z(τ)f ]s −M s
Gs

(Z, f, t)| 1s , f, t)
M l

Gl
(Z, f, t)−M l

Gs
(Z, f, t)−M l

Gl
(|[Z(τ)f ]s −M s

Gs
(Z, f, t)| 1s , f, t)

) 1
r−l
.

is a mean of the Cauchy’s type. This definition is true for all r 6= l 6= s 6= 0 and other cases

can be taken as limiting cases, as in [17].
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6.2 Hermite-Hadamard Type Inequality and Correspond-

ing Means

The Hermite-Hadamard type inequality for positive linear functionals is proved in [26].

In [4], the corresponding mean value theorems are given, which ultimately lead to define

new means of Cauchy’s type.

In the present section, we prove the Hermite-Hadamard type inequality for semigroup of

positive linear operators defined on a Banach lattice algebra. We also prove some generalized

mean value theorems and define related Cauchy’s type means.

Theorem 6.2.1 ( [22]). Let {Z(t)}t≥0 be a strongly continuous positive semigroup of oper-

ators defined on V ; then for an integrable superquadratic operator φ : V+ → V , we have

φ
[1

t

∫ t

0

[Z(τ)]fdτ
]

+
1

t

∫ t

0

φ
[∣∣∣[Z(τ)]f − 1

t

∫ t

0

[Z(τ)]fdτ
∣∣∣]dτ ≤ 1

t

∫ t

0

φ[Z(τ)]fdτ, f ∈ V+.

(6.12)

Proof. Let φ be a superquadratic mapping, then (6.1) holds for all u, v ∈ V+. Choosing

u = [Z(τ)]f and v = 1
t

∫ t
0
[Z(τ)]fdτ in (6.1) we get

φ[[Z(τ)]f ] ≥ φ
[1

t

∫ t

0

[Z(τ)]fdτ
]

+ C
[1

t

∫ t

0

[Z(τ)]fdτ
][

[Z(τ)]f

−1

t

∫ t

0

[Z(τ)]fdτ
]

+ φ
[∣∣∣[Z(τ)]f − 1

t

∫ t

0

[Z(τ)]fdτ
∣∣∣]

By integrating from 0→ t we obtain;∫ t

0

φ[[Z(τ)]f ]dτ ≥ t.φ
[1

t

∫ t

0

[Z(τ)]fdτ
]

+ C
[1

t

∫ t

0

[Z(τ)]fdτ
][ ∫ t

0

[Z(τ)]fdτ − t
{1

t

∫ t

0

[Z(τ)]fdτ
}]

+

∫ t

0

φ
[∣∣∣[Z(τ)]f − 1

t

∫ t

0

[Z(τ)]fdτ
∣∣∣]dτ,

or ∫ t

0

φ[[Z(τ)]f ]dτ ≥ t.φ
[1

t

∫ t

0

[Z(τ)]fdτ
]

+

∫ t

0

φ
[∣∣∣[Z(τ)]f − 1

t

∫ t

0

[Z(τ)]fdτ
∣∣∣]dτ.

Multiplication by 1/t, finally yields the assertion (6.12).
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Definition 6.2.2. Let {Z(t)}t≥0 be a strongly continuous positive semigroup of operators

defined on V ; then for an integrable operator φ : V+ → V , we define an other operator

Λφ : V+ → V

Λφ :=
1

t

∫ t

0

φ[Z(τ)]fdτ−φ
[1

t

∫ t

0

[Z(τ)]fdτ
]
−1

t

∫ t

0

φ
[∣∣∣[Z(τ)]f−1

t

∫ t

0

[Z(τ)]fdτ
∣∣∣]dτ, f ∈ V+.

(6.13)

If φ is continuous superquadratic mapping then by (6.12), Λφ ≥ 0.

For the sake of simplicity of expressions throughout the article, we denote 1
t

∫ t
0
[Z(τ)]fdτ

by M1(t). Therefore, Λφ can be written as;

Λφ :=
1

t

∫ t

0

φ[Z(τ)]fdτ − φ[M1(t)]− 1

t

∫ t

0

φ
[∣∣∣[Z(τ)]f −M1(t)

∣∣∣]dτ
Theorem 6.2.3. Let {Z(t)}t≥0 be a strongly continuous positive semigroup of operators

defined on V and φ′

f
∈ C1(V+) and φ(0) = 0, then the following inequality holds

Λφ =
ξφ′′(ξ)− φ′(ξ)

3ξ2
{(M3(t))3 − (M1(t))3 − 1

t

∫ t

0

|Z(τ)f −mt|3dτ} (6.14)

Proof. Suppose the conditions in Lemma 6.1.6 holds for all f ∈ V+. Using φ1 instead of φ

in (6.12), we get;

1

t

∫ t

0

φ[Z(τ)]fdτ − φ[M1(t)]− 1

t

∫ t

0

φ
[∣∣∣[Z(τ)]f −M1(t)

∣∣∣]dτ ≤ U

3
{(M3(t))3 − (M1(t))3

−1

t

∫ t

0

|Z(τ)f −mt|3dτ}

Similarly, using φ2 instead of φ in (6.12), we get;

1

t

∫ t

0

φ[Z(τ)]fdτ − φ[M1(t)]− 1

t

∫ t

0

φ
[∣∣∣[Z(τ)]f −M1(t)

∣∣∣]dτ ≥ u

3
{(M3(t))3 − (M1(t))3

−1

t

∫ t

0

|Z(τ)f −mt|3dτ}

By combining the above two inequalities and using intermediate value theorem [49], we have

existence of ξ ∈ V+ such that (6.14) holds.

Theorem 6.2.4. Let {Z(t)}t≥0 be a strongly continuous positive semigroup of operators

defined on V and φ′

f
, ψ
′

f
∈ C1(V+) such that, φ(0) = ψ(0) = 0, we have

Λφ

Λψ

=
ξφ′′(ξ)− φ′(ξ)
ξψ′′(ξ)− ψ′(ξ)

= K(ξ), ξ ∈ V+, (6.15)
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provided the denominators do not vanish. If K is invertible, we have the following new

mean;

ξ = K−1
(Λφ

Λψ

)
, Λψ 6= 0, (6.16)

Proof. Consider a function Ω = c1φ− c2ψ, where

c1 = Λψ, c2 = Λφ.

Then for f ∈ V+;
Ω′

f
= c1

φ′

f
− c2

ψ′

f
∈ C1(V+).

One may calculate that ΛΩ = 0 and using Lemma 6.1.6 with φ = Ω we obtain;

[c1(ξφ′′(ξ)−φ′(ξ))−c2(ξψ′′(ξ)−ψ′(ξ))]
[
(M3(t))3−(M1(t))3−1

t

∫ t

0

|Z(τ)f−mt|3dτ
]

= 0, f ∈ V+.

Since φ = f 3 is superquadratic mapping and {Z(t)}t≥0 is semigroup of positive operators,

therefore we conclude that

c2

c1

=
ξφ′′(ξ)− φ′(ξ)
ξψ′′(ξ)− ψ′(ξ)

=
Λφ

Λψ

, ξ ∈ V+,

providing the denominator do not vanish. This completes the proof.

Next, let G be the set of invertible bounded linear operators from a Banach lattice

algebra V to itself. For {Z(t)}t≥0 ⊂ B(V ) a C0-semigroup of positive operators defined on

V and H ∈ G, the quasi-arithmetic mean is defined as [18];

M◦
H(Z, f, t) = H−1

{1

t

∫ t

0

H[Z(τ)f ]dτ
}
, f ∈ V+, t ≥ 0. (6.17)

By ( [62], Lemma 1.85), B(V ) is closed under composition of operators so the above ex-

pressions exists and belongs to V . For the sake of simplicity, the set of all elements of G,

whose second order derivative (in Gateaux’s sense) exits, is denoted by C2G(V ).

Theorem 6.2.5. Let {Z(t)}t≥0 be a strongly continuous positive semigroup of operators

defined on V and H,F,K ∈ C2G(V ). Let for f ∈ V+,H◦F
−1(f)
f

, K◦F
−1(f)
f

∈ C1(V ) with

H ◦ F−1(0) = 0 = K ◦ F−1(0), then for f ∈ V+

H(M◦
H(Z, f, t))−H(M◦

F (Z, f, t))−H(M◦
H(F−1|F [Z(τ)f ]− FM◦

F (Z, f, t)|, f, t))
K(M◦

H(Z, f, t))−K(M◦
F (Z, f, t))−K(M◦

K(F−1|F [Z(τ)f ]− FM◦
F (Z, f, t)|, f, t))

=
F (η){H ′′(η)F ′(η)−H ′(η)F ′′(η)−H ′(η)[F ′(η)]2}
F (η){K ′′(η)F ′(η)−K ′(η)F ′′(η)−K ′(η)[F ′(η)]2}

, (6.18)

holds for some η ∈ V+, provided the denominator do not vanish.
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Proof. By choosing the operators φ and ψ in Theorem 6.2.4, such that

φ = H ◦ F−1, ψ = K ◦ F−1 and Z(τ)f = F [Z(τ)f ], f ∈ V+,

where H,F,K ∈ C2G(V ). We find that there exists ξ ∈ V+, such that

H(M◦
H(Z, f, t))−H(M◦

F (Z, f, t))−H(M◦
H(F−1|F [Z(τ)f ]− FM◦

F (Z, f, t)|, f, t))
K(M◦

H(Z, f, t))−K(M◦
F (Z, f, t))−K(M◦

K(F−1|F [Z(τ)f ]− FM◦
F (Z, f, t)|, f, t))

=
ξ{H ′′(F−1ξ)F ′(F−1ξ)−H ′(F−1ξ)F ′′(F−1ξ)−H ′(F−1ξ)[F ′(F−1ξ)]2}

ξ
{
K ′′(F−1ξ)F ′(F−1ξ)−K ′(F−1ξ)F ′′(F−1ξ)−K ′(F−1ξ)[F ′(F−1ξ)]2

} ,
Therefore, by setting F−1(ξ) = η, for some η ∈ X, such that the assertion (6.18) follows

directly.

The above theorem suggests us to define new means. Set

L(η) =
F (η){H ′′(η)F ′(η)−H ′(η)F ′′(η)−H ′(η)[F ′(η)]2}
F (η){K ′′(η)F ′(η)−K ′(η)F ′′(η)−K ′(η)[F ′(η)]2}

,

and when F ∈ G(V );

η = L−1
(H(M◦

H(Z, f, t))−H(M◦
F (Z, f, t))−H(M◦

H(F−1|F [Z(τ)f ]− FM◦
F (Z, f, t)|, f, t))

K(M◦
H(Z, f, t))−K(M◦

F (Z, f, t))−K(M◦
K(F−1|F [Z(τ)f ]− FM◦

F (Z, f, t)|, f, t))

)
Remark 6.2.6. For (V, ‖.‖) a Banach lattice algebra, it follows from Theorem 6.2.5 that

m ≤
∥∥∥H(M◦

H(Z, f, t))−H(M◦
F (Z, f, t))−H(M◦

H(F−1|F [Z(τ)f ]− FM◦
F (Z, f, t)|, f, t))

K(M◦
H(Z, f, t))−K(M◦

F (Z, f, t))−K(M◦
K(F−1|F [Z(τ)f ]− FM◦

F (Z, f, t)|, f, t))

∥∥∥ ≤M,

Where m and M are respectively, the minimum and maximum values of∥∥∥F (η){H ′′(η)F ′(η)−H ′(η)F ′′(η)−H ′(η)[F ′(η)]2}
F (η){K ′′(η)F ′(η)−K ′(η)F ′′(η)−K ′(η)[F ′(η)]2}

∥∥∥, η ∈ V.

Now, we prove an important result which lead us to define the Cauchy’s type means on

C0-group of operators.

Corollary 6.2.7. Let all the conditions of Theorem 6.2.5 are satisfied. For r, s, l ∈ R+

such that r 6= l; l 6= 2s, we have

M r
r (Z, f, t)−M r

s (Z, f, t)−M r
r (|[Z(τ)f ]s −M s

s (Z, f, t)| 1s , f, t)
M l

l (Z, f, t)−M l
s(Z, f, t)−M l

l (|[Z(τ)f ]s −M s
s (Z, f, t)| 1s , f, t)

=
r(r − 2s)

l(l − 2s)
ηr−l (6.19)

where Mr(Z, f, t) is defined by (4.2). The assertion (6.19) holds for some η, provided that

the denominators do not vanish.
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Proof. For r, s, l ∈ R+ and f ∈ V+, if we set

H(f) = f r, F (f) = f s, K(f) = f l

in Theorem (6.2.5), the assertion in (6.19) follows directly.

Next, we define means of the Cauchy’s type on C0-semigroup of positive linear operators

defined on Banach lattice algebra V .

Definition 6.2.8 ( [22]). Let r, s, l ∈ R+ and {Z(t)}t≥0 ⊂ B(V ) be a C0-semigroup of

positive operators on a Banach lattice algebra V . Then

Ml,s
r (Z, f, t) =

( l(l − 2s)

r(r − 2s)

M r
r (Z, f, t)−M r

s (Z, f, t)−M r
r (|[Z(τ)f ]s −M s

s (Z, f, t)| 1s , f, t)
M l

l (Z, f, t)−M l
s(Z, f, t)−M l

l (|[Z(τ)f ]s −M s
s (Z, f, t)| 1s , f, t)

) 1
r−l
.

is a mean of the Cauchy’s type on C0-semigroup of positive operators. This definition is

true for all r 6= l 6= s 6= 0 and other cases can be taken as limiting cases, as in [17].



Chapter 7

Conclusion

Due to the vastness of the theory of inequalities and the advancement of the theory of

strongly continuous semigroups of operators, the fusion is exceptionally vital subject of this

span. This thesis is a contribution towards this concept. The main idea of this dissertation

has two dimensions. Firstly, to obtain the expressions for operators from strongly continu-

ous semigroups, which apparently take the form of classical inequalities. So that we name

them as "type" inequalities. Secondly, to acquire the set of means which are inspired from

Cauchy’s means and therefore called the Cauchy type means.

Since the theory of strongly continuous semigroups has many applications in ODEs and a

deterministic system can be expressed in terms of these operators, these expressions might

be very useful while handling the physical problems.

In this dissertation, a new set of power means is defined on a C0-group of continuous

linear operators. A mean value theorem is proved, which builds the basis of the procedure

to obtain the Cauchy-type power means on a C0-group of continuous linear operators.

The Jessen’s type inequality for normalized positive C0-semigroups is obtained in chap-

ter 5. An adjoint of Jessen’s type inequality has also been derived for the corresponding

adjoint-semigroup, which does not give the analogous results but the behavior is still in-

teresting. Moreover, it is followed by some results regarding positive definiteness and ex-

ponential convexity of complex structures involving operators from a semigroup. We also

present few applications of the Jessen’s type inequality for normalized positive C0- semi-
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groups. In the same section, we present few results of this inequality, yielding Hölder’s type

and Minkowski’s type inequalities for corresponding semigroup. Moreover, a Dresher’s type

inequality for two-parameter family of means, is also proved.

The chapter 6 has genuinely been divided into two parts. In the first half, we prove

a Jensen’s type inequality for a normalized semigroup of positive linear operators and a

superquadratic mapping, defined on a Banach lattice algebra. A systematic procedure has

been adopted to prove the corresponding mean value theorems, which lead us to a new set

of means. These means are Cauchy’s type means for the mentioned operators.

In the other half of chapter 6, we follow the same lines and gave a Hermite-Hadamard’s

type inequality for a semigroup of positive linear operators and a superquadratic mapping,

defined on a Banach lattice algebra. The similar procedure has been systematically used to

prove the corresponding mean value theorems, which lead us to a new set of means. These

means are Cauchy’s type means for the mentioned operators.

The constructive nature of our approach suggests that we can extend this theory to

produce more expressions for the operators from a strongly continuous semigroup. By fol-

lowing the similar procedure as in chapter 6, many functional inequalities can be generalized

for the operator semigroups and corresponding means can be obtained. We also suggest

to investigate the solutions of Cauchy abstract problems using the means and inequalities

defined for strongly continuous semigroup on Banach spaces.
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Abstract. A new theory of power means is introduced on a C0 -group of continuous linear op-
erators. A mean value theorem is proved, which builds the basis of the procedure to obtain
Cauchy-type power means on a C0 -group of continuous linear operators.

1. Introduction

A significant theory of Cauchy type means has been developed [2, 3, 4, 5, 6, 7],
which is both extensive and elegant. In this paper we define new means on the C0 -
semigroup of bounded linear operators which also contains the inverses and hence
forming a C0 -group. Later on, these means are shown to be of Cauchy-type.

This section is actually intended to give a brief exposition to few definitions and
results in the theory of uniformly continuous groups(semigroups) of bounded linear
operators defined on a Banach space X , which are indispensable for an understanding
of the next section. Let B(X) denotes the space of bounded linear operators defined on a
Banach space X . A (one parameter) C0 -semigroup (or strongly continuous semigroup)
of operators on a Banach space X is a family {Z(t)}t�0 ⊂ B(X) such that

(i) Z(s)Z(t) = Z(s+ t) for all s,t � 0.

(ii) Z(0) = I , the identity operator on X .

(iii) for each fixed f ∈ X , Z(t) f → f (with respect to the norm on X ) as t → 0+ .

If the above mentioned properties hold for R instead of R
+ , we call {Z(t)}t∈R

a strongly continuous (one parameter) group (or C0 -group) on X , where for f ∈ X ,
Z(t)Z(−t) f = Z(0) f = f . Therefore, {Z(t)}t<0 gives the inverses of {Z(t)}t>0 . All
the properties and characteristics of C0 -Semigroup are also possessed by C0 -group, so
we shall be considering only C0 -semigroups at the moment.
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The (infinitesimal) generator of {Z(t)}t�0 is the closed linear operator A : X ⊇
D(A) → R(A) ⊆ X defined by

D(A) = { f : f ∈ X , lim
t→0+

At f exists in X}

A f = lim
t→0+

At f ( f ∈ D(A))

where, for t > 0,

At f =
[Z(t)− I] f

t
( f ∈ X).

Moreover D(A) is a dense vector subspace of X . For {Z(t)}t�0 ⊆B(X) a C0 -semigroup
on the Banach space X , there exists constants M > 0 and ω � 0 such that ‖Z(t)‖ �
Meωt , for all t � 0. See ([8], Theorem 2.14). In case M = 1 and ω = 0, we obtain a
C0 -semigroup (correspondingly group) of contractions.

The arithmetic mean on the C0 -semigroup of operators is defined as [10],

m(Z, f ,t) =
1
t

∫ t

0
Z(τ) f dτ.

Means of C0 -semigroups of operators have great importance and form the basis of
Mean Ergodic Theory, which has been a center of interest in research for decades. (See
e.g. [16, 9, 14]).

To define power-means on C0 -semigroup of operators, things need little more con-
centration. As the real-powers are involved, {Z(t)}t�0 should also contain the inverse
operators (to define the powers like r < 0). One can observe that when r is any in-
teger (positive or negative), the C0 -group property implies that Z(t)r = Z(rt) . While
we can generalize it for r ∈ R . For example take Z(1/2t)Z(1/2t) = Z(t) and thus we
get Z(t)1/2 = Z(1/2t) . For r ∈ R , the generator of {Z(rt)}t�0 is (rA,D(A)) . Such
semigroups are often called rescaled semigroups. (See e.g. [11, 13]). For f ∈ X and
t > 0, a C0 -semigroup(group) {Z(t)}t�0 generated by an operator A , has the form
Z(t) f = exp[tA] f (see [8]). Hence ln[Z(t) f ] makes sense.

In correspondence with the usual definition of power integral means, we define the
power means for C0 -group of operators.

DEFINITION 1. Let X be a Banach space and {Z(t)}t∈R the C0 -group of linear
operators on X . For f ∈ X and t ∈ R , the power mean is defined as follows

Mr(Z, f ,t) =

⎧⎪⎨
⎪⎩
{

1
t

∫ t
0 [Z(τ)]r f dτ

}1/r
, r �= 0

exp[ 1
t

∫ t
0 ln[Z(τ)] f dτ], r = 0.

(1)

For t > 0 and r ∈R
+ , Z(t)r = Z(−t)−r . Therefore the integral domain is taken to

be non-negative. Moreover for r = 1, Mr(Z, f ,t) = m(Z, f ,t) , the arithmetic mean, for
r = 0 it defines the geometric mean and for r = −1 it defines the harmonic mean on
C0 -group of operators (and hence satisfying the property of power-mean). For r > 0,
M−r(Z, f , t) gives the inverse of the mean of inverse of Z(t)r .
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For real and continuous functions ϕ ,χ on a closed interval K := [k1,k2] , such
that ϕ ,χ are differentiable in the interior of I and χ ′ �= 0, throughout the interior of
I . A very well know Cauchy mean value theorem guarantees the existence of a number
ζ ∈ (k1,k2) , such that

ϕ ′(ζ )
χ ′(ζ )

=
ϕ(k1)−ϕ(k2)
χ(k1)− χ(k2)

.

Now, if the function ϕ ′
χ ′ is invertible, then the number ζ is unique and

ζ :=
(ϕ ′

χ ′
)−1(ϕ(k1)−ϕ(k2)

χ(k1)− χ(k2)

)
.

The number ζ is called Cauchy’s mean value of numbers k1,k2 . It is possible to define
such a mean for several variables, in terms of divided difference. Which is given by

ζ :=
(ϕn−1

χn−1

)−1( [k1,k2, ...,kn]ϕ
[k1,k2, ...,kn]χ

)
.

This mean value was first defined and examined by Leach and Sholander [12]. The
integral representation of Cauchy mean is given by

ζ :=
(ϕn−1

χn−1

)−1(∫En−1
ϕn−1(k.u)du∫

En−1
χn−1(k.u)du

)′
,

where En−1 := {(u1,u2, ...,un) : ui � 0, 1 � i � n , ∑n−1
i=1 ui � 1} , is (n-1) dimensional

simplex, u = (u1,u2, ...,un) , un = 1−∑n−1
i=1 ui , du = du1du2...dun and k.u = ∑n

i=1 uiki .
A mean which can be expressed in the similar form as of Cauchy mean, is called

Cauchy type mean. The purpose of our work is to introduce new means of Cauchy type
defined on C0 -group of operators.

2. Main results

The present section includes a chain of results. Two mean value theorems are
proved. As applications of these mean value theorems we have defined new means for
C0 -group of linear operators.

LEMMA 1. Let {Z(t)}t�0 ⊆ B(X) be a C0 -semigroup of bounded linear opera-
tors on a Banach space X . For f ∈ X and t > 0 ,

m(Z, f ,t) =
1
t

∫ t

0
Z(τ) f dτ ∈ X . (2)
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Proof. Let h > 0 and consider

Z(h)− I
h

{∫ t

0
Z(u) f du

}
=

1
h

∫ t

0
{Z(u+h) f −Z(u) f}du

=
1
h

∫ t

0
Z(u+h) f du− 1

h

∫ t

0
Z(u) f du

=
1
h

∫ t+h

h
Z(u) f du− 1

h

∫ t

0
Z(u) f du

=
1
h

∫ t

h
Z(u) f du+

1
h

∫ t+h

t
Z(u) f du− 1

h

∫ t

0
Z(u) f du

=
1
h

∫ t+h

t
Z(u) f du− 1

h

∫ t

0
Z(u) f du− 1

h

∫ h

t
Z(u) f du

=
1
h

∫ t+h

t
Z(u) f du− 1

h

∫ t

0
Z(u) f du

on letting h → 0+ and using the fundamental theorem of calculus

lim
h→0+

Z(h)− I
h

{∫ t

0
Z(u) f du

}
= Z(t) f − f = [Z(t)− I] f ∈ D(A)

hence ∫ t

0
Z(τ) f dτ ∈ D(A)

and since D(A) is a vector subspace of X , therefore m(Z, f ,t) ∈ D(A) . Also D(A) ⊂
D(A) = X . Hence the result follows. �

COROLLARY 1. Let {Z(t)}t�0 ⊆ B(X) be a C0 -semigroup of bounded linear op-
erators on a Banach space X . For f ∈ X and t > 0 ,

Mr(Z, f ,t) ∈ X ,

where Mr(Z, f , t) is defined by (1).

Proof. For {Z(t)}t∈R ⊆ B(X) , by group-law we have, for τ,r ∈ R ,

[Z(τ)]r f = Z(rτ) f = Z(s) f

where rτ = s , then Z(s) ∈ {Z(t)}t∈R . By Lemma 1, we finally get that Mr(Z, f ,t) ∈
X . �

REMARK 1. For a C0 -semigroup of contractions {Z(t)}t�0 ⊆ B(X) , we have
‖Z(t)‖ � 1, for all t ∈ R . For such C0 -groups

• The mean m(Z, f ,t) , satisfies

‖m‖ = Sup f∈X
‖m(Z, f ,t)‖

‖ f‖ � 1, for t > 0.
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• The power mean Mr(Z, f ,t) is defined by (1.1). For r > 0,

‖Mr‖ = Sup f∈X
‖Mr(Z, f ,t)‖

‖ f‖ � η , f ∈ X , t > 0,

and for r < 0,

‖Mr‖ = Sup f∈X
‖Mr(Z, f ,t)‖

‖ f‖ � η , f ∈ X , t > 0,

where η = ‖ f‖−(r+1). Moreover for r = 0,

‖M0‖ = Sup f∈X
‖M0(Z, f ,t)‖

‖ f‖ � 1, f ∈ X , t > 0.

• Let { fn}∞
n=0 ⊂ X , such that fn → f ∈ X , and ‖Z(t)‖ � 1 for t ∈ R ,

‖Mr(Z, fn,t)−Mr(Z, f ,t)‖ � ‖Mr‖‖ fn− f‖, r � 0.

Therefore, for r � 0, Mr(Z, fn,t) → Mr(Z, f ,t) .

Next, we shall prove a mean value theorem which actually forms the basis of rest
of the theory and somehow, can be regarded as the analogue of ([15],Theorem 1) to
Banach spaces.

THEOREM 1. Let X be a Banach space and {Z(t)}t�0 ⊂B(X) be a C0 -semigroup
of operators on X . For φ ,ψ ∈C2(X) there exists some ξ ∈ X such that

1
t

∫ t
0 φ [Z(τ)] f dτ −φ [ 1

t

∫ t
0 [Z(τ)] f dτ]

1
t

∫ t
0 ψ [Z(τ)] f dτ −ψ [ 1

t

∫ t
0 [Z(τ)] f dτ]

=
φ ′′(ξ )
ψ ′′(ξ )

. (3)

Proof. For the sake of simplicity throughout the proof, we shall denote m(Z, f ,t)
by mt . For ρ ∈ X , define

(Qφ)(ρ) :=
1
t

∫ t

0
φ [ρ [Z(τ) f ]+ (1−ρ)mt]dτ −φ(mt)

similarly, for the operator ψ , we define (Qψ)(ρ) . It is observed that,

(Qφ)′(ρ) :=
1
t

∫ t

0
[Z(τ) f −mt ]φ ′[ρ [Z(τ) f ]+ (1−ρ)mt]dτ

and

(Qφ)′′(ρ) :=
1
t

∫ t

0
[Z(τ) f −mt ]2φ ′′[ρ [Z(τ) f ]+ (1−ρ)mt]dτ.

Here, (.)′ denotes the Gateaux derivative. Let us define an other operator W (ρ) , as
follows

W (ρ) = (Qψ)(1)(Qφ)(ρ)− (Qφ)(1)(Qψ)(ρ).
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It can be easily seen that
W (0) = W (1) = W ′(0) = 0

where 0, 1 are the zero, identity elements of X , respectively.
After two applications of Mean Value theorem [1], we conclude that there exists

an element η ∈ X such that
W ′′(η) = 0.

Hence

1
t

∫ t

0
[Z(τ) f −mt ]2{(Qψ)(1)φ ′′[η [Z(τ) f ]+ (1−η)mt ] (4)

−(Qφ)(1)ψ ′′[η [Z(τ) f ]+ (1−η)]}mtdτ = 0

A mapping ϕ f : [0,∞) → X defined by

ϕ f (t) = Z(t) f , f ∈ X

is continuous on [0,∞) . See ([8], Lemma 2.4). Hence for any fixed η ∈ X , the expres-
sion in the braces in (4) is a continuous function of τ , so it vanishes for some value of
τ � 0. Corresponding to that value of τ � 0, we get an element ξ ∈ X , such that

ξ = η [Z(τ) f ]+ (1−η)mt, f ∈ X .

So that
(Qψ)(1)φ ′′(ξ )− (Qφ)(1)ψ ′′(ξ ) = 0.

The assertion (3) follows directly. �

COROLLARY 2. Let X be a Banach space and {Z(t)}t�0 ⊆ B(X) be a C0 -semi-

group of operators on X . For φ ,ψ ∈ C2(X) such that φ ′′
ψ ′′ is invertible. Then there

exists a unique ξ ∈ X which is the mean of the Cauchy type that is

ξ =
( φ ′′

ψ ′′
)−1

(
1
t

∫ t
0 φ [Z(τ)] f dτ −φ [ 1

t

∫ t
0 [Z(τ)] f dτ]

1
t

∫ t
0 ψ [Z(τ)] f dτ −ψ [ 1

t

∫ t
0 [Z(τ)] f dτ]

)
. (5)

COROLLARY 3. Let X be a Banach space and {Z(t)}t�0 ⊂ B(X) be a C0 -semi-
group of operators on X . For φ ∈C2(X) and some ξ ∈ X

1
t

∫ t

0
φ [Z(τ) f ]dτ−φ

[1
t

∫ t

0
[Z(τ) f ]dτ

]
=

φ ′′(ξ )
2

{1
t

∫ t

0
[Z(τ)]2 f dτ−

[1
t

∫ t

0
[Z(τ)] f dτ

]2}
.

(6)

Proof. By setting ψ( f ) = f 2 for f ∈ X , in Theorem 1, we get the assertion
(6). �
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Next, let G be the group of invertible bounded linear operators from a Banach
space X to itself. For {Z(t)}t�0 ⊂ B(X) a C0 -semigroup of operators defined on X
and H ∈ G , the quasi-arithmetic mean is defined as

M◦
H(Z, f ,t) = H−1

{1
t

∫ t

0
H[Z(τ) f ]dτ

}
, f ∈ X ,t � 0. (7)

By ([8], Lemma 1.85), B(X) is closed under composition of operators so the above
expressions exists and belongs to X . For the sake of simplicity, the set of all elements
of G , whose second order derivative (in Gateaux’s sense) exits, is denoted by C2G(X) .

THEOREM 2. Let X be a Banach space and let H,F,K ∈C2G(X) . Then

H(M◦
H(Z, f ,t))−H(M◦

F(Z, f ,t))
K(M◦

K(Z, f ,t))−K(M◦
F(Z, f ,t))

=
H ′′(η)F ′(η)−H ′(η)F ′′(η)
K′′(η)F ′(η)−K′(ξ )F ′′(ξ )

. (8)

For some ξ ∈ X , provided that the denominator on the left hand side of (8) is non-zero.

Proof. By choosing the operators φ and ψ in Theorem 1, such that

φ = H ◦F−1, ψ = K ◦F−1 and Z(τ) f = F [Z(τ) f ]

where H,F,K ∈C2G(X) . We find that there exists ξ ∈ X , such that

H(M◦
H(Z, f , t))−H(M◦

F(Z, f ,t))
K(M◦

K(Z, f , t))−K(M◦
F(Z, f ,t))

=
H ′′(F−1(ξ ))F ′(F−1(ξ ))−H ′(F−1(ξ ))F ′′(F−1(ξ ))
K′′(F−1(ξ ))F ′(F−1(ξ ))−K′(F−1(ξ ))F ′′(F−1(ξ ))

.

Therefore, by setting F−1(ξ ) = η , we find that there exists η ∈ X , such that

H(M◦
H(Z, f ,t))−H(M◦

F(Z, f ,t))
K(M◦

K(Z, f ,t))−K(M◦
F(Z, f ,t))

=
H ′′(η)F ′(η)−H ′(η)F ′′(η)
K′′(η)F ′(η)−K′(ξ )F ′′(ξ )

,

which completes the proof. �

REMARK 2. For (X ,‖.‖) a Banach space, it follows from Theorem 2 that

m �
∥∥∥H(M◦

H(Z, f ,t))−H(M◦
F (Z, f ,t))

K(M◦
K(Z, f ,t))−K(M◦

F (Z, f ,t))

∥∥∥� M,

Where m and M are respectively, the minimum and maximum values of

∥∥∥H ′′(η)F ′(η)−H ′(η)F ′′(η)
K′′(η)F ′(η)−K′(ξ )F ′′(ξ )

∥∥∥, η ∈ X .

Next, we prove an important result which lead us to define the Cauchy type means
on C0 -group of operators.
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COROLLARY 4. Let r,s, l ∈ R and {Z(t)}t∈R ⊂ B(X) be a C0 -semigroup of op-
erators on a Banach space X . Then

Mr
r (Z, f ,t)−Mr

s (Z, f ,t)
Ml

l (Z, f ,t)−Ml
s(Z, f ,t)

=
r(r− s)
l(l− s)

ηr−l, η ∈ X . (9)

Where Mr(Z, f , t) is defined by (1).

Proof. For r,s, l ∈ R and f ∈ X , if we set

H( f ) = f r, F( f ) = f s, K( f ) = f l

in Theorem 2, the assertion in (9) follows directly. �

REMARK 3. It follows from Corollary (4) that

∣∣∣ r(r− s)
l(l− s)

∣∣∣m �
∥∥∥Mr

r (Z, f ,t)−Mr
s (Z, f ,t)

Ml
l (Z, f ,t)−Ml

s(Z, f ,t)

∥∥∥�
∣∣∣ r(r− s)
l(l− s)

∣∣∣M.

Where m and M are respectively, the minimum and maximum values of ‖ηr−l‖ , η ∈X .

In the next definition we have defined means of the Cauchy type on C0 -group of
linear operators.

DEFINITION 2. Let r,s, l ∈ R and {Z(t)}t∈R ⊂ B(X) be a C0 -semigroup of op-
erators on a Banach space X . Then

Ml,s
r (Z, f ,t) =

( l(l− s)
r(r− s)

Mr
r (Z, f ,t)−Mr

s (Z, f ,t)
Ml

l (Z, f ,t)−Ml
s(Z, f , t)

) 1
r−l

. (10)

is a mean of the Cauchy type on C0 -group of operators. This definition is true for all
r �= l �= s �= 0 and other cases can be taken as limiting cases, as in [6].

3. Conclusion

Firstly, we have proved two mean value theorems. A systematic procedure has
been used to define means on C0 -group of linear operators. These means are Cauchy
type means on C0 -group of linear operators. Moreover, it can be easily proved that
these means are monotonic.

Acknowledgement. Authors are grateful to the referee for his valuable comments
and suggestions.



CAUCHY TYPE MEANS ON ONE-PARAMETER C0 -GROUP OF OPERATORS 639

RE F ER EN C ES

[1] L. ALI KHAN, Mean value theorem in topological vector spaces, C. R. Math. Rep. Acad. Sci. Canada,
19, 1 (1997), 24–27.
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Abstract
In this paper a Jessen’s type inequality for normalized positive C0-semigroups is
obtained. An adjoint of Jessen’s type inequality has also been derived for the
corresponding adjoint semigroup, which does not give the analogous results but the
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1 Introduction and preliminaries
A significant theory regarding inequalities and exponential convexity for real-valued func-
tions has been developed [, ]. The intention to generalize such concepts for the C-
semigroup of operators is motivated from [].

In the present article, we shall derive a Jessen type inequality and the corresponding
adjoint inequality, for some C-semigroup and the adjoint semigroup, respectively.

The notion of Banach lattice was introduced to get a common abstract setting, within
which one could talk about the ordering of elements. Therefore, the phenomena related to
positivity can be generalized. It had mostly been studied in various types of spaces of real-
valued functions, e.g. the space C(K) of continuous functions over a compact topological
space K , the Lebesque space L(μ) or even more generally the space Lp(μ) constructed
over measure space (X,�,μ) for  ≤ p ≤ ∞. We shall use without further explanation the
terms: order relation (ordering), ordered set, supremum, infimum.

First, we shall go through the definition of a vector lattice.

Definition  [] Any (real) vector space V with an ordering satisfying:

O: f ≤ g implies f + h ≤ g + h for all f , g, h ∈ V ,
O: f ≥  implies λf ≥  for all f ∈ V and λ ≥ ,

is called an ordered vector space.

The axiom O, expresses the translation invariance and therefore implies that the or-
dering of an ordered vector space V is completely determined by the positive part
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V+ = {f ∈ V : f ≥ } of V . In other words, f ≤ g if and only if g – f ∈ V+. Moreover, the
other property, O, reveals that the positive part of V is a convex set and a cone with
vertex  (mostly called the positive cone of V ).

- An ordered vector space V is called a vector lattice, if any two elements f , g ∈ V have a
supremum, which is denoted by sup(f , g) and an infimum denoted by inf(f , g).

It is trivially understood that the existence of supremum of any two elements in an
ordered vector space implies the existence of supremum of finite number of elements
in V . Furthermore, f ≥ g implies –f ≤ –g , so the existence of finite infima is therefore
implied.

- Some important quantities are defined as follows:

sup(f , –f ) = |f | (absolute value of f ),

sup(f , ) = f + (positive part of f ),

sup(–f , ) = f – (negative part of f ).

- Some compatibility axiom is required between norm and order. This is given in the
following short way:

|f | ≤ |g| implies ‖f ‖ ≤ ‖g‖. ()

The norm defined on a vector lattice is called a lattice norm.
Now, we are in a position to define a Banach lattice in a formal way.

Definition  A Banach lattice is a Banach space V endowed with an ordering ≤, such
that (V ,≤) is a vector lattice with a lattice norm defined on it.

A Banach lattice transforms to Banach lattice algebra, provided u, v ∈ V+ implies
uv ∈ V+.

A linear mapping ψ from an ordered Banach space V into itself is positive (denoted
ψ ≥ ) if ψ f ∈ V+, for all f ∈ V+. The set of all positive linear mappings forms a convex cone
in the space L(V ) of all linear mappings from V into itself, defining the natural ordering
of L(V ). The absolute value of ψ , if it exists, is given by

|ψ |(f ) = sup
{
ψh : |h| ≤ f

}
(f ∈ V+).

Thus ψ : V → V is positive if and only if |ψ f | ≤ ψ |f | holds for any f ∈ V .

Lemma  ([], p.) A bounded linear operator ψ on a Banach lattice V is a positive
contraction if and only if ‖(ψ f )+‖ ≤ ‖f +‖ for all f ∈ V .

An operator A on V satisfies the positive minimum principle if for all f ∈ D(A)+ = D(A)∩
V+, φ ∈ V ′

+

〈f ,φ〉 =  implies 〈Af ,φ〉 ≥ . ()

Definition  A (one parameter) C-semigroup (or strongly continuous semigroup) of op-
erators on a Banach space V is a family {Z(t)}t≥ ⊂ B(V ) such that:
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(i) Z(s)Z(t) = Z(s + t) for all s, t ∈R
+.

(ii) Z() = I , the identity operator on V .
(iii) For each fixed f ∈ V , Z(t)f → f (with respect to the norm on V ) as t → +.

Here B(V ) denotes the space of all bounded linear operators defined on a Banach
space V .

Definition  The (infinitesimal) generator of {Z(t)}t≥ is the densely defined closed linear
operator A : V ⊇ D(A) → R(A) ⊆ V such that

D(A) =
{

f : f ∈ V , lim
t→+

Atf exists in V
}

,

Af = lim
t→+

Atf
(
f ∈ D(A)

)
,

where, for t > ,

Atf =
[Z(t) – I]f

t
(f ∈ V ).

Let {Z(t)}t≥ be the strongly continuous positive semigroup, defined on a Banach lat-
tice V . The positivity of the semigroup is equivalent to

∣∣Z(t)f
∣∣ ≤ Z(t)|f |, t ≥ , f ∈ V .

Here, for positive contraction semigroups {Z(t)}t≥, defined on a Banach lattice V , we have

∥∥(
Z(t)f

)+∥∥ ≤ ∥∥f +∥∥, for all f ∈ V .

Reference [] guarantees the existence of the strongly continuous positive semigroups and
positive contraction semigroups on a Banach lattice V , with some conditions imposed on
the generator. A very important among them is that it must always satisfy ().

A Banach algebra X, with the multiplicative identity element e, is called the unital Ba-
nach algebra. We shall call the strongly continuous semigroup {Z(t)}t≥ defined on X a
normalized semigroup whenever it satisfies

Z(t)(e) = e, for all t > . ()

The notion of normalized semigroup is inspired by normalized functionals []. The theory
presented in the next section is defined on such semigroups of positive linear operators
defined on a Banach lattice V .

2 Jessen’s type inequality
In , Jessen [] gave the generalization of the Jensen’s inequality for a convex function
and positive linear functionals. See [], p.. We shall prove this inequality for a normal-
ized positive C-semigroup and a convex operator defined on a Banach lattice.

Throughout the present section, V will always denote a unital Banach lattice algebra,
endowed with an ordering ≤.
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Definition  Let U be a nonempty open convex subset of V . An operator F : U → V is
convex if it satisfies

F
(
tu + ( – t)v

) ≤ tF(u) + ( – t)F(v), ()

whenever u, v ∈ U and  ≤ t ≤ .

Let Dc(V ) denotes the set of all differentiable convex functions φ : V → V .

Theorem  (Jessen’s type inequality) Let {Z(t)}t≥ be the positive C-semigroup on V such
that it satisfies (). For an operator φ ∈Dc(V ) and t ≥ ,

φ
(
Z(t)f

) ≤ Z(t)(φf ), f ∈ V . ()

Proof Since φ : V → V is convex and differentiable, by considering an operator analog of
(Theorem A, p., []), we see, for any f ∈ V , that there is a fixed vector m = m(f) = φ′(f)
such that

φ(f ) ≥ φ(f) + m(f – f), f ∈ V .

Using the property () along with the linearity and positivity of operators in a semigroup,
we obtain

Z(t)
(
φ(f )

) ≥ φ(f) + m
(
Z(t)f – f

)
, f ∈ V , t ≥ .

In this inequality, set f = Z(t)f and the assertion () follows. �

The existence of an identity element and condition (), imposed in the hypothesis of the
above theorem, is necessary. We shall elaborate all this by the following examples.

Example  Let X := C(R), {Z(t)}t≥ be the left shift semigroup defined on X and φ taking
the mirroring along y-axis. The identity function does not contain a compact support and
therefore is not in X. We now take a bell-shaped curve like f (x) := e–x , x ∈ R. Then f is
positive, φf = f , and Z(t)(φf ) has maximum at x = –t, and it is between  and  elsewhere.
On the other hand, φ(Z(t)f ) has a maximum at s = t and it is immediate that we cannot
compare the two functions in the usual ordering. See Figure (a).

Example  Let � := {z ∈ C : |z| = }, and X = C(�). The rotation semigroup {Z(t)}t≥ is
defined as T(t)f (z) = f (eit · z), f ∈ X. The identity element E ∈ X, s.t. for all z ∈ �, E(z) = z.
Then Z(t)E(z) = E(eit · z) = eit · z. Or we can say that any complex number z = eix is mapped
to ei(x+t). Z(t) satisfies (), only when t is a multiple of π . Let f (z) = R(z) +  > , then
(Z(t)f )(eiz) = f (ei(t+z)) = cos(t + z) + , hence φ(Z(t)f )(eiz) = cos(t – z) + . On the other
hand, φ(f ) = f , and Z(t)(φf )(eiz) = (Z(t)f )(eiz) = cos(t + z) + . Hence, equality holds in ()
when t is a multiple of π , but the two sides are not comparable in general. It can easily be
verified that Z′ = {Z(π t)}∞t= is a subgroup of Z = {Z(t)}∞t=, as Z(π t)Z(πs) = Z(π (t +s)).
Therefore Z′ is a normalized semigroup. See Figure (b).
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(a) (b)

Figure 1 Visualization of the behavior of Jessen’s inequality for examples 1 & 2.

3 Adjoint Jessen’s type inequality
In the previous section, a Jessen type inequality has been derived for a normalized posi-
tive C-semigroup {Z(t)}t≥. This gives us the motivation toward finding the behavior of
its corresponding adjoint semigroup {Z∗(t)}t≥ on V ∗. As the theory for dual spaces gets
more complicated, we do not expect to have the analogous results. One may ask for a de-
tailed introduction toward a part of the dual space V ∗, for which an adjoint of Jessen’s type
inequality makes sense.

Definition  Given two Banach spaces X and Y and a bounded linear operator L : X → Y ,
recall that the adjoint L∗ : Y ∗ → X∗ is defined by

(
L∗y∗)x := y∗(Lx), y∗ ∈ Y ∗, x ∈ X. ()

For a strongly continuous positive semigroup {Z(t)}t≥ on a Banach space X, by defining
Z∗(t) = (Z(t))∗ for every t, we get a corresponding adjoint semigroup {Z∗(t)}t≥ on the dual
space X∗. In [], the result is obtained that the adjoint semigroup {Z∗(t)}t≥ fails in general
to be strongly continuous. The investigation [], shows that {Z∗(t)}t≥ acts in a strongly
continuous way on

X
⊙

:=
{

x∗ ∈ X∗ : lim
t→

∥∥Z∗(t)x∗ – x∗∥∥ = 
}

.

This is the maximal such subspace on X∗. The space X
⊙

was introduced by Philips in 
and later has been studied extensively by various authors. At the present moment, we do
not necessarily require the strong continuity of the adjoint semigroup {Z∗(t)}t≥ on X∗.

If X is an ordered vector space, we say that a functional x∗ on X is positive if x∗(x) ≥ ,
for each x ∈ X. By the linearity of x∗, this is equivalent to x∗ being order preserving; i.e.
x ≤ y implies x∗(x) ≤ x∗(y). The set P of all positive linear functionals on X is a cone in X∗.

We are mainly interested in the study of the space V ∗, where in our case V is a Banach
lattice algebra. Let us consider the regular ordering among the elements of V ∗, i.e. v∗

 ≥ v∗
,

whenever v∗
 (v) ≥ v∗

(v), for each v ∈ V .
Consider the convex operator (). In the case of equality, F is simply a linear operator

and the adjoint F can be defined as above. But how can it be defined in the other case?
This question has already been answered.
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In [], some kind of adjoint has been associated to a nonlinear operator F . In fact, this is
possible for Lipschitz continuous operators only. Consider the Banach space Lip(X, Y ) of
all Lipschitz continuous operators F : X → Y satisfying F(θ ) = θ , equipped with the norm

[F]Lip = sup
x �=x

‖F(x) – F(x)‖
‖x – x‖ , x, x ∈ X.

Here θ ∈ X is the identity. It is easy to see that the space L(X, Y ) of all bounded linear
operators from X to Y is a closed subspace of Lip(X, Y ). In particular, we set

Lip(X,K) := X	

and call X	 the pseudo-dual space of X; this space contains the usual dual space X∗ as a
closed subspace.

Definition  For F ∈ Lip(X, Y ), the pseudo-adjoint F	 : Y 	 → X	 of F is defined by

F	
(
y	

)
(x) := y	

(
F(x)

)
, y	 ∈ Y 	, x ∈ X. ()

This is, of course, a straightforward generalization of (); in fact, for linear operators L
we have L	|Y∗ = L∗; i.e. the restriction of the pseudo-adjoint to the dual space is the classical
adjoint.

For the sake of convenience, we shall denote the adjoint of the operator F by F∗ through-
out the present section. Either it is a classical adjoint or the pseudo-adjoint (depending
upon the operator F).

Similarly, the considered dual space of the vector lattice algebra V will be denoted by
V ∗, which can be the intersection of the pseudo-dual and classical dual spaces in the case
of a nonlinear convex operator.

Lemma  Let F be the convex operator on a Banach space X, then the adjoint operator F∗

on the dual space X∗ is also convex.

Proof For x ∈ X and  ≤ λ ≤ 

(
F∗(λx∗

 + ( – λ)x∗

)
, x

)
=

(
λx∗

 + ( – λ)x∗
, F(x)

)
,

= λ
(
x∗

 , F(x)
)

+ ( – λ)
(
x∗

, F(x)
)
,

where x∗
 , x∗

 ∈ X∗. By putting x = μx + ( – μ)x, for  ≤ μ ≤  and using the convexity of
the operator F we finally get

F∗(λx∗
 + ( – λ)x∗


) ≤ λF∗(x∗


)

+ ( – λ)F∗(x∗

)
.

Hence, F∗ is convex on X∗. �

Theorem  (Adjoint Jessen’s inequality) Let {Z∗(t)}t≥ be the adjoint semigroup on V ∗

such that the original semigroup {Z(t)}t≥, the operator φ and the space V are same as in
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Theorem . For a convex operator φ∗ : V ∗ → V ∗ and t ≥ 

φ∗(Z∗(t)f ∗) ≥ Z∗(t)
(
φ∗f ∗), f ∗ ∈ V ∗. ()

Proof For f ∈ V and t ≥ , consider

(
φ∗[Z∗(t)f ∗], f

)
=

(
Z∗(t)f ∗,φ(f )

)

=
(
f ∗, Z(t)(φf )

)

≥ (
f ∗,φ

(
Z(t)f

))

=
(
φ∗(f ∗), Z(t)f

)

=
(
Z∗(t)

[
φ∗f ∗], f

)
.

Therefore, the assertion () is satisfied. �

4 Exponential convexity
In this section we shall define the exponential convexity of an operator. Moreover, some
complex structures, involving the operators from a semigroup, will be proved to be expo-
nentially convex.

Definition  Let V be a Banach lattice endowed with ordering ≤. An operator H : I → V
is exponentially convex if it is continuous and for all n ∈N

n∑

i,j=

ξiξjH(xi + xj)f ≥ , f ∈ V , ()

where ξi ∈R such that xi + xj ∈ I ⊆R,  ≤ i, j ≤ n.

Proposition  Let V be a Banach lattice endowed with ordering ≤. For an operator H :
I → V , the following propositions are equivalent:

(i) H is exponentially convex.
(ii) H is continuous and for all n ∈ N

n∑

i,j=

ξiξjH
(

xi + xj



)
f ≥ , f ∈ V , ()

where ξi ∈R and xi ∈ I ⊆R,  ≤ i ≤ n.

Proof (i) ⇒ (ii). Take any ξi ∈ R and xi ∈ I ,  ≤ i ≤ n. Since the interval I ⊆ R is convex,
the midpoints xi+xj

 ∈ I . Now set yi = xi
 , for  ≤ i ≤ n. Then we have yi + yj = xi+xj

 ∈ I , for
all  ≤ i, j ≤ n. Therefore, for all n ∈N, we can apply (i) to get

n∑

i,j=

ξiξjH(yi + yj)f =
n∑

i,j=

ξiξjH
(

xi + xj



)
f ≥ , f ∈ V .
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(ii) ⇒ (i). Let ξi, xi ∈ R, such that xi + xj ∈ I , for  ≤ i, j ≤ n. Define yi = xi, so that
xi + xj = yi+yj

 ∈ I . Therefore, for all n ∈ N, we can apply (ii) to get

n∑

i,j=

ξiξjH
(

yi + yj



)
f =

n∑

i,j=

ξiξjH(xi + xj)f ≥ , f ∈ V .
�

Remark  Let H be an exponentially convex operator. Writing down the fact for n = , in
(), we get H(x)f ≥ , for x ∈ I and f ∈ V . For n = , we have

ξ 
 H(x)f + ξξH

(
x + x



)
f + ξ 

 H(x)f ≥ .

Hence, for ξ = – and ξ = , we have

H
(

x + x



)
f ≤ H(x)f + H(x)f


,

i.e. H : I → V does indeed satisfy the condition of convexity.

For U ⊆ V , let us assume that F : U → V is continuously differentiable on U , i.e. the
mapping F ′ : U → L(V ), is continuous. Moreover, F ′′(f ), will be a continuous linear trans-
formation from V to L(V ). A bilinear transformation B defined on V × V is symmetric if
B(f , g) = B(g, f ) for all f , g ∈ V . Such a transformation is positive definite (nonnegative defi-
nite), if for every nonzero f ∈ V , B(f , f ) >  (B(f , f ) ≥ ). Then F ′′(f ) is symmetric wherever
it exists. See [], p..

Theorem  ([], p.) Let F be continuously differentiable and suppose that the second
derivative exists throughout an open convex set U ⊆ V . Then F is convex on U if and only
if F ′′(f ) is nonnegative definite for each f ∈ U . If F ′′(f ) is positive definite on U , then F is
strictly convex.

Definition  [] Let V be a Banach algebra with unit e. For f ∈ V , we define a function
log(f ) from V to V ,

log(f ) = –
∞∑

n=

(e – f )n

n
= –(e – f ) –

(e – f )


–

(e – f )


– · · ·

for ‖(e – x)‖ ≤ .

Lemma  Let V be a unital Banach algebra. For f ∈ V , a family of operators Ft is defined
as

Ft(f ) =

⎧
⎪⎪⎨

⎪⎪⎩

f t

t(t–) , t �= , ;

– log f , t = ;

f log f , t = .

()

Then DFt(f ) := f t–. Whenever f ∈ V+, DFt(f ) ∈ V+, therefore by Theorem , the mapping
f → Ft(f ) is convex.
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Theorem  Let {Z(t)}t≥ be the positive C-semigroup, defined on a unital Banach lattice
algebra V , such that it satisfies (). Let f ∈ V , such that f r ∈ V , for r ∈R ⊇ I{, }, log f ∈ V ,
if r =  and f log f ∈ V , if r = . Let us define

�t := Z(t)
(
Ft(f )

)
– Ft

(
Z(t)f

)
. ()

Then:
(i) For every n ∈N and for every pk ∈ I , k = , , . . . , n,

[� pi+pj


]n
i,j= ≥ . ()

(ii) If the mapping f → �t is continuous on I , then it is exponentially convex on I .

Proof Consider the operator

G(f ) =
n∑

i,j=

uiujFpij (f )

for f > , ui ∈R and pij ∈ I where pij = pi+pj
 . Then

DG(f ) :=
n∑

i,j=

uiujf pij– =

( ∑

i=

uif
pi
 –

)

≥ , f > .

So, G(f ) is a convex operator. Therefore by applying () we get

n∑

i,j=

uiuj�pij ≥ ,

and the assertion () follows. Assuming the continuity and using Proposition  we have
also exponential convexity of the operator f → �t . �

Lemma  Let V be a unital Banach algebra, for f ∈ V , let us define the following family of
operators:

Ht(f ) =

⎧
⎨

⎩

etf

t , t �= ;
f 

 , t = .

Then DHt(f ) = etf . By Theorem , the mapping f → Ht(f ) is convex on V .

Theorem  For �t := Z(t)(Ht(f )) – Ht(Z(t)f ), (i) and (ii) from Theorem  hold.

Proof Similar to the proof of Theorem . �

Competing interests
The authors declare that they have no competing interests.



Hina Aslam and Anwar Journal of Inequalities and Applications  (2015) 2015:353 Page 10 of 10

Authors’ contributions
All authors contributed equally and significantly in writing this paper. All authors read and approved the final manuscript.

Acknowledgements
The authors of this paper are grateful to Prof. András Bátkai for his generous help in construction of the examples.

Received: 1 April 2015 Accepted: 29 October 2015

References
1. Abramovich, S: Convexity, subadditivity and generalized Jensen’s inequality. Ann. Funct. Anal. 4(2), 183-194 (2013)
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Recently in [4], the Jessen’s type inequality for normalized positive 0C -semigroups is obtained. In this note, we 

present few results of this inequality, yielding Hölder’s Type and Minkowski’s type inequalities for corresponding 

semigroup. Moreover, a Dresher’s type inequality for two-parameter family of means, is also proved. 
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Introduction  

In last few years the "Type" functional inequalities and their applications have been addressed extensively 

by several authors like [2, 6, 9]. Researchers have great interest in this field due to vast applications of these 

inequalities. In tejti, the authors have derived a Jessen’s type inequality for normalized positive 0C -semigroup 

of operators. The classical Jessen’s inequality has a wide theory of its applications in the field of inequalities 

and analysis.  

In the presented note the authors established certain applications of Jessen’s type inequality to obtain 

mean-inequalities and functional inequalities for normalized positive 0C -semigroup of operators defined on a 

Banach lattice algebra. These resultstake the form of Hölder’s type and Minkowski’s type inequalities. Then 

finally in the last section a Dresher’s type inequality is established for two-parameter family of means.  
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Preliminaries and Definitions 

In this section, we will present some definitions that will be used in the proof of our main results.  

Definition 1. A (real) vector space V  endowed with an ordering ≥ , such that it satisfies  

1O : v w≤  implies v u w u+ ≤ +  for all u v w V, , ∈ ,  

2O : 0v ≥  implies 0vλ ≥  for all v V∈  and 0λ ≥ ,  

is known as an ordered vector space ( see [8]).  

It can be readily seen that 1O  expresses the translation invariance. Therefore, it implies that the ordering 

of an ordered vector space V  can be completely determined by the positive part { 0}V v V v+ = ∈ : ≥  of V . 

In other words, v qw≤  if and only if w v V+− ∈ .  

The other property 2O , shows that the positive part of V is a convex set and a cone with vertex 0  

(mostly called the positive cone of V).  

If for any two elements v w V, ∈ , a supremum ( )sup v w,  and an infumum ( )inf v w,  can be defined, 

an ordered vector space V  becomes a vector lattice. It is understood that the existence of supremum of any 

two elements in an ordered vectorspace implies the existence of supremum of finite number of elements in V . 

Moreover, v w≥  implies v w− ≤ − , so the existence of finite infima thus implied.  

Here are a few important number of definitions  

( ) ( )
( 0) ( )

( 0) ( )

sup v v v
sup v v

sup v v

+

−

, − =| |

, =

− , = .

absolutevalueofv
positivepartofv
negativepartofv

 

Remark 2. Some compatibility axiom between norm and order is required to move from a vector lattice to a 

Banach lattice. It is considered in the following short way:  

|| || || ||v w implies v w| |≤| | ≤ .                             (1) 

The norm defined on a vector lattice is called as a lattice norm.  

Now, we are in position to define a Banach lattice in a formal way.  

Definition 3 

A Banach lattice is a Banach space V  endowed with an ordering ≤ , such that ( )V ,≤  is a vector 

lattice with a lattice norm defined on it.  

A Banach lattice transforms to Banach lattice algebra, provided u v V+, ∈  implies uv V+∈ .  

A linear mapping T  from an ordered Banach space V  into itself is positive (denoted by: 0T ≥ ) if 

( )T v V+∈ , for all v V+∈ . The set of all positive linear mappings forms a convex cone in the space ( )L V  of 

all linear mappings from V  into itself, defining the natural ordering of ( )L V . The absolute value of T , if it 
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exists, is given by  

( ) { ( ) } ( )T v sup T u u v v V+| | = :| |≤ , ∈ .  

Thus T V V: →  is positive if and only if ( ) ( )T v T v| | ≤ | |  holds for any v V∈ .  

Lemma 4. [8], PP-249 A bounded linear operator T  on a Banach lattice V is a positive contraction if and 

only if || ( ) || || ||Tv v+ +≤  for all v V∈ .  

An operator A  on V  satisfies the positive minimum principle if for all ( ) ( )v D A D A V+ +∈ = ∩ , 
Vϕ +∈ ,  

0 0v implies Avϕ ϕ〈 , 〉 = 〈 , 〉 ≥ .                            (2) 

Definition 5. A (one parameter) 0C -semigroup (or strongly continuous semigroup) of operators on a Banach 

space X  is a family 0{ ( )} ( )tZ t B X≥ ⊂  such that  

(i) ( ) ( ) ( )Z s Z t Z s t= +  for all s t R+, ∈ .  

(ii) Z(0)=I, the identity operator on X.  

(iii) for each fixed f X∈ , ( )Z t f f→ (with respect to the norm on X) as 0t +→ .  

Where ( )B X  denotes the space of all bounded linear operators defined on a Banach space X.  

Definition 6. The (infinitesimal) generator of 0{ ( )}tZ t ≥  is the densely defined closed linear operator 

( ) ( )A X D A R A X: ⊇ → ⊆  such that  

0
( ) { }tt

D A f f X lim A f exists in X+→
= : ∈ ,  

0
( ( ))tt

Af lim A f f D A+→
= ∈  

where, for 0t > ,  

[ ( ) ] ( )t
Z t I fA f f X

t
−

= ∈ .  

A Banach algebra X , with the multiplicative identity element e  is called the unital Banach algebra.   

We shall call the strongly continuous semigroup 0{ ( )}tZ t ≥  defined on X , a normalized semigroup, 

whenever it satisfies  

( )( ) 0Z t e e for all t= , > .                              (3) 

The notion of normalized semigroup is inspired from normalized functionals [7].  

Let 0{ ( )}tZ t ≥  be a strongly continuous positive semigroup, defined on a Banach lattice V. The positivity 

of the semigroup is equivalent to  

( ) ( ) 0Z t v Z t v t v V| |≤ | |, ≥ , ∈ .  
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Where for positive contraction semigroups 0{ ( )}tZ t ≥ , defined on a Banach lattice V we have;  

|| ( ( ) ) || || ||Z t v v for all v V+ +≤ , ∈ .  

The literature presented in [8], guarantees the existence of the strongly continuous positive semigroups 

and positive contraction semigroups on Banach lattice V with some conditions imposed on the generator of the 

strongly continuous positive semigroup and the very important amongst them is, that it must always satisfy (2).  

A Banach lattice V  is said to be Banach Lattice Algebra whenever for u v V+, ∈ , uv V+∈  and 

|| || || || || ||uv u v≤ .  

The theory presented in next section, is defined on normalized semigroups of positive linear operators 

defined on a unital Banach lattice algebra (UBLA) V .  

Hölder’s Type and Minkowski’s Type Inequalities 

In this section, we present several consequences of the Jessen’s type inequality for normalized positive 

0C -semigroup defined on a Banach lattice algebra V [4]. The motivation for this paper is from [3], where such 

results are proved forisotonic linear functionals. These results take the form of Hölder’s type and Minkowski’s 

type inequalities.  

Let ( )cD V  denotes the set of all differentiable convex operators V Vϕ : → .  

Theorem 1. [4] Let 0{ ( )}tZ t ≥  be the positive 0C -semigroup on V  such that it satisfies (3). For an 

operator ( )cD Vϕ ∈  and 0t ≥ ;  

( ( ) ) ( )( )Z t f Z t f f Vϕ ϕ≤ , ∈ .                            (4) 

For a strongly continuous semigroup of linear operators 0{ ( )}tZ t ≥  defined on a Banach lattice X  and 

strictly monotonic continuous operator X Xψ : → , we define the generalized mean:  

1( ) { ( ) ( )}M Z f t Z t f f Xψ ψ ψ−, , := , ∈ .                        (5) 

Theorem 2. For a normalized semigroup of positive linear operators 0{ ( )}tZ t ≥  defined on (UBLA) V  and 

strictly monotonic continuous operators V Vψ χ, : →   

( ) ( )M Z f t M Z f t f Vψ χ, , ≤ , , , ∈ ,                          (6) 

provided either χ  is increasing and 1ϕ χ ψ −=   is convex or χ  is decreasing and ϕ  is concave.  

Proof: For f V∈ , we have ( ) ( )f f Vψ χ, ∈  and therefore, ( ( )) ( )f f Vϕ ψ χ= ∈ . Thus, if ϕ  is 

convex, by Jessen’s type inequality (4) we have for f V∈ ;  
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( ( )( ( ))) ( )( ( ( )))
( )( ( ))

Z t f Z t f
Z t f

ϕ ψ ϕ ψ
χ

≤
= .

 

Hence, if χ  is increasing then 1χ −  is also increasing and we finally obtain  

1 1[ ( ( )( ( )))] [ ( )( ( ))]Z t f Z t fχ ϕ ψ χ χ− −≤  

and the assertion (6) follows. If ϕ  is concave then ϕ−  is convex and one can obtain the required inequality 

similarly.  

Definition 3. [10] Let V  be a Banach algebra with unit e . For f V∈ , we define a function ( )log f  from 

V  to V ;  

2 3

1

( ) ( ) ( )( ) ( )
2 3

n

n

e f e f e flog f e f
n

∞

=

− − −
= − = − − − − − ...∑  

for ( ) 1e f|| − ||≤ .  

In correspondence with the usual definition of generalized power means for isotonic functionals [1], we 

shall define the generalized power means for semigroup of operators, as follows.  

Definition 4. Let X  be a Banach space and { ( )}t RZ t ∈  the 0C -semigroup of linear operators on X . For 

f X∈  and t R+∈ , the genralized power mean is defined as;  

{ 1( ) ( ( )[ ]) 0 [ ( )[ ( )]] 0 (7)
r

r r
GM Z f t Z t f r exp Z t log f r/, , = , ≠ , = .  

As an application of Theorem (2), it follows as a special case that;  

( ) ( )
r sG GM Z f t M Z f t r s, , ≤ , , , − ∞ ≤ ≤ ≤ ∞.  

Lemma 5. Let 0{ ( )}tZ t ≥  be the positive 0C -semigroup defined on V  such that it satisfies (3). For a 

convex operator V Vϕ : →  and 0t ≥ , we have;  

1 1 1 1
1 1

1 1

[ ( )[ ]] ( )[ [ ]]
( )[ ] ( )[ ]

Z t f h Z t f h f h V
Z t f Z t f

ϕ ϕ
+≤ , , ∈ .  (8) 

Proof: For f V+∈  we have [ ]f Vϕ ∈ . Since V  is a lattice algebra, f k V+, ∈  implies fk V+∈ , 

therefore the set of operators defined by;  

( )[ ]( ) 0
( )[ ]f

Z t fkF t f V t
Z t f +:= , ∈ , ≥ ,  
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is a semigroups of positive linear operators satisfying ( )[ ]fF t e e= . Thus the assertion (8) follows from (4). 

  One can observe that when r  is any integer (positive or negative), the 0C -semigroup property implies 

that ( ) ( )rZ t Z rt= . While we can generalize it for r R+∈ . For example take (1 2 ) (1 2 ) ( )Z t Z t Z t/ / =  

and thus we get 1 2( ) (1 2 )Z t Z t/ = / .For r R+∈ , the generator of 0{ ( )}tZ rt ≥  is ( ( ))rA D A, . Such 

semigroups are often called rescaled semigroups. (See e.g. [4,8]).   

Next, we prove a Hölder’s type inequality for positive 0C -semigroup of operators, assuming the 

fractional powers of elements in Banach algebra exist.  

Theorem 6. Hölder’s Type Inequality For 0C -semigroups  Let 0{ ( )}tZ t ≥  be the positive 0C -semigroup 

defined on V . If 1p >  and 1
p

pq −=  so 1 1 1p q− −+ = , then if f g h V+, , ∈  and p qfg fh fgh V+, , ∈ , 

we have for 0t ≥ ;  

1 1( )[ ] [ ( )] [ ][ ( )] [ ]p p q qZ t fgh Z t gf Z t fh/ /≤ .                         (9) 

Proof: Since qfh V+∈ , we have for 0t ≥ , ( )[ ]qZ t fh V+∈ . For 1p > , (9) follows from (8) by 

substituting;  

1 1( ) p q p qf f h gh f fhϕ − /= , = , = .  

Theorem 7. Minkowski’s Type Inequality For 0C -semigroups  Let 0{ ( )}tZ t ≥  be the positive 0C

-semigroup defined on V . If 1p >  and f g h V+, , ∈  such that ( )p p phf hg h f g V+, , + ∈ , then;  

1 1( )[ ( ) ] ( ) [ ] ( ) [ ] 0p p p p pZ t h f g Z t hf Z t hg f/ /+ ≤ + , ≥ .              (10) 

Proof: For f g h V+, , ∈  and 1p > , we have  

1 1( ) ( ) ( )p p ph f g hf f g hg f g− −+ = + + +  

The assertion (10) follows by using (9).  

Dresher’s Type Inequality 

First, we introduce two-parameter family of means in the following way.  

Definition 1. Let 0{ ( )}tZ t ≥  be a strongly continuous semigroup defined on a Banach algebra X . Then the 

two-parameter family of means ( )r sB Z f t, , ,  for r s R, ∈  is defined by;  

1( )[ ]{ }
( )[ ]

r s

r
r s

r s s

Z t fB
Z t f

− , ≠ ,
, =  

 



Application Of Jessen’s Type Inequality For Positive 0C -Semigroup Of Operators 128 

( )[ ]{ }
( )[ ]

r

r r r

Z t f logfB exp
Z t f, =               (11) 

Theorem 2. Dresher’s Type Inequality  Let 0{ ( )}tZ t ≥  be a positive 0C -semigroup defined on a Banach 

lattice algebra V . Then for f V+∈  and p q r s R, , , ∈ , we have;  

( ) ( )r s p qB Z f t B Z f t r p s q and r s p q, ,, , ≤ , , ≤ , ≤ ≠ , ≠ .     (12) 

Proof: Let p q r s R, , , ∈  such that r p s q≤ , ≤  and r s p q≠ , ≠ . When applying the known result for 
convex functions  

( ) ( ) ( ) ( )r s p q
r s p q

ϕ ϕ ϕ ϕ− −
≤ ,

− −
            (13) 

to the convex operator ( ) log ( )[ ]xx Z t fϕ = , we can obtain (12).   

We now show that (12) holds even if r s=  or p q= . To prove this we use the fact that ( )
rGM Z f t, ,  

is increasing function of r R∈ . In particular for f V+∈ ;  

1 1

( ( )[ ]) exp[ ( ) ] ( ( )[ ])s r r ss r r sZ t f Z t logf Z t f s r− −− −≤ ≤ , < .      (14) 

Apply (14) to the positive semigroup (see Lemma 5) ( )[ ]
( )[ ]

( )
m

m
Z t f g

m Z t f
Z t g := . By taking m s=  the 

right-hand inequality (14) reduces to  

( ) ( )s s r sB Z f t B Z f t s r, ,, , ≤ , , , < .  

Similarly, by taking m r=  the left-hand inequality of (14) reduces to  

( ) ( )r s r rB Z f t B Z f t s r, ,, , ≤ , , , < .  

By these two inequalities we conclude that the inequality (12) holds for r s=  or p q= .  
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Abstract. A Jensen’s type inequality is obtained for a semigroup of positive linear operators and a superquadratic

mapping defined on a Banach lattice algebra. The corresponding mean value theorems conduct the authors to find

a new set of Cauchy’s type means.
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1. Introduction and preliminaries

A consequential theory of Cauchy type means has been developed [4, 5, 6, 7, 8, 9], which is

both substantial and elegant. In this paper we shall define new means on the C0-semigroup of

bounded linear positive operators, defined on a Banach lattice algebra. The intention to gener-

alize the concept of Cauchy’s type means for operator-semigroups, is not very unaccustomed.

As recently in [10], a new theory of power means is introduced on a C0-group of continuous

linear operators and Cauchy’s type mean are obtained.
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The notion of Banach lattice was introduced to get a common abstract setting. Within this

framework, one can talk about the ordering of elements. Therefore, the phenomena related to

positivity can be generalized. It had mostly been studied in various types to spaces of real-

valued functions, e.g. the space C(K) of continuous functions over a compact topological space

K, the Lebesque space L1(µ) or even more generally the space Lp(µ) constructed over measure

space (X ,∑,µ) for 1≤ p≤∞. We shall use without further explanation the terms order relation

(ordering), ordered set, supremum, infimum.

Before moving on, to define Banach lattice, we shall firstly go through the definition of vector

lattice.

Definition 1.1. A (real) vector space V endowed with an ordering ≥, such that it satisfies

O1:: v≤ w implies v+u≤ w+u for all u,v,w ∈V,

O2:: v≥ 0 implies λv≥ 0 for al v ∈V and λ ≥ 0,

is known as an ordered vector space ( see [11]).

It can be easily noted that, O1 expresses the translation invariance and thus implies that

the ordering of an ordered vector space V can be completely determined by the positive part

V+ = {v ∈V : v≥ 0} of V . In other words, v≤ w if and only if w− v ∈V+.

Moreover, the other property O2, shows that the positive part of V is a convex set and a cone

with vertex 0 (mostly called the positive cone of V).

If for any two elements v,w∈V , a supremum sup(v,w) and thus an infumum in f (v,w) can be

defined, an ordered vector space V turns into a vector lattice. It is trivially understood that the

existence of supremum of any two elements in an ordered vector space implies the existence

of supremum of finite number of elements in V . Moreover, v ≥ w implies −v ≤ −w, so the

existence of finite infima therefore implied.

Below are few importantly defined quantities;

sup(v,−v) = |v|, (absolute value of v)

sup(v,0) = v+, (positive part of v)

sup(−v,0) = v−. (negative part of v)
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Some compatibility axiom between norm and order is required to move from vector lattice to

a Banach lattice. Which is given in the following short way:

(1) |v| ≤ |w| implies ‖v‖ ≤ ‖w‖.

The norm defined on a vector lattice is called a lattice norm.

Now, we are in position to define a Banach lattice in a formal way.

Definition 1.2.

• A Banach lattice is a Banach space V endowed with an ordering ≤, such that (V,≤) is

a vector lattice with a lattice norm defined on it.

• A Banach lattice with the property that, u,v ∈ V+, implies uv ∈ V+, is called Banach

lattice algebra. If the multiplicative identity element e ∈V , it ultimately turns to unital

Banach lattice algebra.

A linear mapping T from an ordered Banach space V into itself is positive (denoted by:

T ≥ 0) if T (v) ∈ V+, for all v ∈ V+. The set of all positive linear mappings forms a convex

cone in the space L(V ) of all linear mappings from V into itself, defining the natural ordering

of L(V ). The absolute value of T , if it exists, is given by

|T |(v) = sup{T (u) : |u| ≤ v}, (v ∈V+).

Thus T : V →V is positive if and only if |T (v)| ≤ T (|v|) holds for any v ∈V .

Lemma 1.1. [[11], P-249] A bounded linear operator T on a Banach lattice V is a positive

contraction if and only if ‖(T v)+‖ ≤ ‖v+‖ for all v ∈V . �

An operator A on V satisfies the positive minimum principle if for all v ∈ D(A)+ = D(A)∩V+,

φ ∈V ′+

(2) 〈v,φ〉= 0 implies 〈Av,φ〉 ≥ 0.

Definition 1.3. A (one parameter) C0-semigroup (or strongly continuous semigroup) of opera-

tors on a Banach space X is a family {Z(t)}t≥0 ⊂ B(X) such that

(i): Z(s)Z(t) = Z(s+ t) for all s, t ∈ R+.
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(ii): Z(0)=I, the identity operator on X.

(iii): for each fixed f ∈ X , Z(t) f → f (with respect to the norm on X) as t→ 0+,

where B(X) denotes the space of all bounded linear operators defined on a Banach space X.

Definition 1.4. The (infinitesimal) generator of {Z(t)}t≥0 is the densely defined closed linear

operator A : X ⊇ D(A)→ R(A)⊆ X such that

D(A) = { f : f ∈ X , limt→0+At f exists inX}

A f = limt→0+At f ( f ∈ D(A)),

where, for t > 0,

At f =
[Z(t)− I] f

t
( f ∈ X).

�

Let {Z(t)}t≥0 be the strongly continuous positive semigroup, defined on a Banach lattice V. The

positivity of the semigroup is equivalent to

|Z(t) f | ≤ Z(t)| f |, t ≥ 0, f ∈V,

where for positive contraction semigroups {Z(t)}t≥0, defined on a Banach lattice V we have;

‖(Z(t) f )+‖ ≤ ‖ f+‖, f or all f ∈V.

The literature presented in [11], guarantees the existence of the strongly continuous positive

semigroups and positive contraction semigroups on Banach lattice V with some conditions im-

posed on the generator of the strongly continuous positive semigroup and the very important

amongst them is, that it must always satisfy (2).

For X be a unital Banach algebra with identity element e. We shall call the strongly continu-

ous semigroup {Z(t)}t≥0 defined on X , a normalized semigroup, whenever it satisfies

(3) Z(t)(e) = e, f or all t > 0.

The notion of normalized semigroup is inspired from normalized functionals [13].

Example 1.1. Let Γ := {z ∈ C : |z| = 1}, and X = C(Γ). The rotation semigroup {Z(t)}t≥0 is

defined as, Z(t) f (z) = f (eit · z), f ∈ X. The identity element E ∈ X, s.t. for all z ∈ Γ, E(z) = z.
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Then Z(t)E(z) = E(eit · z) = eit · z. Or we can say that any complex number z = eix is mapped

to ei(x+t). Z(t) satisfies (3) only when t is a multiple of 2π . It can easily be verified that

Z′ = {Z(2πt)}t≥0 is a subgroup of Z = {Z(t)}t≥0, as Z(2πt)Z(2πs) = Z(2π(t + s)). Therefore

Z′ = {Z(2πt)}t≥0 is a normalized semigroup. �

For real and continuous functions ϕ,χ on a closed interval K := [k1,k2], such that ϕ,χ are

differentiable in the interior of K and χ ′ 6= 0, throughout the interior of K. A very well know

Cauchy mean value theorem guarantees the existence of of a number ζ ∈ (k1,k2), such that

ϕ ′(ζ )

χ ′(ζ )
=

ϕ(k1)−ϕ(k2)

χ(k1)−χ(k2)
.

Now, if the function ϕ ′

χ ′ is invertible, then the number ζ is unique and

ζ :=
(

ϕ ′

χ ′

)−1(ϕ(k1)−ϕ(k2)

χ(k1)−χ(k2)

)
.

The number ζ is called Cauchy’s mean value of numbers k1,k2. It is possible to define such a

mean for several variables, in terms of divided difference. Which is given by

ζ :=
(

ϕn−1

χn−1

)−1( [k1,k2, ...,kn]ϕ

[k1,k2, ...,kn]χ

)
.

This mean value was first defined and examined by Leach and Sholander [?]. The integral

representation of Cauchy mean is given by

ζ :=
(

ϕn−1

χn−1

)−1(∫En−1
ϕn−1(k.u)du∫

En−1
χn−1(k.u)du

)′
,

where En−1 := {(u1,u2, ...,un) : ui ≥ 0,1≤ i≤ n, ,∑n−1
i=1 ui ≤ 1}, is (n-1) dimensional simplex,

u = (u1,u2, ...,un),un = 1−∑
n−1
i=1 ui,du = du1du2...dun and k.u = ∑

n
i=1 uiki.

A mean which can be expressed in the similar form as of Cauchy mean, is called Cauchy

type mean. The purpose of our work is to introduce new means of Cauchy type defined on

aC0-semigroup of positive operators.

2. Jensen’s type inequality and corresponding means

The Jensen type inequality for superquadratic function on isotonic linear functionals, is given

in [[13], Theorem 10]. In [1], the corresponding Cauchy type means are defined.
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In the present paper, we shall firstly prove the Jensen’s type inequality for semigroup of pos-

itive linear operators defined on a Banach lattice algebra. Result will be followed by some

generalized mean value theorems, bringing in a new set of Cauchy type means.

Definition 2.1. Let V be a Banach lattice algebra. A mapping φ : V+→ V is superquadratic,

provided that for all v≥ 0 there exists a constant vector C(v) such that

(4) φ(u)−φ(v)−φ(|u− v|)≥C(v)(u− v)

for all u≥ 0. We say that the mapping φ is subquadratic if −φ is superquadratic.

Theorem 2.1. Let {Z(t)}t≥0 be a strongly continuous positive semigroup of operators defined

on Banach lattice algebra V . Then for g ∈ V+ and the continuous superquadratic mapping

φ : V+→V , we have;

(5)

φ

(
[Z(t)g]−1[Z(t)(g f )]

)
≤

Z(t)[gφ( f )]−Z(t)
[
gφ

(∣∣∣ f − [Z(t)g]−1[Z(t)(g f )]
∣∣∣)]

[Z(t)g]
, f ∈V+.

If φ is subquadratic then a reversed inequality in (5) holds.

Proof. Since the mapping φ is superquadratic, inequality (4) holds for all u,v≥ 0. As f ,g≥ 0

and the operator Z(t) is positive for all t ≥ 0, we have [Z(t)g]−1[Z(t)(g f )] ≥ 0. Setting u = f

and v = [Z(t)g]−1[Z(t)(g f )] in (4), we obtain;

φ( f ) ≥ φ

(
[Z(t)g]−1[Z(t)(g f )]

)
+C
[
[Z(t)g]−1[Z(t)(g f )]

][
f − [Z(t)g]−1[Z(t)(g f )]

]
+φ

(∣∣∣ f − [Z(t)g]−1[Z(t)(g f )]
∣∣∣),

for all t ≥ 0. Multiplying the above inequality by g ∈V+, we get

gφ( f ) ≥ gφ

(
[Z(t)g]−1[Z(t)(g f )]

)
+C
[
[Z(t)g]−1[Z(t)(g f )]

][
g f −g[Z(t)g]−1[Z(t)(g f )]

]
+gφ

(∣∣∣ f − [Z(t) f ]−1[Z(t)(g f )]
∣∣∣).
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By applying the operator Z(t) on both sides, we get for all t ≥ 0;

Z(t)[gφ( f )] ≥ Z(t)[g]φ
(
[Z(t)g]−1[Z(t)(g f )]

)
+C
[
[Z(t)g]−1[Z(t)(g f )]

][
Z(t)(g f )−Z(t)[g][Z(t)g]−1[Z(t)(g f )]

]
+Z(t)

[
gφ

(∣∣∣ f − [Z(t) f ]−1[Z(t)(g f )]
∣∣∣)].

The assertion (5) follows directly. �

Throughout the remaining article, V shall denote the (real) unital Banach lattice algebra with

identity element e, until and unless stated otherwise.

Theorem 2.2. Let {Z(t)}t≥0 be a normalized strongly continuous positive semigroup of opera-

tors defined on V ; then for a continuous superquadratic operator φ : V+→V , we have

(6) φ [Z(t) f ]≤ Z(t)[φ( f )]−Z(t)[φ(| f −Z(t) f |)], f ∈V+.

If the mapping φ is subquadratic, then the inequality above is reversed.

Proof. Since {Z(t)}t≥0 is a normalized semigroup it must satisfy (3). By taking g ≡ e in

Theorem (2.1), we obtain (6). �

Definition 2.2. Let {Z(t)}t≥0 be a strongly continuous normalized positive semigroup of op-

erators defined on V ; then for a continuous operator φ : V+→ V , we define an other operator

Λφ : V+→V ;

(7) Λφ := Z(t)[φ( f )]−φ [Z(t) f ]−Z(t)[φ(| f −Z(t) f |)], f ∈V+.

If φ is continuous superquadratic mapping then, Λφ ≥ 0.

Below we give an operator analogue of [[2], Lemma 3.1].

Lemma 2.1. Suppose φ : V+→V is continuously differentiable and φ(0)≤ 0. If φ ′ is superad-

ditive or f → φ ′( f )
f , f ∈V+, is increasing, then φ is superquadratic.

Lemma 2.2. Let φ ∈C2[V+] and u,U ∈V be such that

(8) u≤
(

φ ′( f )
f

)′
=

f φ ′′( f )−φ ′( f )
f 2 ≤U, ∀ f > 0.
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Consider the operators φ1,φ2 : V+→V defined as:

φ1( f ) =
U f 3

3
−φ( f ), φ2 = φ( f )− u f 3

3
.

Then the mappings f → φ ′1( f )
f and f → φ ′2( f )

f are increasing. If also φi(0) = 0, i = 1,2, then

these are superquadratic mappings.

Proof. By using the inequality (6), it can be easily seen that the mappings f → φ ′1( f )
f and

f → φ ′2( f )
f are increasing. Moreover, if φi(0) = 0, i = 1,2, Lemma (2.1) implies these to be

superquadratic. �

Theorem 2.3. Let {Z(t)}t≥0 be a positive normalized C0-semigroup of operators defined on V

and φ ′

f ∈C1(V+) and φ(0) = 0, then the following inequality holds

(9) Λφ =
ξ φ ′′(ξ )−φ ′(ξ )

3ξ 2 {Z(t)[ f 3]− [Z(t) f ]3−Z(t)(| f −Z(t) f |3)}, f ∈V+.

Proof. Suppose that u = min f∈V+(
φ ′( f )

f )′ and U = max f∈V+(
φ ′( f )

f ) exists. Taking φ1 instead of

φ in (6), we get for f ∈V+;

Z(t)[φ( f )]−φ [Z(t) f ]−Z(t)[φ(| f −Z(t) f |)]≤ U
3

{
Z(t)[ f 3]− [Z(t) f ]3−Z(t)[| f −Z(t) f |]

}
.

Similarly, by taking φ2 instead of φ in (6), we get for f ∈V+;

Z(t)[φ( f )]−φ [Z(t) f ]−Z(t)[φ(| f −Z(t) f |)]≥ u
3

{
Z(t)[ f 3]− [Z(t) f ]3−Z(t)[| f −Z(t) f |]

}
.

Since, φ = f 3 is superquadratic and Z(t) ∈ {Z(t)}t≥0 is the positive operator, therefore

Z(t)[ f 3]− [Z(t) f ]3−Z(t)[| f −Z(t) f |]≥ 0, f ∈V+.

By combining the above two inequalities and using (8), we obtain that, there exists ξ ∈V+, such

that the assertion (9) holds.

Theorem 2.4. Let {Z(t)}t≥0 be a positive normalized C0-semigroup of operators defined on V

and φ ′

f ,
ψ ′

f ∈C1(V+) such that, φ(0) = ψ(0) = 0, we have

(10)
Λφ

Λψ

=
ξ φ ′′(ξ )−φ ′(ξ )

ξ ψ ′′(ξ )−ψ ′(ξ )
= K(ξ ), ξ ∈V+,
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provided the denominators do not vanish. If K is invertible, we have the following new mean;

(11) ξ = K−1
(

Λφ

Λψ

)
, Λψ 6= 0,

Proof. Lets consider a function Ω = c1φ − c2ψ , where

c1 = Λψ , c2 = Λφ .

Then for f ∈V+;
Ω′

f
= c1

φ ′

f
− c2

ψ ′

f
∈C1(V+).

One may calculate that ΛΩ = 0 and using Lemma (2.2) with φ = Ω we obtain;

[c1(ξ φ
′′(ξ )−φ

′(ξ ))−c2(ξ ψ
′′(ξ )−ψ

′(ξ ))]
{

Z(t)[ f 3]−[Z(t) f ]3−Z(t)[| f−Z(t) f |]
}
= 0, f ∈V+.

Since φ = f 3 is superquadratic and {Z(t)}t≥0 is semigroup of positive operators, therefore we

may conclude that
c2

c1
=

ξ φ ′′(ξ )−φ ′(ξ )

ξ ψ ′′(ξ )−ψ ′(ξ )
=

Λφ

Λψ

, ξ ∈V+,

providing the denominator do not vanish. This completes the proof. �

We shall denote the set of all invertible strictly monotone continuous operators, defined from

V to itself, by GM(V ).

Definition 2.3. For a positive normalized C0-semigroup {Z(t)}t≥0, defined on a Banach lattice

V and F ∈ GM(V ), we define the generalized mean:

(12) MF(Z, f , t) := F−1{Z(t)F( f )}, f ∈ X .

For the sake of simplicity, the set of all elements of GM, whose second order derivative (in

Gateaux’s sense) exits, shall be denoted by C2GM(V ).

Theorem 2.5. Let {Z(t)}t≥0 be a positive normalized C0-semigroup defined on V and H,F,K ∈

C2GM(V ). Let for f ∈V+,H◦F−1( f )
f , K◦F−1( f )

f ∈C1(V ) with H ◦F−1(0) = 0 = K ◦F−1(0), then

for f ∈V+ and t ≥ 0;

H(MH(Z, f , t))−H(MF(Z, f , t))−H(MH(F−1|F [Z(τ) f ]−FMF(Z, f , t)|, f , t))
K(MH(Z, f , t))−K(MF(Z, f , t))−K(MK(F−1|F [Z(τ) f ]−FMF(Z, f , t)|, f , t))

=
F(η){H ′′(η)F ′(η)−H ′(η)F ′′(η)−H ′(η)[F ′(η)]2}
F(η){K′′(η)F ′(η)−K′(η)F ′′(η)−K′(η)[F ′(η)]2}

,(13)
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holds for some η ∈V+, provided the denominator do not vanish.

Proof. By choosing the operators φ and ψ in Theorem 2.4, such that

φ = H ◦F−1, ψ = K ◦F−1 and Z(t) f = F [Z(t) f ], f ∈V+,

where H,F,K ∈C2GM(V ). We find that there exists ξ ∈V+, such that

H(MH(Z, f , t))−H(MF(Z, f , t))−H(MH(F−1|F [Z(t) f ]−FMF(Z, f , t)|, f , t))
K(MH(Z, f , t))−K(MF(Z, f , t))−K(MK(F−1|F [Z(t) f ]−FMF(Z, f , t)|, f , t))

=
ξ{H ′′(F−1ξ )F ′(F−1ξ )−H ′(F−1ξ )F ′′(F−1ξ )−H ′(F−1ξ )[F ′(F−1ξ )]2}

ξ

{
K′′(F−1ξ )F ′(F−1ξ )−K′(F−1ξ )F ′′(F−1ξ )−K′(F−1ξ )[F ′(F−1ξ )]2

} .
Therefore, by setting F−1(ξ ) = η , we find that there exists η ∈ X , such that the assertion (13)

follows directly. �

The above theorem accredit us to define new means. Set

L(η) =
F(η){H ′′(η)F ′(η)−H ′(η)F ′′(η)−H ′(η)[F ′(η)]2}
F(η){K′′(η)F ′(η)−K′(η)F ′′(η)−K′(η)[F ′(η)]2}

,

and when F ∈ G(V );

η = L−1
(H(MH(Z, f , t))−H(MF(Z, f , t))−H(MH(F−1|F [Z(t) f ]−FMF(Z, f , t)|, f , t))

K(MH(Z, f , t))−K(MF(Z, f , t))−K(MK(F−1|F [Z(t) f ]−FMF(Z, f , t)|, f , t))

)
Remark 2.1. For (V,‖.‖) a Banach lattice algebra, it follows from Theorem 2.5 that

m≤
∥∥∥H(MH(Z, f , t))−H(MF(Z, f , t))−H(MH(F−1|F [Z(t) f ]−FMF(Z, f , t)|, f , t))

K(MH(Z, f , t))−K(MF(Z, f , t))−K(MK(F−1|F [Z(t) f ]−FMF(Z, f , t)|, f , t))

∥∥∥≤M,

Where m and M are respectively, the minimum and maximum values of∥∥∥F(η){H ′′(η)F ′(η)−H ′(η)F ′′(η)−H ′(η)[F ′(η)]2}
F(η){K′′(η)F ′(η)−K′(η)F ′′(η)−K′(η)[F ′(η)]2}

∥∥∥, η ∈V.

�

Definition 2.4. [12] Let V be a Banach algebra with unit e. For f ∈ V , we define a function

log( f ) from V to V ;

log( f ) =−
∞

∑
n=1

(e− f )n

n
=−(e− f )− (e− f )2

2
− (e− f )3

3
− ...

for ||(e− x)|| ≤ 1. �
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In correspondence with the usual definition of generalized power means for isotonic func-

tionals [1], we shall define the generalized power means for semigroup of operators, as follows.

Definition 2.5. Let X be a Banach space and {Z(t)}t∈R the C0-semigroup of linear operators on

X . For f ∈ X and t ∈ R+, the genralized power mean is defined as;

(14) MGr(Z, f , t) =



(
Z(t)[ f r]

)1/r
, r 6= 0,

exp[Z(t)[log( f )]], r = 0.

Now, we shall prove an important result which is going to lead us, to define the Cauchy’s

type means on C0-semigroup of operators.

Corollary 2.1. Let all the conditions of Theorem 2.5 are satisfied. For r,s, l ∈ R+ such that

r 6= l; l 6= 2s, we have

(15)
Mr

Gr
(Z, f , t)−Mr

Gs
(Z, f , t)−Mr

Gr
(|[Z(τ) f ]s−Ms

Gs
(Z, f , t)| 1s , f , t)

Ml
Gl
(Z, f , t)−Ml

Gs
(Z, f , t)−Ml

Gl
(|[Z(τ) f ]s−Ms

Gs
(Z, f , t)| 1s , f , t)

=
r(r−2s)
l(l−2s)

η
r−l

The assertion (15) holds for some η , provided that the denominators do not vanish.

Proof. For r,s, l ∈ R+ and f ∈V+, if we set

H( f ) = f r, F( f ) = f s, K( f ) = f l

in Theorem (2.5), the assertion in (15) follows directly.

Ultimately, we shall define means of the Cauchy’s type on C0-semigroup of positive linear

operators defined on Banach lattice algebra V .

Definition 2.6. Let r,s, l ∈R+ and {Z(t)}t≥0 ⊂ B(V ) be a normalized C0-semigroup of positive

linear operators on a unital Banach lattice algebra V . Then

(16)

Ml,s
Gr
(Z, f , t)=

( l(l−2s)
r(r−2s)

Mr
Gr
(Z, f , t)−Mr

Gs
(Z, f , t)−Mr

Gr
(|[Z(τ) f ]s−Ms

Gs
(Z, f , t)| 1s , f , t)

Ml
Gl
(Z, f , t)−Ml

Gs
(Z, f , t)−Ml

Gl
(|[Z(τ) f ]s−Ms

Gs
(Z, f , t)| 1s , f , t)

) 1
r−l

.

is a mean of the Cauchy’s type. This definition is true for all r 6= l 6= s 6= 0 and other cases can

be taken as limiting cases, as in [8].
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3. Conclusion

Firstly, we have proved a Jensen’s type inequality for a normalized semigroup of positive lin-

ear operators and a superquadratic mapping, defined on a Banach lattice algebra. A systematic

procedure has been used to prove the corresponding mean value theorems, which lead us to a

new set of means. These means are Cauchy’s type means for the mentioned operators. By fol-

lowing the similar procedure, many functional inequalities can be generalized for the operator

semigroups and corresponding means can be obtained.

Conflict of Interests

The authors declare that there is no conflict of interests.

REFERENCES
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[13] Senka Banić, Sanja Varošanec, Functional inequalities for superquadratic functions, J. Pure Appl. Math. 43

(2008), 717-729.



Noname manuscript No.
(will be inserted by the editor)

Hermite-Hadamard’s Inequality and Cauchy’s
Mean-Operators For Positive C0-Semigroups

Gul I Hina Aslam · Matloob Anwar

Received: date / Accepted: date

Abstract The characteristics of superquadratic mappings are used to obtain the Hermite-
Hadamard’s type inequality for a semigroup of positive linear operators defined on
a Banach lattice algebra. The corresponding mean value theorems, Cauchy’s type
mean-operators and related results are also discussed.

Keywords Hermite-Hadamard type inequalities, Positive semigroup of operators,
Cauchy’s type means, Superquadratic Mappings.

Mathematics Subject Classification (2010) 47D03 · 46B42 · 43A35 · 43A17

1 Introduction and Preliminaries

Due to the vastness of the theory of inequalities and the advancement of the theory of
strongly continuous semigroups of operators, the fusion is exceptionally vital subject
of this span. Recently in [6–9], a new theory of means and inequalities has been intro-
duced on C0-semigroups of continuous linear operators. This article is a contribution
towards this concept.

In this note, we define new means on the C0-semigroup of bounded linear pos-
itive operators defined on a Banach lattice algebra. The intention to generalize the
concept of Cauchy’s type means for operator-semigroups, is not very new. Since in
[9], a Jensen’s type inequality for a semigroup of positive linear operators and a su-
perquadratic mapping, defined on a Banach lattice algebra, is obtained.
The concept of network Banach was introduced to obtain an abstract framework
where one could talk about the order of the elements. Therefore , phenomena related

Gul I Hina Aslam
School of Natural Sciences, National University of Sciences and Technology, Islamabad, Pakistan.
Tel.: +92-334-8511061
E-mail: gulihina@sns.nust.edu.pk

Matloob Anwar
School of Natural Sciences, National University of Sciences and Technology, Islamabad, Pakistan.



2 Gul I Hina Aslam, Matloob Anwar

to the positivity may be generalized. This mechanism was usually studied in differ-
ent types of real-function spaces, e.g. the space C(K) of continuous functions over
a compact topological space K, the Lebesque space L1(µ) or even more generally
the space Lp(µ) constructed over measure space (X ,∑,µ) for 1 ≤ p ≤ ∞. We use
without further explanation, the terminologies as order relation (ordering), ordered
set, supremum, infimum.
In the first place, we will go through the formal definition of a vector lattice.

Definition 1 ([11]) A (real) vector space E equipped with an ordering ≥ so that the
satisfied

O1: f ≤ g implies f +h≤ g+h for all f ,g,h ∈ E,
O2: f ≥ 0 implies λ f ≥ 0 for al f ∈ E and λ ≥ 0,

is called an ordered vector space.

It is easily seen that O1 expresses the translation invariance. It thus implies that the
ordering of an ordered vector space E, is completely determined by the positive part
E+ = { f ∈V : f ≥ 0} of E. In other words, f ≤ g if and only if g− f ∈ E+. In addi-
tion, the other axiom O2 shows that the positive part of E is a convex set and a cone
with vertex 0 (usually called the positive cone of E).
If for two elements f ,g ∈ E, a supremum sup( f ,g) and infumum inf( f ,g) can be de-
fined , ordered vector space E is a vector lattice. It is simple to note that, the existence
of supremum of two elements in an ordered vector space E implies the existence of
supremum of finite number of elements in E. Since f ≥ g means that − f ≤ −g,
therefore the existence of finite infima is promised. Here are some terminologies to
be defined

sup( f ,− f ) = | f | (absolute value of f)
sup( f ,0) = f+ (positive part of f)

sup(− f ,0) = f− (negative part of f).

The Compatibility axiom between the norm and order is given in the following man-
ner;

| f | ≤ |g| implies ‖ f‖ ≤ ‖g‖. (1)

Therefore, the norm defined on a vector lattice is said to be a lattice norm.
Now we are able to define a Banach lattice formally.

Definition 2 – A Banach lattice is a Banach space E equipped with a lattice-norm,
where (E,≤) is a vector lattice.

– If a Banach lattice E satisfies the property that,

f ,g ∈ E+ implies f g ∈ E+,

then E is called a Banach lattice algebra.
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�
A linear mapping L : E → E, is positive (denoted by: L ≥ 0), if L( f ) ∈ E+, for all
f ∈ E+. The set of all positive linear mappings forms a convex cone in the space
L(E) of all linear mappings from E into itself, defining the natural ordering of L(E).
If the absolute value of L exists, it is given by

|L|( f ) = sup{L(g) : |g| ≤ f}, ( f ∈ E+).

Thus L : E→ E is positive if and only if |L( f )| ≤ L(| f |) holds for any f ∈ E.

Lemma 1 ([11], P.249) A bounded linear operator L on a Banach lattice E is a
positive contraction if and only if ‖(L f )+‖ ≤ ‖ f+‖ for all f ∈ E.

�

An operator A on E satisfies the positive minimum principle if for all f ∈ D(A)+ =
D(A)∩E+, g′ ∈ E ′+

〈 f ,g′〉= 0 implies 〈A( f ),g′〉 ≥ 0. (2)

Definition 3 A (one parameter) C0-semigroup (or strongly continuous semigroup) of
operators on a Banach space X is a family {T (t)}t≥0 ⊂ B(X) such that

(i) T (s)T (t) = T (s+ t) for all s, t ∈ R+.
(ii) T(0)=I, the identity operator on X.
(iii) for each fixed f ∈ X , T (t) f → f (with respect to the norm on X) as t→ 0+.

Where B(X) is the space of all bounded linear operators defined on a Banach space
X into itself.

Definition 4 The (infinitesimal) generator of {T (t)}t≥0 is the densely defined closed
linear operator A : X ⊇ D(A)→ R(A)⊆ X such that

D(A) = { f : f ∈ X , lim
t→0+

At f exists in X}

A f = lim
t→0+

At f ( f ∈ D(A))

where, for t > 0,

At f =
[T (t)− I] f

t
( f ∈ X).

For a strongly continuous positive semigroup {T (t)}t≥0 defined on a Banach lattice
E, the positivity of the semigroup is equivalent to

|T (t) f | ≤ T (t)| f |, t ≥ 0, f ∈ E.

Where for positive contraction semigroups {T (t)}t≥0, defined on a Banach lattice E
we have;

‖(T (t) f )+‖ ≤ ‖ f+‖, f or all f ∈ E.
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For detail information we refer to [11], which guarantees the existence of the strongly
continuous positive semigroups and positive contraction semigroups on Banach lat-
tice E. Certain conditions are imposed on the generator , while the most important of
them is that it must still meet (2).

In accordance with the usual definition of power integral means , the power means
for C0-group of operators are defined.

Definition 5 ([6]) Let X be a Banach space and {T (t)}t∈R the C0-group of linear
operators on X . For f ∈ X and t ∈ R, the power mean is defined as follows

Mr(T, f , t) =


{

1
t
∫ t

0 [T (τ)]
r f dτ

}1/r
, r 6= 0

exp[ 1
t
∫ t

0 ln[T (τ)] f dτ], r = 0.

(3)

�
For real and continuous functions φ ,ξ on a closed interval I := [a1,a2], such that
φ ,ξ are differentiable in the interior of I and ξ ′ 6= 0, throughout the interior of I.
The well-known Cauchy mean value theorem guarantees the existence of a number
ε ∈ (a1,a2), such that

φ ′(ε)

ξ ′(ε)
=

φ(a1)−φ(a2)

ξ(a1)−ξ (a2)
.

Now, if the function φ ′

ξ ′ is invertible, then the number ε is unique and

ε :=
(

φ ′

ξ ′

)−1(φ(a1)−φ(a2)

ξ(a1)−ξ (a2)

)
.

The number ε is called Cauchy’s mean value of numbers a1,a2. It is possible to define
such a mean for several variables, in terms of divided difference. Which is given by

ε :=
(

φ n−1

ξ n−1

)−1( [a1,a2, ...,an]φ

[a1,a2, ...,an]ξ

)
.

This mean value was first defined and examined by Leach and Sholander [10]. The
integral representation of Cauchy mean is given by

ε :=
(

φ n−1

ξ n−1

)−1(∫Sn−1
φ n−1(a.s)ds∫

Sn−1
ξ n−1(a.s)ds

)′
,

where Sn−1 := {(s1,s2, ...,sn) : si ≥ 0,1≤ i≤ n, ,∑n−1
i=1 si ≤ 1}, is (n-1) dimensional

simplex, s = (s1,s2, ...,sn),sn = 1−∑
n−1
i=1 si, ds = ds1ds2...dsn and a.s = ∑

n
i=1 siai.

A mean which can be expressed as in the above equation is called Cauchy’s type
mean. The purpose of our work is to introduce new means of Cauchy’s type defined
on a C0-semigroup of positive operators.
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2 Hermite-Hadamard Type Inequality and Corresponding Means

The Hermite-Hadamard type inequality for positive linear functionals is proved in
[5]. In [1], the corresponding mean-value theorems are given, that ultimately lead to
new means of Cauchy’s type.
In this section , we derive the Hermite-Hadamard type inequality for semigroup of
positive linear operators defined on a Banach lattice algebra. We also prove some
generalized mean value theorems and define related Cauchy’s type means.
Throughout the article, E denotes the real Banach lattice algebra, until and unless
stated otherwise.

Definition 6 Let E be a Banach lattice algebra. A mapping ψ : E+→E is superquadratic,
provided that for all g1 ≥ 0 there exists a fixed vector C(g1) such that

ψ( f1)−ψ(g1)−ψ(| f1−g1|)≥C(g1)( f1−g1) (4)

for all f1 ≥ 0.

Theorem 1 Let {T (t)}t≥0 be a strongly continuous positive semigroup of operators
defined on E; then for an integrable superquadratic operator ψ : E+→ E, we have

ψ

[1
t

∫ t

0
[T (τ)] f dτ

]
+

1
t

∫ t

0
ψ

[∣∣∣[T (τ)] f− 1
t

∫ t

0
[T (τ)] f dτ

∣∣∣]dτ ≤ 1
t

∫ t

0
ψ[T (τ)] f dτ, f ∈E+.

(5)

Proof: Let ψ be a superquadratic mapping, then (4) holds for all f ,g∈ E+. Choosing
f1 = [T (τ)] f and g1 =

1
t
∫ t

0 [T (τ)] f dτ in (4) we get

ψ[[T (τ)] f ] ≥ ψ

[1
t

∫ t

0
[T (τ)] f dτ

]
+C
[1

t

∫ t

0
[T (τ)] f dτ

][
[T (τ)] f − 1

t

∫ t

0
[T (τ)] f dτ

]
+ψ

[∣∣∣[T (τ)] f − 1
t

∫ t

0
[T (τ)] f dτ

∣∣∣]
By integrating from 0→ t we obtain;∫ t

0
ψ[[T (τ)] f ]dτ ≥ t.ψ

[1
t

∫ t

0
[T (τ)] f dτ

]
+C
[1

t

∫ t

0
[T (τ)] f dτ

][∫ t

0
[T (τ)] f dτ− t

{1
t

∫ t

0
[T (τ)] f dτ

}]
+
∫ t

0
ψ

[∣∣∣[T (τ)] f − 1
t

∫ t

0
[T (τ)] f dτ

∣∣∣]dτ,

or∫ t

0
ψ[[T (τ)] f ]dτ ≥ t.ψ

[1
t

∫ t

0
[T (τ)] f dτ

]
+
∫ t

0
ψ

[∣∣∣[T (τ)] f − 1
t

∫ t

0
[T (τ)] f dτ

∣∣∣]dτ.

By multiplying 1/t, we finally get the assertion (5).

Definition 7 Let {T (t)}t≥0 be a strongly continuous positive semigroup of operators
defined on E; then for an integrable operator ψ : E+→ E, we define an other operator
Λψ : E+→ E

Λψ :=
1
t

∫ t

0
ψ[T (τ)] f dτ−ψ

[1
t

∫ t

0
[T (τ)] f dτ

]
− 1

t

∫ t

0
ψ

[∣∣∣[T (τ)] f− 1
t

∫ t

0
[T (τ)] f dτ

∣∣∣]dτ, f ∈E+.

(6)
If ψ is continuous superquadratic mapping then by (5), Λψ ≥ 0.



6 Gul I Hina Aslam, Matloob Anwar

�
For simplicity throughout the expressions, we write 1

t
∫ t

0 [T (τ)] f dτ by M1(t).
Therefore, Λψ can be written as;

Λψ :=
1
t

∫ t

0
ψ[T (τ)] f dτ−ψ[M1(t)]−

1
t

∫ t

0
ψ

[∣∣∣[T (τ)] f −M1(t)
∣∣∣]dτ

Below we give an operator analogue of [[2], Lemma 3.1]

Lemma 2 Suppose ψ : E+→ E is continuously differentiable and ψ(0)≤ 0. If ψ ′ is
super-additive or f → ψ ′( f )

f , f ∈ E+, is increasing, then ψ is superquadratic.

�

Lemma 3 Let ψ ∈C2[E+] and k,K ∈ E be such that

k ≤
(

ψ ′( f )
f

)′
=

f ψ ′′( f )−ψ ′( f )
f 2 ≤ K, ∀ f > 0. (7)

Consider the operators ψ1,ψ2 : E+→ E defined as:

ψ1( f ) =
K f 3

3
−ψ( f ), ψ2 = ψ( f )− k f 3

3

Then the mappings f → ψ ′1( f )
f and f → ψ ′2( f )

f are increasing. If also ψi(0)= 0, i= 1,2,
then these are superquadratic mappings.

Proof: By using the inequality (7), it can be easily seen that the mappings f → ψ ′1( f )
f

and f → ψ ′2( f )
f are increasing. Moreover, if ψi(0) = 0, i = 1,2, Lemma (2) implies

these to be superquadratic. �

Theorem 2 Let {T (t)}t≥0 be a strongly continuous positive semigroup of operators
defined on E and ψ ′

f ∈C1(E+) and ψ(0) = 0, then the following inequality holds

Λψ =
ξ ψ ′′(ξ )−ψ ′(ξ )

3ξ 2 {(M3(t))3− (M1(t))3− 1
t

∫ t

0
|T (τ) f −mt |3dτ} (8)

Proof: Suppose the conditions in Lemma 3 holds for all f ∈ E+. Using ψ1 instead of
ψ in (5), we get;

1
t

∫ t

0
ψ[T (τ)] f dτ−ψ[M1(t)]−

1
t

∫ t

0
ψ

[∣∣∣[T (τ)] f −M1(t)
∣∣∣]dτ ≤ K

3
{(M3(t))3− (M1(t))3

−1
t

∫ t

0
|T (τ) f −mt |3dτ}

Similarly, using ψ2 instead of ψ in (5), we get;

1
t

∫ t

0
ψ[T (τ)] f dτ−ψ[M1(t)]−

1
t

∫ t

0
ψ

[∣∣∣[T (τ)] f −M1(t)
∣∣∣]dτ ≥ k

3
{(M3(t))3− (M1(t))3

−1
t

∫ t

0
|T (τ) f −mt |3dτ}

By combining the above two inequalities and using intermediate value theorem [3],
we have existence of ξ ∈ E+ such that (8) holds. �



Hermite-Hadamard’s Inequality and Cauchy’s Mean-Operators For Positive C0-Semigroups 7

Theorem 3 Let {T (t)}t≥0 be a strongly continuous positive semigroup of operators
defined on E and ψ ′

f ,
φ ′

f ∈C1(E+) such that, ψ(0) = φ(0) = 0, we have

Λψ

Λφ

=
ξ ψ ′′(ξ )−ψ ′(ξ )

ξ φ ′′(ξ )−φ ′(ξ )
= F(ξ ), ξ ∈ E+, (9)

provided the denominators do not vanish. If F is invertible, we have the following
new mean;

ξ = F−1
(

Λψ

Λφ

)
, Λφ 6= 0, (10)

Proof: Consider a function Ω = c1ψ− c2φ , where

c1 = Λφ , c2 = Λψ .

Then for f ∈ E+;
Ω ′

f
= c1

ψ ′

f
− c2

φ ′

f
∈C1(E+).

One may calculate that ΛΩ = 0 and using Lemma (3) with ψ = Ω we obtain;

[c1(ξ ψ
′′(ξ )−ψ

′(ξ ))−c2(ξ φ
′′(ξ )−φ

′(ξ ))]
[
(M3(t))3−(M1(t))3− 1

t

∫ t

0
|T (τ) f−mt |3dτ

]
= 0, f ∈E+.

Since ψ = f 3 is superquadratic mapping and {T (t)}t≥0 is semigroup of positive op-
erators, therefore we conclude that

c2

c1
=

ξ ψ ′′(ξ )−ψ ′(ξ )

ξ φ ′′(ξ )−φ ′(ξ )
=

Λψ

Λφ

, ξ ∈ E+,

providing the denominator do not vanish. This completes the proof. �
LetG denotes the set of invertible bounded linear operators H : E → E. For a C0-
semigroup of positive operators {T (t)}t≥0⊂B(E) defined on E and H ∈G, the quasi-
arithmetic mean is given as [6];

M◦H(T, f , t) = H−1
{1

t

∫ t

0
H[T (τ) f ]dτ

}
, f ∈ E+, t ≥ 0. (11)

By ([4], Lemma 1.85), B(E) is closed under composition of operators, therefore the
above expressions exists and M◦H(T, f , t)∈ E. For simplicity, the set of all elements of
G, whose second order derivative (in Gateaux’s sense) exits, is denoted by C2G(E).

Theorem 4 Let {T (t)}t≥0 be a strongly continuous positive semigroup of operators

defined on E and H,F,K ∈C2G(E). Let for f ∈ E+, H◦F−1( f )
f , K◦F−1( f )

f ∈C1(E) with
H ◦F−1(0) = 0 = K ◦F−1(0), then for f ∈ E+

H(M◦H(T, f , t))−H(M◦F(T, f , t))−H(M◦H(F
−1|F [Z(τ) f ]−FM◦F(T, f , t)|, f , t))

K(M◦H(T, f , t))−K(M◦F(T, f , t))−K(M◦K(F−1|F [T (τ) f ]−FM◦T (T, f , t)|, f , t))

=
F(η){H ′′(η)F ′(η)−H ′(η)F ′′(η)−H ′(η)[F ′(η)]2}
F(η){K′′(η)F ′(η)−K′(η)F ′′(η)−K′(η)[F ′(η)]2}

, (12)

holds for some η ∈ E+, provided the denominator do not vanish.
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Proof: By choosing the operators ψ and φ in Theorem 3, such that

ψ = H ◦F−1, φ = K ◦F−1 and T (τ) f = F [T (τ) f ], f ∈ E+,

where H,F,K ∈C2G(E). We find that there exists ξ ∈ E+, such that

H(M◦H(T, f , t))−H(M◦F(T, f , t))−H(M◦H(F
−1|F [T (τ) f ]−FM◦F(T, f , t)|, f , t))

K(M◦H(T, f , t))−K(M◦F(T, f , t))−K(M◦K(F−1|F [T (τ) f ]−FM◦F(T, f , t)|, f , t))

=
ξ{H ′′(F−1ξ )F ′(F−1ξ )−H ′(F−1ξ )F ′′(F−1ξ )−H ′(F−1ξ )[F ′(F−1ξ )]2}

ξ

{
K′′(F−1ξ )F ′(F−1ξ )−K′(F−1ξ )F ′′(F−1ξ )−K′(F−1ξ )[F ′(F−1ξ )]2

} ,
Therefore, by setting F−1(ξ ) = µ , for some µ ∈ E, such that the assertion (12) fol-
lows directly. �

The above theorem allows us to define new means. Set

L(µ) =
F(µ){H ′′(µ)F ′(µ)−H ′(µ)F ′′(µ)−H ′(µ)[F ′(µ)]2}
F(µ){K′′(µ)F ′(µ)−K′(µ)F ′′(µ)−K′(µ)[F ′(µ)]2}

,

and when F ∈ G(E);

µ =L−1
(H(M◦H(T, f , t))−H(M◦F(T, f , t))−H(M◦H(F

−1|F [T (τ) f ]−FM◦F(T, f , t)|, f , t))
K(M◦H(T, f , t))−K(M◦F(T, f , t))−K(M◦K(F−1|F [T (τ) f ]−FM◦F(T, f , t)|, f , t))

)
Remark 1 For (E,‖.‖) a Banach lattice algebra, it follows from Theorem 4 that

m≤
∥∥∥H(M◦H(T, f , t))−H(M◦F(T, f , t))−H(M◦H(F

−1|F [T (τ) f ]−FM◦F(T, f , t)|, f , t))
K(M◦H(T, f , t))−K(M◦F(T, f , t))−K(M◦K(F−1|F [T (τ) f ]−FM◦F(T, f , t)|, f , t))

∥∥∥≤M,

Where m and M are respectively, the minimum and maximum values of∥∥∥F(µ){H ′′(µ)F ′(µ)−H ′(µ)F ′′(µ)−H ′(µ)[F ′(µ)]2}
F(µ){K′′(µ)F ′(µ)−K′(µ)F ′′(µ)−K′(µ)[F ′(µ)]2}

∥∥∥, η ∈ E.

�

Further we prove a significant result which lead us to define the Cauchy’s type means
on C0-group of operators.

Corollary 1 Let all the conditions of Theorem 4 are satisfied. For r,s, l ∈ R+ such
that r 6= l; l 6= 2s, we have

Mr
r (T, f , t)−Mr

s (T, f , t)−Mr
r (|[T (τ) f ]s−Ms

s(T, f , t)| 1s , f , t)

Ml
l (T, f , t)−Ml

s(T, f , t)−Ml
l (|[T (τ) f ]s−Ms

s(T, f , t)| 1s , f , t)
=

r(r−2s)
l(l−2s)

µ
r−l

(13)
where Mr(T, f , t) is defined by (3). The assertion (13) holds for some µ , provided that
the denominators do not vanish.



Hermite-Hadamard’s Inequality and Cauchy’s Mean-Operators For Positive C0-Semigroups 9

Proof: For r,s, l ∈ R+ and f ∈ E+, if we set

H( f ) = f r, F( f ) = f s, K( f ) = f l

in Theorem (4), the assertion in (13) follows directly.

Ultimately we define mean-operators of the Cauchy’s type on C0-semigroup of posi-
tive linear operators defined on Banach lattice algebra E.

Definition 8 Let r,s, l ∈ R+ and {T (t)}t≥0 ⊂ B(E) be a C0-semigroup of positive
operators on a Banach lattice algebra E. Then

M l,s
r (T, f , t)=

( l(l−2s)
r(r−2s)

Mr
r (T, f , t)−Mr

s (T, f , t)−Mr
r (|[T (τ) f ]s−Ms

s(T, f , t)| 1s , f , t)

Ml
l (T, f , t)−Ml

s(T, f , t)−Ml
l (|[T (τ) f ]s−Ms

s(T, f , t)| 1s , f , t)

) 1
r−l

.

(14)
is a mean-operator of the Cauchy’s type on C0-semigroup of positive operators. This
definition is true for all r 6= l 6= s 6= 0 and other cases can be taken as limiting cases.

3 Conclusion

First, we gave a Hermite-Hadamard type inequality for a semigroup of positive linear
operators and a superquadratic mapping, defined on a Banach lattice algebra. A sys-
tematic procedure has been used to prove the corresponding mean value theorems,
which lead us to a new set of mean-operators. These mean-operators are Cauchy’s
type means for the mentioned operators. By following the similar procedure, many
functional inequalities can be generalized for the operator semigroups and corre-
sponding means can be obtained.
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5. S. BANIĆ, S. VAROŠANEC, Functional inequalities for superquadratic functions, Int. J. Pure Appl.
Math. VOL 43, No. 4, 537-549. 2008.

6. G. I H. ASLAM, M. ANWAR, Cauchy Type Means On One-Parameter C0-Group Of Operators, J.
Math. Inequal. Vol. 9, No. 2, 631-639. 2015.

7. G. I H. ASLAM, M. ANWAR, Jessen’s Type Inequality And Exponential Convexity For Operator
Semigroups, J. Inequal. Appl. Article No. 353. 2015.

8. G. I H. ASLAM, M. ANWAR, Application Of Jessen’s Type Inequality For Positive C0-Semigroup Of
Operators, J. Statistical Sci. and Appl., Vol. 3, No. 7-8, 122-129. 2015.



10 Gul I Hina Aslam, Matloob Anwar

9. G. I H. ASLAM, M. ANWAR, About Jensen’s Inequality and Cauchy’s Type Means for Positive C0-
Semigroups, J. Semigroup Theory and Appl., Article 6, 2015.

10. E. LEACH AND M. SHOLANDER, Multi-variable extended mean values, J. Math. Anal. Appl., VOL
104, 390-407. 1984.

11. R. NAGEL (ED.), One-parameter Semigroups of Positive Operators, Lect. Notes in Math., VOL.
1184, Springer-Verlag, 1986.


	Gul I Hina Aslam
	1
	2
	Jessen's type inequality and exponential convexity for positive C0-semigroups
	Abstract
	MSC
	Keywords

	Introduction and preliminaries
	Jessen's type inequality
	Adjoint Jessen's type inequality
	Exponential convexity
	Competing interests
	Authors' contributions
	Acknowledgements
	References


	3
	Definition 3

	4
	5

