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ABSTRACT

Recommender systems (RS) aids in helping endusers by providing suggestions and predict-

ing items of their interest in e-commerce and social media platforms. Sequence of user’s

historical preferences are used by Sequential Recommendation system (SRS) to predict next

user-item interaction. In recent literature, various deep learning methods like CNN and RNN

have shown significant improvements in finding recommendations, however, anticipating fu-

ture item pertaining to user’s past record history is still challenging. With the introduction

of transformer architecture, SRS have gained major performance boost in generating pre-

cise recommendations. Recently proposed models based on transformer architecture predict

next user-item by exploiting item identifiers only. Regardless of the efficacy of these models,

we believe that performance of recommendation models can be improved by adding some

additional descriptive item features along with the item identifiers. This paper proposes a

transformer based SRS that models user behavior sequences, by incorporating auxiliary in-

formation along with item identifiers for producing more accurate recommendations. The

proposed model extends the BERT4Rec model to incorporate auxiliary information by ex-

ploiting the ”Sentence Transformer model” to produce the sentence representations from the

textual features of items. This dense vector representation is then merged with the item rep-

resentations of user. Comprehensive experiments upon various benchmark datasets shows

remarkable improvements when corelating with other similar state-of-the-art models.
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Chapter 1

INTRODUCTION

A powerful recommender system (RS) aims at predicting the user preferences by character-

izing the user intent that are usually dynamic in nature [27, 22, 34]. RS are widely being

used in various online domain like e-commerce (Taobao, AliExpress and Amazon) and on-

line media streaming websites like YouTube, NetFlix and facebook, to mitigate the efforts

by the user in this information overload world [15]. User’s likings are usually not stable and

and keeps on changing with time. This temporal aspect is crucial in acquiring user dynamic

preferences. For the purpose of identifying user intents more precisely, numerous sequen-

tial recommendation techniques have been introduced in recent past that uses users previous

history [49, 47, 19, 53, 54] .

The intention of sequential recommendation (SR) models are basically to first gather the

sequence of past objects in user’s history and then projecting the most relevant and accu-

rate interaction for each user. Traditionally, to model the user preferences in SR, researches

exploits Markov Chain model to anticipate the future item in the sequence [28, 47]. The

emergence of deep learning has resulted in massive number of work has been proposed us-

ing neural networks models like RNNs [41,36] and CNN [45]. The introduction of attention

based Transformers [20], have motivated many researchers to practice and implement the

technique to solve SR related problems. J. McAuley et al first introduced attention based

transformer model(SASRec) to infer the user preferences in SR [53] . Since the model

uses uni-directional attention mechanism for modeling the user sequence, it lacks in learn-

ing the optimal hidden representations of sequential user behavior. F.Sun et al proposed

BERT4Rec which introduces a bi-directional architecture thus learning context from both

directions [54]. Most SR models including SASRec and BERT4Rec consider only implicit

or explicit feedback based on item identifier for next item recommendation thus ignoring

auxiliary data (textual descriptions, keywords, reviews etc). By incorporating additional in-

formation, prediction accuracy of next items can be increased. KeBERT4Rec [62] integrates

keywords along with the item identifier in BERT4Rec model by concatenating the keyword
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representation with item and its positional representations. However, this model uses one-hot

encoding technique to generate the keyword vector, thus neglecting the contextual meaning

of keywords. Another model, FDSA [61] utilizes the attribute information by applying a sep-

arate self-attention block for item in the user history as well as for the features. Although,

these sequential recommendation models show significant performance gain, however, they

do not exploit contextual features to generate meaningful representations.

We anticipate that incorporating auxiliary information in RS model will boost the rec-

ommendations especially under sparse conditions with low user-item interaction records.

Therefore, with this aim of integrating auxiliary information, we present a modification of

BERT4Rec model with added auxiliary information. Since the auxiliary information about

the items are in sentences form, to generate the contextualized sentence embedding of that,

we use Sentence-BERT [44] model and adding with the item-identifiers.

1.1 Problem Statement

Predicting the next item based on the user’s interaction is very defying for SRS. With the in-

troduction of transformer and BERT, SRS gained a major advancement because of the much

precise recommendations. Several models have been proposed in the literature with the in-

tent of precise and effective predictions to reduce the issues of sparsity and feature extraction.

However, most of the proposed model lacks the auxilliary feature extraction. In this thesis,

a Transformer based SRS is proposed to anticipate the upcoming item in the user interaction

by using the contextual data information. The addition of some additional descriptive item

features alongwith the item identifiers can enhance the performance of recommendations

models.

1.2 Objectives

Objectives of the thesis work are:

• To build an efficient and accurate transformer based sequential recommendation sys-

tem embedded with item rich features.

• Compare the suggested model with baseline models and recently developed state-of-

the-art technique.

• To improve predictions accuracy in sequential recommender systems.
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1.3 Research Contributions

The main contribution of this paper is to proposes a transformer based SRS that models user

behavior sequences, by incorporating auxilliary information along with item identifiers for

producing more accurate recommendations. These are summarized as below.

• introduce a model to incorporate the auxiliary information into the user behavior

sequences using Masked Language Model (Close Objective Task) and bidirectional

transformers.

• preparation of datasets to include the textual descriptions of items as auxiliary infor-

mation along with the item identifier.

• generation of dense vector representations of item description by employing pre-

trained sentence-BERT.

• model evaluation and performance comparison with existing state-of-the-art.

1.4 Areas of Application

The use of feature rich recommendation system will be beneficial for many online organiza-

tions. It will also improve the recommendations provided to their customers. A user-friendly

sequential RS suggest the next course of action to the user based upon the previous inter-

action. In e-commerce industry, the customer will be recommended the next most relevant

item. Thus, enhancing the organization’s business by introducing feature integrated sequen-

tial recommendation systems. The majors application areas are as follows.

• Online Shopping e.g. Amazon, Alibaba

• Movies and TV shows recommendations e.g. Youtube, NetFlix

• Music recommendation e.g. Spotify, SoundCloud

• Finance Domain e.g. next investment recommendations

• Health care Domain e.g. next diagnosis/ follow up recommendations

A brief overview of the model is explained below. Detailed description is explained in later

chapters. The proposed model is a deep learning based technique for sequential recommen-

dations that incorporates the auxilliary information for predicting the next item in the user
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sequence. The model is developed based upon Transformer architecture. Before passing

the sequence of items to the proposed model, the auxilliary information e.g. description,

overview, movieplots of these items are gathered and contextualized embeddings of these

features are extracted through Sentence-BERT, pretrained model. These auxilliary informa-

tion is the textual description of the items in the form of sentences that are processed to

extract the contextual dense feature representation which are then passed to the embedding

layer where they are contcatenated with the item’s embeddings and positional embeddings,

to cater for the sequential behavior of the items. The concatenated embedding of sequence of

items is then process through stack of Transformer layer from [20]. After processing through

all layers, a final learned hidden representation is projected at output layer that contemplated

the future item recommendation for a user.

1.5 Thesis Outline

This thesis is divided into five chapters:

• Chapter 1: This chapter contains introduction, objectives and the contributions made

in this thesis. It also contains brief overview of the proposed model.

• Chapter 2: In this chapter, review of literature and background is given along with

brief description of existing technique and quantitative measures used in this report.

• Chapter 3: In this chapter, our proposed Transformer based Sequential Recommender

System is presented along with the introduction of the embedding technique being

used in the proposed model is also explained.

• Chapter 4: This chapter discusses the experiment detail and analysis of the results by

comparing with baseline models along with the brief explaination of the evaluation

mer=trics being used to evaluate the model are also highlighted.

• Chapter 5: This chapter conclude the report and proposed the future work.
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Chapter 2

PRELIMINARIES

2.1 Recommendation System

Recommender systems or Recommendation system (RS) is a tool and techniques that helps

the users by providing suggestions and predicting items of their interest [1]. These days,

RS are playing an important role in the very field especially in the field of education, e-

commerce, social media, news, the roles of RS in both academia and industries cannot be

neglected. RS are also being used by numerous media industries for the purpose of promo-

tions and recommending movies and videos that are of more user interests [2].

The exponential growth of data in this time period aka big data era is one of the biggest

reason of giving recommender system that much of importance. Since the internet is inun-

dated with lots of unwanted information, recommendation systems is the only way of getting

the right and meaningful data efficiently. Hence, there is an immense need to understand and

consider the importance of recommendation system [3].

Figure 2.1: Recommender System

Deep learning (DL), field of machine learning, has appeared to be a most viable solution

in which features in users and items are fetched and modelled automatically from a large

amount of information/ data in RS [4]. Doing so, improves the quality of recommendation
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and also reduces the manual work. Moreover, in DL, we have the flexibility to model DL

based RS by combining its different DL techniques, thus hybrid RS can also be modelled

to enhance the performance and prediction quality. Such DL category of systems are very

intelligent as predicting preference of an item that a user would like to give it as shown in

Fig 2.1

2.2 Traditional Recommender System

The RSs are basically the software methods or approaches that evaluate the user preferences

and the predicts the next or most likely user item of their interest [5]. These decision making

systems are widely being used in the real world in the field of different decision making pro-

cesses in the real world applications such as entertainment, health, e-commerce and social

networks. RS can also be considered as a information filtering system that uses information

filtering strategies to handle user mapping with item [7]. Numerous approaches that differ-

entiate RS techniques have been developed depending on the knowledge that they utilize and

arrange according to the recommendation made by those techniques. Three basic techniques

which are being recommended and classified by the many authors collaborative filtering CF,

content based CB and Hybrid recommender. Broader structure and classification of tradi-

tional recommendation system is depicted in Fig 2.2

Figure 2.2: Classification of Traditional Recommender System
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2.2.1 Collaborating Filtering

Collaborative Filtering, CF makes the recommendation relying on the previous interactions

of user-item with the user having similar preferences [8]. CF is the most extensively used

methods in the RS [9]. CF is also known as social filtering, as it filter the information through

analysing recommendations of peoples in a community. It is working on concept that a users,

previously agreed in certain evaluation of their items would also agree again in the future

as well. Thus CF is working on the past experiences of user-user, item-item and user-item

relationship. CF is classified into two major types, memory based CF and model based CF.

Memory based CF methods learns the full user-item matrix and then use this learned

matrix to find the similarity [10]. It is further grouped into user-based CF and item-based

CF. Model Based CF methods constructs a model that observes the user-item interactions

and predicts the similar item.

2.2.2 Content-Based Filtering

Content-based Filtering (CBF) is an algorithm that generates predictions by focusing mainly

on the user characteristics [11]. Content-based filtering technique is used by many recom-

mender system which exploits content of the item to generate features to calculate users

profiles of each user and content of new product is compared with to content of items that a

user has liked in the past and top matched products are recommended to users as shown in

Figure 2.3. We can say it a domain-dependent technique. The CBF methods is mainly used

Figure 2.3: Content Based Recommender System

for recommending news and other documents like magazines. web mining, and journals.

In CBF method, recommendations are made based on the user profiles that are generated

depending upon the features and attributes i.e. contents of the item which the user has acted
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(likes/ dislikes, clicks/ views etc) upon in past [12]. To generate a significant recommenda-

tion, different types of algorithms are used to find the similarity among the documents or the

items such as TF/IDF , decision tree and Naive Bayesian Classifier are the most popular.

2.2.3 Hybrid Recommendation System

In hybrid RS, both the approaches i.e. CF and CBF are integrated with each other to build a

strong RS. The crux of the hybrid Rs is that we can improve the quality of recommendation

by combining both CB and CBF techniques. Moreover, integrating different methods can

also overcome the disadvantages of single method. Authors have proposed different methods

for hybrid RS like Aslanian et al. has proposed feature augmentation and feature combina-

tion method [12] . Another paper has suggested the cascading and switching method [13].

The taxonomy of hybrid filtering is shown in Figure 2.4

Figure 2.4: Hybrid Recommender System

2.3 Sequential Recommender

Sequential recommender is a kind of RS exploiting the user interaction sequences to infer

the successive item [16]. The aim of SR is to recommend future product by considering

historical behavior of users, also known as next item prediction. Earlier, the SRS were

introduced using Markov Chains (MC) models for capturing sequential patterns from the

user historical preferences [29, 28, 32]. The next item preferred by the users are predicted

depending upon the last item, thus interpreting only the adjoining sequential behavior.

8



Recurrent Neural Network (RNN) based models exploiting GRU [48, 41] along with

LSTM [23] have showed substantial performance gain for SR [43, 25, 26, 36, 41, 57, 42].

RNNs enforce rigid sequential patterns for encoding user preferences for making predic-

tions. Besides RNN, a number of Convulational Neural Network (CNN) [58, 59] based RS

have also been introduced that also target problems related to the sequential recommenda-

tion. For example, Tang and Wang et al [45] exploit CNN for capturing local sequential

features using more recent behaviors.

Recently, attention mechanism [20] based sequential recommendation models have shown

extraordinary performance in the domain of text classification [55], image captioning [38]

and machine translation [46]. Some other attention based model [60,53,54] have also shown

exceptional results in modelling sequetial information. These sequential recommendation

techniques exploit the item identifiers for next item recommendation. Models proposed

by [61, 62, 35, 33] incorporate additional information for the prediction of successive item.

A feature level deeper self attentive model [61] introduced by T. Zhang et al exploits seg-

regated attention blocks for items and their associated features for the purpose of next item

prediction. [35] proposed S3̂Rec, a self supervised sequential recommendation model that

utilized the attribute data of item to learn the correlation among them. KeBERT4Rec [62]

leverages the keyword by integrating them with item identifier for the prediction of next item

in sequence. However, keywords representations are not extracted through any of the contex-

tual embedding technique, thus losing the context meanings. GRU4RecBE, an extension of

GRU4Rec [41] model uses the rich item features embedding generated through pre-trained

BERT and processed through the GRU-RNN layer [33].

2.4 Transformer - Attention Block

Transformers, primarily modeled for natural language processing, have shown revolutionary

impact in the field of sequential recommendations [16]. For modeling the sequential data,

only the encoder part of the Transformer is used that aims at mapping the sequence of items

that represents the user interaction history into the sequence of vector representations [20].

Using Transformer in SR, a sequence of items are passed as input that is encoded through

embedding layer followed by concatenating with the positional embedding (vector represen-

tations that learns the item’s placement in the sequential order) and processed via Attention
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block layer, Transformer. A single Transformer attention block comprising of two seperate

and independent sublayers. One is ”multi-head self attention” layer in which the input rep-

resentation is interacted and computed within itself. The output of this layer is feeded as in

input to the ”position-wise feed forward” layer of Trasformer that utilizaes weight during

the training of model.

SASRec and BERT4Rec exploits the item identifiers for modelling the user interaction.

KeBERT4Rec uses keywords along with item identifiers for next item prediction. However,

keywords representations are not extracted through any of the contextual embedding tech-

nique, thus losing the context meanings. Proposed model incorporates the auxiliary informa-

tion along with the item identifiers and constructs the embedding using Sentence BERT [44]

embedding technique to capture the contextualized representations, thus enhancing the item

recommendation and prediction accuracy.

Summary

In this chapter, a broad background to recommender systems is explained. Different types

of recommender systems along with existing research is also presented. Furthermore, a

brief introduction to sequential recommendation and its relevant studies are explored. What

challenges a sequential recommender system has to cater for is also included. in the end,

Tranformer that is attention based architecture is also intrduced and relevant literature review

incorporating transformer based Recommendation system is also highlighted in this chapter.
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Chapter 3

CONTEXTUAL SEQUENTIAL RECOMMENDATION SYSTEM

3.1 Contextual Sequential Recommendation System

In this section, the proposed framework ”Contextual Sequential Recommendation System”

is illustrated. Proposed model is developed based upon Transformer architecture that adapted

the deep bidirectional BERT model for SR prediction task. Proposed model architecture is

illustrated in Figure 3.1. Before passing the sequence of items to the model proposed, the

auxiliary features of these items are taken as input to the Sentence-BERT. This auxiliary

information is the textual description of the items in the form of sentences that are processed

to extract the contextual dense feature representation and stored in a matrix PE. These dense

embedding are extracted prior to training phase to reduce the model training time.

Figure 3.1: Model Architecture of Contextual Sequential RS
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Before passing the sequence of items to the model proposed, the auxiliary features of

these items are taken as input to the Sentence-BERT. This auxiliary information is the textual

description of the items in the form of sentences that are processed to extract the contextual

dense feature representation and stored in a matrix PE. These dense embedding are extracted

prior to training phase to reduce the model training time.

Subsequently, during the training of a sequence of items, the auxiliary information’s em-

bedding of items in the sequence are extracted from PE as shown in Figure 3.1 and re-

sized to match the dimensionality according to the given batch size. These embedding are

then passed to the embedding layer where they are concatenated with the item’s embedding

and positional embedding presenting the sequential behavior of the items. This resultant

concatenated item’s representations of sequence are then processed through stack of Trans-

former layer from [20] where hidden features for each item are calculated simultaneously

at each layer. Only the encoder part of Transformer is used to compute the hidden rep-

resentation using self attention mechanism for each item. These layers share information

bidirectionally across each position in hierarchical manner. After processing through all

layers, a final learned hidden representation is projected at output layer that contemplated

the future item recommendation for a user. Numerous Experiments performed using three

benchmark datasets including movielens-1m, movielens-20m and Amazon Beauty to prove

the effectiveness of the proposed model. The layers of proposed model are assembled using

embedding layer, transformer layer and the output layer.

3.1.1 Mathematical Formulation of Proposed Model

Let set of users be shown mathematically as U = {u1, u2, u3, ......, u|U|} M = {m1, m2,

m3, ......, m|M|} be the set of items. For each item, there is some item description (auxiliary

information) that is in textual form denoted as T D = {des1, des2, des3, ......, des|M|}. The

items of user interacted by in the sequence be S in historical order of a user u is denoted as

S = {m1, m2, m3, ......, mn} where mn is the sequence of items from M, the user has acted

upon previously. Given the sequence history S, the objective of the SRS is to anticipate the

future item mn+1 a user will reach out to as

P(mn+1 = m|S)
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3.1.2 Embedding Layer

The recommendation model in [54] make use of the positional embeddings along with the

item identifier embedding to maintain the sequence of the items, thus memorizing the se-

quential order of the input. However, the pair alone does not describe the contextual repre-

sentation of the input and hence dose not recommend contextually especially under sparse

conditions with low user-item interaction records. To overcome this limitation, the propose

model incorporates additional auxiliary information based on contextualized description of

items. The proposed model utilizes the Sentence-BERT [44] for capturing contextual rep-

resentation of the item descriptions. The architecture of Sentence-BERT for extracting sen-

tence embedding is depicted in Figure 3.2. Sentence-BERT works in two layer. First, it

Figure 3.2: Design Architecture of Sentence-BERT

utilizes BERT to generate word/ token embedding. Input in the form of sentences or text

of various length is injected to the selected SBERT model, that generates contextualized

word embedding for all input tokens in the sentence. Secondly, these word embedding are

passed through a pooling layer to generate a fixed-sized vector representation. Among var-

ious pooling options available, sentence-BERT utilizes the mean pooling in which mean of

all contextualized token embedding is calculated to produce a fixed dimensional output em-

bedding vector. Given the item descriptions of various length of all items, {T D} as input,

the model produces 384 dimensional densed vector representation {EmbT D} as in equa-

tion 3.1 These 384 dimensional embedding are stored in a matrix and used along with the

item identifier and position embedding to produce information rich vector representations as
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shown in equation 3.2.

{T D} Sentence−BERT−−−−−−−−−−→ {EmbT D} (3.1)

In the proposed model, d dimensional embedding layer is constructed by summing up the

item identifier embedding, the position embedding and the additional auxiliary information

(item description) extracted from {EmbT D}. Thus, for a given item mi, the input embed-

ding matrix EM is formulated by adding the corresponding item embedding Em , position

embedding Epos and textual description embedding Edes as:

EMm = Em + Epos + Edes (3.2)

3.1.3 Transformer Layer

The summed embedding EM becomes the input to the transformer layer that iteratively

calculates the hidden representations of each item at each layer. The structure of transformer

layer or simply the encoder layer is build using the ”multi-head attention” technique. The

layer piles up multiple encoder blocks [20] each consisting of ”Multi-Head Self Attention,

MHSA Layer” and a second layer that follows MHSA is the ”Position-wise Feed Forward

Network Layer”. Given that E0 = [EM0
0, EM0

1, ....EM0
t ] depict the dense vector embedding

of the user sequence to the transformer, multi head self attention layer, MHSA is defined

as:

MHSA(E l) = [h1;h2; ....hh]W
0 (3.3)

hi = Attn(E lWQ
i , E lWK

i , E lW V
i ) (3.4)

where WQ
i , WK

i and W V
i ∈ Rdxd/h are the three learnable projection weight matrices and

W 0
i ∈ Rdxd. E lWQ

i , E lWK
i , E lW V

i are the three linear transformation of input vecor rep-

resentation E ′ for Query, Key and Value (Q,K,V) vectors. A function known as scale dot

product has been used here as [20]:

Attn(Q,K, V ) = σ

(
QKT√
d/h

)
V (3.5)

where the Query, Key and Value matrices are denoted by Q, K, V respectively and σ being

the softmax function. Let MHSA at the lth layer be Si. Since, the MHSA block is based on
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linear projections, thus, the non-linearity to the MHSA is empowered by applying position-

wise feed-forward network layer, PFN on all MHSA(Si) separately.

PFN = [FNL(Sl
1)

T , FNL(Sl
2)

T ......FNL(Sl
n)

T ] (3.6)

FN(Si) = GELU
(
SiW

(1) + b(1)
)
W (2) + b(2) (3.7)

A smoother GELU activation function is used inline with BERT [19] and OpenAI GPT [21].

GELU is calculated as xϕ(x). W (1), b(1),W (2), and b(2) are all hyper-parameters communi-

cated at all layers. Complexity of the model is reduced using residual connection at each

sub layer. Dropout is applied followed by layer Normalization, LNorm. Thus, the sublayer

output at each level is LNorm(x +Dropout(sublayer(x))). Input at each layer is denoted

by x in the LNorm and represented as:

E l = Trm
(
E l−1

)
, ∀i ∈ [1, 2, ...L] (3.8)

Trm(E l−1) = LNorm

(
Sl−1
i +Dropout

(
PFN(Sl−1

i )
))

(3.9)

Sl−1
i = LNorm

(
E l−1 +Dropout

(
MHSA(E l−1)

))
(3.10)

3.1.4 Output Layer

After passing through L layers and shared representations bidirectionally over each position

in hierarchical manner, a final learned hidden representation EL is projected at output layer

for all input item sequences. Considering the last item mn in the sequence is masked, mn

is anticipated using embedding sequence EL that is depicted in Figure 3.1. The encoder

Transformer’s last layer applies linear transformation twice followed by softmax function is

used to predict the masked item.

P (m) = softamx
(
GELU

(
EL
t W

P + bP
)
EMT + bO

)
(3.11)

where bP and bO are the bias at projection layer and W P is the projection matrix. EMT is the

item embedding matrix comprising of item identifier, positional and auxiliary information

embedding. Here, shared item embedding is applied to minimize model size and relieve

over-fitting.
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Chapter 4

EXPERIMENTAL RESULT AND ANALYSIS

4.1 EXPERIMENTS

The present part of the paper elaborates the datasets used in the proposed model and their

preparation followed by experiment setup, evaluation metrics and performance comparison.

4.1.1 Datasets Pre-processing

Performance of proposed model is demonstrated through experiments carried out on three

benchmark datasets including movielens-1m , movieLens-20m (ml-1m1 and ml-20m2)and

Amazon-Beauty3 is described below:

• MovieLens: A well-known dataset most commonly used for evaluating the perfor-

mance of SRS. MovieLens ratings dataset contains the user id, item id (IDs of the

movies from ”movies” table), ratings and timestamp for movie ratings from each user.

The auxiliary information (movie plot summary) for MovieLens is extracted through

IMDbPY4 using the ImdbId unique identifier, thus, making it information rich dataset.

• Amazon - Beauty: It is a set of dataset comprising of reviews of a number of prod-

ucts extracted from ”Amazon.com”. The data is split into multiple datasets based

upon product categories on Amazon. In our experiments, ”Beauty” category is chosen

that has a ”rating” and a ”meta” file. To incorporate the auxiliary information in the

”rating” dataset, ”description” of each product is extracted from the ”meta” dataset.

The following Table 4.1 summarizes the dataset statistics.

4.1.2 Evaluation Metrics

To measure the overall SR behavior, widely used leave-one-out strategy [53, 54, 62] is em-

ployed. The user sequence of all users is split into three part to train the model. The final

1https://grouplens.org/datasets/movielens-1m/
21https://grouplens.org/datasets/movielens-20m/
33http:/jmcauley.ucsd.edu/data/amazon/
4https://imdbpy.github.io/
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Table 4.1: Datasets statistics.
Benchmark Dataset Users Count Items Count interactions Count Sparsity
MovieLens-1m 6,040 3,706 1.0m 95.16%
MovieLens-20m 138,493 26,744 20.0m 95.53%
Beauty 22,363 12,101 0.2m 99.93%

item being used for testing, the penultimate item has been earmarked for validation, and the

remaining interaction in the user preferences are utilized for training. For fair assessment,

commonly used sampling practice [53, 54, 62] i.e. the ground truth object is coupled item

with 100 negative items in test set based on how popular they are.

For evaluating all methods, ’Normalized Discounted Cumulative Gain’ (NDCG), ’Hit Ra-

tio’ (HR) and ’mean reciprocal rank’ (MRR) are calculated. Higher values of these metrics

depicts how better the recommendation performance is. Hit Ratio (HR) is used for measuring

the ranking accuracy by comparing the test item set (T) with the ranked list. Mathematically

it is expressed as:

H@K =
NumberofHits@K

|T |
(4.1)

Hit ratio is denoted as H@K calculates the number of hits in a K-sized list. A hit occurs

if the item tested is available in ranked list. Whereas the relative position of that item is

assessed using NDCG in the ranked list . It assigns higher scores if the item is present at top

position in ist. Mathematically it is evaluated by folllowing formula:

G@K = NK

K∑
j=1

2zj − 1

log2(j + 1)
(4.2)

where NK is the normalizer and zj being the item’s graded relevance at position j. We

compute both the metrics of every test user items and then take their mean.

4.1.3 Baselines

For performance comparisons, we consider the following methods.

• BPR-MF [18]: This model is the first one that uses the Bayesian personalized ranking

loss for the optimization of matrix factorization (MF).

• NCF [31]: This model utilizes MLP for capturing the item sequence interacted by user

instead of using inner product in MF.
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• FPMC [47]: Sums up both MF and MC to encapsulate the long-term user interaction.

• GRU4Rec [41]: It models the user click sequences using RNN-GRU for session based

recommendation.

• SASRec [53]: It is a unidirectional (left-to-right) self attentive model for next item

prediction.

• BERT4Rec [54]: This top of the line model uses bidirectional self attentive blocks

and Cloze [40] masking for the recommendation task.

• KeBERT4Rec [62]: This model extends BERT4Rec [54] by integrating keywords as

additional input layer.

4.1.4 Implementation Details

The proposed model is trained on machine having 16 GB RAM and NVIDIA GTX 3080Ti

(11GB). The training of proposed model is done using Adam Optimizer [24] and having

the initial lr and weight decay of 0.001 and 0.01 respectively. The hidden dimension is set

to 128, dropout to 0.1 and 200 value used for maximum sequence length for MovieLens

datasets and 50 value for Amazon Beauty. The masking probability of 0.15 is set for ML-

20m and ML-1m. A 256 of batch size is used to traing the proposed model.

We cited the results from the author at [54] for BPR-MF, NCF, FPMC, GRU4Rec,

BERT4Rec . For SASRec5, KeBERT4Rec6, the code provided by the corresponding authors

were executed. The optimized settings for hyperparameter values are used for all baseline

models. The hidden dimensionality is tested from {64,128,256}, dropout from {0.1-0.9}, l2

regularizer from {0-0.0001}.

4.1.5 Comprehensive Performance Analysis

Table 4.2 presents the optimized outcomes of each baseline models on benchmark datasets.

The final column displays how the proposed model performs in comparison to the best base-

line. The results of G@1 corresponding to all baseline is ignored since in our experiments,

it is same as H@1. It is evident from table 4.2 that outcomes of all the sequential mod-

els like GRU4Rec, BERT4Rec, SASRec etc outperformed the non-sequential models like
5https://github.con/kang205/SASRec
6https://github.com/elisabethfischer/KeBERT4Rec
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Table 4.2: Comprehensive performance analysis of proposed model with referenced models
for next item recommendations. The highest scores are shown in bold, while the 2nd place
scores are underlined.

Datasets Eval Met BPR-MF NCF FPMC GRU4Rec SASRec BERT4Rec KeBERT4Rec Ours Improv

ML-1m

H@1 0.0914 0.0397 0.1386 0.1583 0.2351 0.2863 0.2615 0.3672 24.73%
H@5 0.2866 0.1932 0.4297 0.4673 0.5434 0.5876 0.5873 0.6690 12.36%
H@10 0.4301 0.3477 0.5946 0.6207 0.6629 0.6970 0.7651 0.7761 1.44%
G@5 0.1903 0.1146 0.2885 0.3196 0.3980 0.4454 0.5134 0.5287 2.98%
G@10 0.2365 0.1640 0.3439 0.3627 0.4368 0.4818 0.5488 0.5633 2.64%
MRR 0.2009 0.1358 0.2891 0.3041 0.3790 0.4254 0.4322 0.4484 3.70%

ML-20m

H@1 0.0553 0.0231 0.1079 0.1459 0.2544 0.3440 0.5420 0.6512 20.15%
H@5 0.2128 0.1358 0.3601 0.4657 0.5727 0.6325 0.8770 0.9863 12.46%
H@10 0.3538 0.2922 0.5201 0.5844 0.7136 0.7473 0.9450 0.9981 5.62%
G@5 0.1332 0.0771 0.2239 0.3091 0.4208 0.4967 0.7250 0.7687 6.03%
G@10 0.1786 0.1271 0.2895 0.3637 0.4665 0.5340 0.7470 0.8237 10.27%
MRR 0.1503 0.1072 0.2273 0.2967 0.4026 0.4785 0.4813 0.5384 11.86%

Beauty

H@1 0.0415 0.407 0.0435 0.0402 0.0906 0.0953 0.1846 0.2036 10.29%
H@5 0.1209 0.1305 0.1387 0.1315 0.1934 0.2207 0.3751 0.3884 3.55%
H@10 0.1992 0.2142 0.2401 0.2343 0.2653 0.3025 0.4753 0.5321 11.95%
G@5 0.0814 0.855 0.0902 0.0812 0.1436 0.1599 0.2841 0.3261 14.78%
G@10 0.1064 0.1124 0.1211 0.1074 0.1633 0.1862 0.3164 0.3394 7.27%
MRR 0.1006 0.1043 0.1056 0.1056 0.1536 0.1701 0.2353 0.2517 6.97%

BPR-MC and NCF. The advantage of FPMC over BPR-MC is that it sequentially models

users’ previous records. From this observation, the importance of taking sequential pattern

in consideration for recommendation systems can be ascertained.

Comparing the sequential baseline models, SASRec model outperforms GRU4Rec and

FPMC on all benchmark datasets. This observation demonstrate that use of transformer

based self attention models are more accurate than using traditional mechanisms. However,

SASRec performance fall behind as compare to BERT4Rec which depicts that bidirectional

model like BERT4Rec is more powerful as compared to unidirectional model like SASRec.

Furthermore, KeBERT4Rec perform better than BERT4Rec suggesting that incorporating

some kind of side information along with item can improve the recommender’s performance.

In accordance with the results, on the three benchmark datasets, our proposed model

clearly outperforms all baseline methods. The proposed model gains an average improve-

ment of 6.34% on ’H@10’, 6.72% on ’G@10’ and 7.51% on ’MRR’ as compared to the best

baselines.

4.1.6 Impact of Integrating Auxiliary Information

To visualize the impact of using side information along with item identifier, the proposed

model is initially trained by excluding the side information. The results are compared with
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Table 4.3: Analysis on the incorporation of auxiliary information

Model
Beauty ML-1m

H@10 G@10 MRR H@10 G@10 MRR
BERT4Rec 0.3025 0.1862 0.1701 0.6970 0.4818 0.4254
Ours (without side Info) 0.3321 0.1922 0.1653 0.7023 0.4953 0.4308
Ours (with side Info) 0.4631 0.3120 0.2581 0.7761 0.5633 0.4484

the proposed model by integrating side information. It is evident from the results that aux-

iliary information can enhance the productivity of SR system. Only the results on ml-1m

and beauty dataset with batch size 128 are reported here in 4.3 due to space limitations

which clearly depicts that excluding the side information from proposed model degrades the

performance.

Figure 4.1: hidden dimensionality,d impact on NDCG@10 and HR@10 for baseline SR
models.

4.1.7 Evaluating Effect of ”hidden dimensionality” d

The hidden dimensionality d has a great impact on the performance of recommendation

system that is studied in this section. Figure 4.1 exhibits the values of H@10 and G@10

on different baseline sequential model by varying hidden dimensionality d ranges between

16,32,64,128,256. The emaining of the hyperparameters are constant and kept to their opti-

mal values. It is obvious that with the increase of dimensionality, the graph of each model

converges. However, improved model performance is not always achieved with bigger value
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of hidden dimensionality, particularly on sparse datasets such as Beauty.

Ml-1m

Metric With One Hot Encoding Using Sentence-transformer
H@1 0.3502 0.3672
H@5 0.6563 0.6690
H@10 0.7651 0.7761
G@5 0.5134 0.5287
G@10 0.5488 0.5633
MRR 0.4322 0.4484

Beauty

H@1 0.1897 0.2038
H@5 0.3432 0.3884
H@10 0.4983 0.5321
G@5 0.3079 0.3261
G@10 0.3187 0.3394
MRR 0.2263 0.2517

Table 4.4: Impact of Using Contextual Embedding Technique

4.1.8 Ablation Study

Finally, to visualize the impact of incorporating auxiliary information, some ablation exper-

iments were conducted. Sentence-Transformer is used to train the proposed model which

is a pre-trained model for generating embeddings of item’s side information. However, the

KeBERT4Rec model is trained using one of its one hot encoding technique to generate the

embedding. To analyze the impact of using contextual embedding instead of traditional

techniques, the proposed model is tested using one hot encoding techniques to generate tex-

tual embedding. As depicted in 4.4, the results of proposed model on ml-1m and beauty

datasets, using sentence-transformer, a contextual embedding technique for the generation

of meaningful dense vector representations outperforms all other non-contextual methods

like word2vec, doc2vec etc to generate embedding. This also emphasize the use of mean-

ingful and context embedding generating technique for model training to produce relevant

results.
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Chapter 5

CONCLUSION AND FUTURE WORK DIRECTIONS

5.1 CONCLUSION

Self Attention and Transformer based recommendation system have proven to be more pre-

cise and accurate as compared to traditional RS. In this paper, a transformer based sequential

RS have been proposed that enhances recommendation accuracy by incorporating contextual

auxiliary information of items in a sequence. To generate the embedding of auxiliary infor-

mation, a contextual based pre-trained model sentence-transformer is adopted. This model

has the capability to generate meaningful embedding for a textual information. Comprehen-

sive experiments on various datasets shows remarkable improvements as compared to top of

the line models.
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