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Abstract 
 
 
 

 

Analyzing attention enables educators to assess student engagement and enhance 

learning experiences. It provides valuable insights for optimizing teaching and 

managing classroom behavior. Several techniques have been proposed to analyze 

attention and provide feedback to the instructor for effective learning. These include 

intrusive and non-intrusive techniques which utilize EEG headsets, eye trackers, 

Kinect sensors, cameras, non-verbal cues etc. Intrusive techniques provide accurate 

results only for controlled environments prioritizing precise measurements. Moreover, 

they cause discomfort to the subjects involved. Whereas non-intrusive techniques 

using non-verbal features do not cause any discomfort to the user and can be used in 

any environment. However, none of the studies so far have addressed all non-verbal 

features simultaneously. This paper presents a multimodal architecture which 

integrates all non-verbal features including headpose orientation, body posture 

estimation, emotion detection and Eye Aspect Ratio (EAR) calculation to analyze 

attention. A deep learning model has been trained on the Facial Expression 

Recognition Plus (FERPlus) dataset with 94% accuracy. We used Euler angles to 

determine the head pose which includes up, down, left, right and forward directions. 

Further EAR is calculated for both eyes using eye key points and Euclidean distance 

which shows the opening and closing state of the eyes. Finally estimated the body 

pose of the student by training an SVM model & body key points which include 

shoulders, elbows, and wrists. The combined result of all these features is displayed in 

the form of a graph which reflects the level of attentiveness of the students to the 

teacher in real-time. This system can assist the teacher in addressing concerns such as 

poor academic performance, disengagement from studies, and high dropout rates 

among students. 

 
 
 
 

 

Key Words: Attention Analysis; Engagement; Non-Verbal Skills; Effective Learning; 
 

Multimodal Architecture. 
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CHAPTER 1 
 

 

INTRODUCTION 
 

 

The growing importance of Human-Computer Interaction and the widespread 

integration of smart devices in various aspects of our lives have underscored the need 

for smart devices to possess human-like abilities. In the realm of education, 

technological advancements have facilitated greater accessibility, interest, and 

interactivity, transforming traditional classrooms into dynamic digital learning 

environments. This shift has brought forth opportunities to enhance auditory, visual, 

logical, physical, and verbal learning, among other modalities. It is widely 

acknowledged that the integration of technology in educational settings is crucial as 

technology continues to shape and influence student learning experiences. 
 

With the advent of machine learning, computer vision, and artificial 

intelligence, the landscape of technology has witnessed remarkable transformations 

since the beginning of the 21st century. These advancements have paved the way for 

the development of intelligent virtual assistants like Apple's Siri, Google's Assistant, 

Amazon's Echo, and numerous other similar devices and applications. These 

technologies are built upon the foundations of machine learning and artificial 

intelligence, delivering interactive and personalized experiences to users. 
 

As technology continues to progress, the traditional practice of carrying heavy 

bags filled with books and notebooks to classrooms has been replaced by the use of 

lightweight devices such as iPads and laptops. This shift has revolutionized the 

learning process, enabling students to access vast amounts of information and 

resources at their fingertips. 
 

The fields of machine learning, computer vision, and artificial intelligence 

hold tremendous potential for the future, as they continue to shape and redefine how 

we interact with technology. By harnessing these advancements, we can create 

innovative solutions that enhance learning experiences and empower individuals in 

various educational contexts. 
 

The analysis of attention is an essential and widely recognized application of 

technology in the field of education. Attention refers to the ability to focus and 

maintain uninterrupted concentration, and it plays a vital role in student engagement 

and learning outcomes [1]. A student’s capacity to absorb and retain information is 
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directly linked to their level of attention in the classroom. 
 

In the educational setting, attention holds significant importance for several 

reasons. Firstly, it enhances the learning process by facilitating information processing 

and comprehension. When students are attentive, they are more likely to grasp and 

assimilate new knowledge effectively. Secondly, attention promotes retention, 

ensuring that acquired information is stored in long-term memory for future recall. 

Furthermore, attention cultivates critical thinking skills, enabling students to analyze 

and evaluate information critically. 
 

In addition to its cognitive benefits, attention also contributes to positive 

classroom behavior. When students are attentive, they are actively engaged in the 

learning process, exhibiting respectful and cooperative behavior towards both their 

peers and teachers. Moreover, attention supports effective time management, allowing 

students to allocate their time efficiently and make the most of their educational 

experiences. 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

 

Fig. 1.1 Attentive Student. 

 

To optimize attention in the classroom, students are encouraged to actively 

participate in class activities and maintain a high level of concentration throughout the 

learning process. By doing so, they can maximize their learning potential and derive 

the greatest benefit from their educational endeavors. 
 

Based on research findings, it has been observed that students tend to 

experience a decline in concentration after approximately 10 minutes [2]. In large 

classroom settings, it can be challenging for instructors to accurately gauge the level 

of concentration and engagement among their students [3]. This lack of awareness 

regarding student attention can potentially impact their academic progress. 
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Fig. 1.2 Un-Attentive Student 
 

 

To address this issue, the real-time visualization of individual student interest 

during lectures can prove to be invaluable for instructors aiming to enhance student 

engagement. By having access to visual feedback on each student's level of interest, 

instructors can make informed decisions and employ strategies that effectively 

capture and maintain student attention throughout the learning process. Such real-time 

visualization can serve as a crucial tool in promoting active participation and fostering 

an interactive classroom environment. 
 

The implementation of a closed-loop teaching system, which incorporates the 

use of real-time visual feedback on student interest, holds great potential for 

improving the teaching profession and enhancing students' academic performance [4]. 

By leveraging this system, instructors can adapt their teaching approaches and tailor 

their instructional methods to better align with the needs and interests of their 

students. This personalized and responsive approach to teaching can lead to increased 

student engagement, motivation, and ultimately, improved academic outcomes. 

 

1.1 Problem Statement 
 
 

Several attention analysis systems exist, varying in their approach to capturing 

and analyzing attention. Some systems employ intrusive methods, while others opt for 

non-intrusive techniques. However, a common limitation among many of these 

systems is their reliance on only one or, at most, two features to assess attention. To 

achieve more accurate and comprehensive results, it is crucial to simultaneously 

analyze multiple features. 
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In our proposed system, we have developed a multimodal framework that 
 

integrates various features to  analyze  attention. This framework incorporates the 
 

integration of head pose, which serves as a natural indicator for gaze direction, along 
 

with  facial expressions, Eye Aspect Ratio, and body posture. Each of these 
 

characteristics offers distinct parameters that exhibit positive or negative correlations 
 

with attention levels. 
 

By considering multiple features simultaneously, our system aims to provide a 
 

more robust and comprehensive assessment of attention. This approach allows for a 
 

more nuanced understanding of the factors influencing attention and enables more 
 

precise and accurate results. By leveraging the combined information from these 
 

different modalities, we can gain valuable insights into the dynamics of attention and 
 

its relationship with various physiological and behavioral indicators. 

 

1.2 Aims, Objectives and Research Questions 
 

 

This section outlines the aims and objectives of the thesis work and provides 
conclusion to the research questions posed. 

 

 

1.2.1 Aims & Objectives: 

 

The primary aims of this thesis are as follows:  
• To detect student attention: The thesis aims to develop a system capable of 

accurately detecting and assessing student attention levels during classroom 
activities.  

• To study and implement how different features participate in analyzing 
student attention: The thesis aims to investigate and implement various 
features, such as head pose, facial expressions, Eye Aspect Ratio, and body 
posture, to understand their roles in analyzing and predicting student attention.  

• To help teachers understand student behavior: By providing real-time 
visualizations and insights into student attention, the thesis seeks to assist 
teachers in gaining a better understanding of their student’s behaviors and 
engagement levels. This knowledge can facilitate targeted interventions and 
instructional strategies to enhance the learning experience.  

• To explore different existing models and their workings: The thesis aims to 
conduct a comprehensive review and analysis of existing models and 
approaches used for analyzing student attention. By understanding their 
strengths, weaknesses, and underlying mechanisms, the thesis can contribute 
to the advancement and refinement of attention analysis methodologies. 
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By achieving these objectives, the thesis aims to provide valuable insights and 
practical solutions that can positively impact both teachers and students in educational 
settings. 

 

 

1.2.2 Research Questions 

 

This thesis aims to address the following research questions: 

 

1. What are the challenges in detecting student attention? 

 

2. Which is better: intrusive or non-intrusive techniques for detecting 

student attention? 

 
3. Which features can be used to detect a student's attention 

 

By addressing these research questions, the thesis aims to provide a comprehensive 

understanding of the challenges and possibilities associated with detecting student 

attention and offer insights into the integration of machine learning techniques, the 

comparison of intrusive and non-intrusive approaches, and the selection of 

appropriate features for attention analysis. 

 
 

 

1.3 Motivation 
 
 

After conducting a thorough review of publications and research articles on attention 

analysis systems in education, I developed a strong interest in contributing to this 

field. Recognizing the potential impact of such technology on our educational system, 

I became motivated to make a meaningful contribution. These systems have the 

potential to enhance the performance of both teachers and students by providing 

valuable insights through data analysis. 
 

There are numerous attention analysis systems available that employ either intrusive 

or non-intrusive methods. These systems utilize various techniques and technologies 

to assist students and instructors in understanding and improving attention levels. 

While each system has its unique approach to analyzing attention, our research has 

revealed that combining multiple non-intrusive features yields superior results. 
 

The main objective of this research is to provide evidence and demonstrate the 

effectiveness of combining multiple non-intrusive features for attention analysis. By 
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conducting a comprehensive investigation, we aim to support the notion that a 

multimodal approach can yield more accurate and reliable results in assessing student 

attention. Ultimately, this research seeks to contribute to the advancement of attention 

analysis systems and their practical application in educational settings. 

 

1.4 Research Contributions and Evaluation process 
 
 

The primary contribution of this study lies in the development and implementation of 

a multimodal approach that incorporates facial expressions, body posture, and head 

orientation to assess student attention levels. To detect facial expressions, we utilized 

a widely recognized dataset called FERPlus with 94.68% accuracy. As direct 

measurement of gaze was not feasible, we leveraged head orientation as an indicator 

by calculating the face angles for each student. Additionally, we acknowledged the 

importance of body language and incorporated posture detection into our system. By 

integrating these three features, our proposed system comprehensively analyzes pupil 

attention. This holistic approach allows for a more accurate and comprehensive 

assessment of student engagement and attention in educational settings. 

 

1.5 Upcoming Chapters 

 

The latter part of the thesis document is organized in the following chapters. 
 
 

 

1.5.1 Literature Review 
 
 

This chapter offers a comprehensive overview of attention, highlighting its different 

categories and shedding light on the substantial progress made in recent years in 

detecting students' attention through diverse technological and traditional approaches. 

The literature review encompasses a wide range of studies and research conducted in 

this field, providing valuable insights into the methods and techniques employed to 

assess student attention. By examining the advancements in attention detection, this 

chapter serves as a valuable resource for understanding the current state of the art in 

this area and sets the stage for the subsequent chapters of this thesis. 
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1.5.2 Methodology 
 
 

In this chapter, we present our proposed method for detecting student attention, which 

leverages facial features, head orientation, and pose estimation. We provide a detailed 

description of the workflow followed by our system, outlining the step-by-step 

process of how attention is detected and analyzed. 

 

1.5.3 Results, Experiment and Analysis 
 
 

This chapter presents the conducted experiments along with the obtained results. It 

offers a comprehensive analysis of the results, including detailed comparisons with 

relevant examples. 

 

1.5.4 Conclusion and Future Work 
 

This chapter presents the final conclusive remarks and offers insights into the future 

directions for the research community. It highlights the key findings and contributions 

of the study and discusses potential areas for further research and development. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

8 



 

 

CHAPTER 2 
 

 

Literature Review 
 

 

The relationship between attention and behavior plays a crucial role in students' 

engagement during lectures. A student's behavior in the classroom directly influences 

their ability to concentrate and absorb information effectively. Attention and behavior 

are interconnected elements that significantly impact a student's learning experience 

during a lecture. By actively maintaining focus, practicing attentive listening, 

displaying appropriate behavior that is non-disruptive and respectful, and actively 

participating in class activities, students can optimize their learning outcomes and 

enhance their overall academic performance. 
 

Successful learning requires student participation in classrooms. Engaged students 

have better academic performance [5]. Another study indicated that teacher load, 

collaboration, and student discipline attitudes were the most strongly connected with 

teacher job satisfaction [6]. These factors may affect student concentration and 

engagement. Attention analysis study has been popular for decades. Attention is the 

ability to focus without interruptions. Student engagement is students' attention, 

interest, and class participation [1]. According to research, after 10 minutes, students 

start losing concentration [2]. 
 

According to Jecker et al. [7], teachers must rely on nonverbal input like facial 

expressions and body gestures during classroom lessons. These subliminal cues 

improve teaching and learning. Nonverbal and verbal cues accompany this 

unconscious activity [8][9]. The most important "Honest Signals" [10] for assessing a 

student's center of attention include gaze patterns, auditory aspects, and body 

languages, such as hand-raising and head posture. They can show student 

involvement and instruction quality [11]. Despite not specifically mentioning student 

attention analysis, understanding variables that affect student well-being and 

academic success can help educators establish a good learning environment that 

fosters student involvement and attention. 
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2.1. Types of engagement 
 

In the study conducted by Fredricks et al. [12], they categorized attention into three 

distinct dimensions, known as the multidimensional engagement model. These 

dimensions include behavioral engagement, emotional engagement, and cognitive 

engagement. 

 

2.1.1. Behavioral engagement 

 

Behavioral engagement in the context of student learning refers to the observable 

actions and active involvement of students in academic activities and tasks [12][13]. 

Extensive research has demonstrated a significant and positive correlation between 

behavioral engagement and academic performance [14][15]. Furthermore, behavioral 

engagement is consistently associated with higher levels of academic motivation 

among students [16]. 
 

Numerous scientific studies have focused on the characteristics that influence 

behavioral engagement. For instance, difficulties in attention and behavior in children 

have been found to have a negative impact on their level of engagement and 

commitment to learning [17][18]. Additionally, gender differences have been 

observed, with girls in late middle childhood and adolescence displaying higher levels 

of behavioral engagement compared to boys[19][20]. 
 

These findings emphasize the importance of promoting and fostering behavioral 

engagement among students, as it plays a vital role in their academic success. 

 

2.1.2. Emotional engagement 
 

Emotional engagement in the realm of student learning involves the emotional 

experiences and states of learners. It encompasses various aspects such as interest, 

boredom, happiness, anxiety, and other factors that influence students' level of 

commitment and sustained effort in their learning activities and tasks. Emotional 

engagement extends beyond the mere cognitive aspect of learning and encompasses 

the affective domain. 
 

One key element of emotional engagement is the experience of interest, which can 

greatly enhance students' motivation and involvement in the learning process. When 

students find a topic or activity interesting, they are more likely to invest their time 

and effort into understanding and exploring it further. Conversely, experiences of 
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boredom can hinder engagement and lead to disinterest and disengagement from the 

learning environment. 
 

Another important facet of emotional engagement is the sense of belonging and worth 

within the learning community [21]. When students feel connected and valued in their 

classroom and school environment, they are more likely to be emotionally engaged. 

This sense of belonging fosters a positive emotional climate that supports students' 

motivation, well-being, and overall commitment to learning. 

 

2.1.3. Cognitive engagement 
 

Cognitive engagement in the classroom refers to the psychological state in which 

students exert considerable effort to comprehend the subject matter and demonstrate 

persistence in their learning. This aspect of engagement is closely tied to the cognitive 

processes involved in understanding, analyzing, and applying knowledge. 
 

One context in which cognitive engagement has been extensively studied is problem-

based learning (PBL) classrooms [22]. In PBL, students are actively involved in 

solving authentic, real-world problems, requiring them to engage in critical thinking, 

problem-solving, and a deep understanding of the subject matter. Cognitive 

engagement in this context involves students actively processing information, 

analyzing complex problems, and generating solutions through their cognitive efforts. 

Furthermore, cognitive engagement also encompasses the level of effort that students 

willingly invest in their learning tasks [23] while maintaining a sense of perseverance 

[24][25]. This includes the motivation to exert mental energy, focus attention, and 

persist in the face of challenges or setbacks. Students who are cognitively engaged 

demonstrate a high level of involvement in their learning activities and possess the 

determination to overcome obstacles and achieve their learning goals. 
 

Traditionally, cognitive engagement has been measured through various indicators, 

including students' completion of homework assignments, regular attendance, 

participation in extracurricular activities, interactions with teachers, and motivation 

exhibited during class discussions [26]. These measures provide insights into the 

extent to which students actively participate in the cognitive aspects of the learning 

process and demonstrate their commitment to their academic pursuits. 
 

By understanding the different dimensions of engagement, educators gain a more 

comprehensive view of students' behaviors, emotions, and cognitive processes during 

their learning experiences. This understanding allows them to tailor their instructional 
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practices, create supportive learning environments, and design interventions that 

target specific aspects of engagement. 
 

For example, if a student is lacking behavioral engagement and shows minimal 

participation in classroom activities, educators can employ strategies such as 

incorporating interactive learning tasks, providing opportunities for student 

collaboration, and using engaging instructional materials to stimulate active 

involvement. Addressing emotional engagement may involve fostering a positive 

classroom climate, cultivating a sense of belonging, and recognizing and validating 

students' emotions to enhance their motivation and connection to the learning 

environment. When it comes to cognitive engagement, educators can focus on 

designing challenging and meaningful learning tasks, promoting critical thinking, and 

offering support and scaffolding to foster deep cognitive processing. 

 

2.2. Previous Work 
 

 

Educational institutions have increasingly embraced the use of student attention 

analysis systems to enhance teaching and learning experiences. These systems utilize 

advanced technologies such as eye-tracking and gesture recognition to monitor and 

analyze classroom behavior and participation. 
 

Eye-tracking technology plays a crucial role in understanding how students engage 

with textual materials. By tracking students' eye movements, these systems can 

identify specific areas where students may lose attention or encounter difficulties in 

information retention [27]. This information can be valuable for educators as they can 

identify problematic sections of texts and make necessary adjustments to improve 

comprehension and engagement. 
 

Gesture recognition technology is another powerful tool employed in student attention 

analysis systems. It enables the identification and interpretation of various student 

behaviors, such as raising hands, standing up, or even instances of drowsiness. By 

capturing and analyzing these gestures, the system can provide insights into student 

engagement and the overall quality of teaching. Educators can use this data to assess 

their instructional methods, identify areas of improvement, and make informed 

decisions to optimize student engagement and participation [6]. 
 

By integrating these technologies into educational settings, attention analysis systems 

contribute to a more comprehensive understanding of student behavior and 
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engagement. They provide educators with valuable insights that can inform 

instructional strategies, curriculum development, and individualized support. 

Ultimately, these systems aim to create an enriched learning environment that 

promotes active engagement, improves teaching effectiveness, and enhances student 

learning outcomes and uncovers research gaps. 

 

2.3. Techniques and methods 
 

Student attention analysis systems utilize a combination of traditional and modern 

technological techniques to monitor and assess student engagement in educational 

settings. 

 

2.3.1. Traditional Approach to Measure Attention 

 

Traditionally, teachers have relied on their observational skills to monitor students' 

behavior and attitude in the classroom. They would adjust their lessons and teaching 

methods based on their observations. However, this approach has limitations, as it is 

challenging for a teacher to closely monitor and provide personalized attention to 

each student simultaneously. 
 

Our educational system has several conventional ways of gauging student attention or 

engagement. Benefits and downsides vary in each. 

 

2.3.1.1. Student Self- Reporting 

 

Student Self-reporting is the easiest way to evaluate student classroom engagement. 

In this, each student gets a survey questionnaire. The survey asks about emotional and 

cognitive engagement. Researchers say these self-report methods are suitable for 

indirectly measuring emotional and cognitive engagement since they are not readily 

visible and must be deduced from behaviour. Their report methods are popular 

because they are practical and easy to apply [28]. But it is possible students may lie 

while self-reporting [26]. Primacy and recency effects may influence self-reports. 

Students may also have quite diverse ideas of engagement. Despite these restrictions, 

self-reporting might reveal students' classroom participation and attentiveness. 

 

2.3.1.2. Instructor rating Checklist 

 

Instructors evaluate student performance to assess teacher efficacy and student learning. 

Instructors evaluate students' classwork like essays, assignments, class notes, 
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involvement, and progress [29]. These assessments can show instructors' "added 

value" to students [30]. This method lets educators track student performance against 

learning outcomes and gives students feedback [31]. The teacher rating scale or 

inventory asks questions about behavioural, emotional, and cognitive engagement. 

These studies show a substantial link between instructor and student perceptions of 

behavioural involvement, unlike emotional engagement. Because students can 

conceal their emotions [28][32]. 

 

2.3.1.3. Interviews 
 

Few studies measure student involvement using interviews [33]. Interviews can 

detail students' involvement experiences. Students can give longer, unstructured 

answers while interviewed. However, the interviewer's knowledge, skills, and 

prejudices may affect the results. Interview reliability is another issue [34]. Written 

feedback surveys also proved reliable. Useful information can be retrieved from the 

student's free-text answer using cutting-edge supervised machine learning and 

unsupervised clustering [35]. 

 

2.3.1.4. Observation 

 

Attention is measured through individual and classroom observation. Student conduct 

determines behavioural engagement. For better understanding, students must be 

watched in various academic circumstances, such as working alone, in groups, etc. 

Observation can verify survey or interview results. The observation method's main 

drawback is its reliance on the observer's analytical skills [28]. 
 

It is very difficult to exactly conclude on the state of the student because though a 

student seems to listen to the teacher, he/she might be in a different mental state rather 

than listening to the teacher. The cognitive state is not easy to identify even for a 

human observer. Here, we are considering coarse indicators of engagement state as 

perceived by the external observers [Jonathan Bidwell and Henry Fuchs. 2011 [36]. 

The inference is done based on facial analysis. Even though there is a variety of 

factors that contribute to the engagement factor like teaching style, peer students, 

environmental factors etc., a naive human observer can understand the level of 

engagement of the students from their faces, mainly from facial expressions, head 

pose and eye gaze to a great extent. 
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In a traditional classroom setting, where there are limited resources and time 

constraints, it becomes difficult to create a fully customized learning environment for 

every student [37]. Teachers may not be able to address the specific needs, 

preferences, and learning styles of each student effectively. As a result, some students 

may not receive the optimal level of support and engagement they require to thrive 

academically. 

 

2.3.2. Technological Approach to Measure Attention 

 

Researchers have categorized these methods into two main types that work in various 

settings [38]. The first method, intrusive techniques entail physical contact with the 

subject's body, like measuring body temperature, heart rate, brainwaves etc. However, 

these measurements are frequently uncomfortable for the participant and are 

extensive, which can contribute to data collection errors. The second non-intrusive 

technique analyses attention using auditory characteristics, and non-verbal cues like 

facial expressions, gaze, head direction and body pose. Each strategy differs in scope, 

cost, and complexity. These techniques are discussed in depth in the sections that 

follow. 

 

2.3.2.1. Intrusive Techniques for attention analysis 

 

The method described involves the use of physiological sensors integrated with 

wearable devices to measure a student's attention. This approach utilizes various 

biological parameters, such as brainwaves, heart rate, body temperature, and gaze 

pattern, as input data. By monitoring these physiological signals, the system can gain 

insights into the student's attention levels. 
 

This method is often referred to as an invasive technique because it requires the use of 

physiological sensors that directly interact with the student's body. These sensors 

capture and record the biological responses and signals, which are then analyzed to 

infer the student's attention state. 
 

By leveraging wearable devices equipped with physiological sensors, this method 

provides a more direct and objective measurement of a student's attention compared 

to other non-invasive approaches. The data collected from these sensors can provide 

valuable insights into the student's physiological responses and patterns, which can be 

further analyzed to understand their attention levels and cognitive states. 
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However, it is important to note that the use of physiological sensors and invasive 

techniques raises ethical considerations and privacy concerns. Proper informed 

consent and ethical guidelines must be followed to ensure the protection of students' 

privacy and well-being. 
 

Additionally, the deployment and interpretation of such invasive techniques require 

expertise in data analysis and an understanding of physiological responses. 
 

In the year 2012, Yaomanee et al. [39] analyzed EEG (Electroencephalography) data 

for attention analysis. A previous study suggests Alpha and Beta EEG waves are 

linked to relaxation and attentiveness. These pulses indicate alertness or relaxation. 

Three sub-experiments involved 10 people. Three 10-minute pieces comprised the 30-

minute inquiry. The experiment used the Emotive EPOK EEG headset. It is a low-

cost commercial device and fewer EEG channels were the study's main goals. Thus, 

channel 2 (F7), channel 13 (F8), and channel 11 (FC6) are recommended for Alpha 

and Beta wave detection. 
 

In the year 2013, Liu et al. [40] recorded EEG readings using a mobile brainwave 

sensor. The experiment involved 15 college students. The students' foreheads were 

scanned for EEG signals from the cerebral cortex, which controls emotions, mental 

states, and attention. After collecting EEG data, some similar traits were retrieved. To 

determine attentiveness, an SVM-based classifier calculated and analyzed these 

characteristics. The suggested approach recognized human attention with 76.67% 

accuracy. 
 

In the year 2015, Wang and Cesar [41] presented an E-learning attention study using 

Galvanic Skin Response (GSR) sensors. GSR sensors detect consumer epidermis 

electrical conductivity. The experiment included two 17-student groups. The first 

group attended class physically, whereas the other group attended class remotely. 

Self-reports and GSR sensors measured both groups' attentiveness and comfort. After 

class, a test was given, and the reports and sensor findings were compared to the exam 

result to know the authentication of the sensor data. 
 

In the year 2016, Monkaresi et al. [38] proposed a technique to assess students' 

engagement during a writing activity. They replicated Whitehill et al.'s [42] video-based 

study on student involvement during cognitive training. Besides the audio recording, a 

Microsoft Kinect observed the 23 students. Computer vision-based video-based heart rate 

sensing detected engagement. A heart rate detector was placed on the 

 
 
 
 

 

16 



 

participant’s body. Both results were compared. Remote heart rate measurement 

allowed them to identify engagement. 
 

In the year 2018, Sethi et al. [43] used a single-channel electrode headset, Neurosky 

Mindwave to collect EEG signals and offer real-time attention-based biofeedback on 

user concentration and performance. An online SAT preparation course case study is 

investigated. The experiment started with reading the provided passage and answering 

questions. Participants' phones were Bluetooth-connected to the earpiece. The headset 

stored EEG and attention readings at 512 Hz and 1 Hz. After a one to two-day break, 

the participants repeated the activity with real-time attention-based neurofeedback on 

the headset. The notice shows the user's attentiveness is below the threshold. After 

comparing pre- and post-neurofeedback outcomes, 36 of 42 individuals' attention 

levels rose. 
 

In the year 2020, N-gage a classroom sensing system by Gao et al. [44], uses a multi-

dimensional model of engagement, diverse data for engagement prediction, classroom 

environment data and ubiquitous sensor watches. The four-week trial has 144 lectures 

in eleven courses. N-gage uses two sensory inputs. One of the ubiquitous devices that 

may record physiological and physical signals (e.g., EDA (electrodermal activity), 

HRV (heart rate variability), ACC (accelerometer)). Secondly, indoor weather 

stations capture environmental changes (e.g., temperature, sound). Using this n-gage 

predicted emotional engagement. 

 

2.3.2.2. Intrusive Techniques for attention analysis 

 

Non-intrusive techniques, also known as non-invasive techniques, are widely 

employed by researchers to measure student attention. These methods focus on 

evaluating facial features and non-verbal cues, such as gaze direction, head pose, and 

body movements. Various technologies, including cameras, eye-trackers, Kinect 

sensors, computer vision, and machine learning techniques, are utilized in this regard. 

Cameras are commonly used to capture visual data of students in the classroom. By 

analyzing facial expressions and non-verbal cues, researchers can infer the level of 

attention and engagement exhibited by students. Eye-trackers, specialized devices that 

monitor eye movements, are employed to track gaze patterns and identify areas of 

visual focus or distraction. 
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Kinect sensors, which utilize depth-sensing technology, can detect and track body 

movements and gestures. These sensors provide valuable information about students' 

physical engagement and participation in the classroom. 
 

Computer vision techniques, combined with machine learning algorithms, are used to 

process the visual data captured by cameras and Kinect sensors. These techniques 

enable the identification and analysis of specific facial features, head pose, and body 

movements associated with attention and engagement. 
 

By employing non-intrusive techniques, researchers aim to gather data without 

directly interfering with the students' natural behavior or personal space. These 

methods provide valuable insights into students' attention and engagement levels, 

allowing for the development of interventions and strategies to enhance their learning 

experience. 
 

It is important to note that while non-intrusive techniques do not involve direct 

physical contact or invasive measurements, ethical considerations and privacy 

concerns still apply. Proper consent and privacy safeguards should be in place to 

protect the rights and well-being of the students involved in these studies. 
 

In the year 2013, Fanelli et al. [45] formulated the estimation of posture as a 

regression problem. They predicted head posture using depth data to train a random 

regression forest. The random regression forest algorithm estimates nose tip 3D 

coordinates and rotation angles to detect head pose. 
 

In the year 2014, Whitehill et al. [46] detect student attention using facial expressions. 

Facial expressions may reliably predict engagement levels, according to the study. 

This system is for the e-learning setting with a single student at a time in a video 

frame, they employed machine learning to determine engagement. The system was 

trained using student facial expressions from learning activities. 
 

In the year 2015, Raca et al. [47] explored unobtrusive measures and social signal 

processing. Researchers monitored students and teachers to improve education. They 

presume that students with varying attention levels will behave differently in class. 

Recording lectures with cameras and eye trackers. They also link head orientation to 

gaze direction. The questionnaire supported video-derived assumptions. Students' 

head orientation matched the teacher's position. 
 

In the year 2017 Zaletelj and Koir [48] proposed a system which used Kinect to 

identify face and bodily traits and a machine learning algorithm to predict the 

attention of 18 students. The study outcomes are validated by a human observer who 
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assesses the gathered data through visual observation. This involves combining 

various Kinect data such as gaze, head position, and skeleton joints with calculated 

attributes like mouth openness and eye status (open or closed). Additionally, 

observable behavioral cues like taking notes, supporting the head with a hand, and 

yawning are integrated into the analysis process. 
 

In 2019, Qiu et al. [49] proposed a facial landmark/action unit-based facial emotion 

recognition framework. A total of six primary facial expressions and one neutral 

expression were identified as indicators of student engagement. To predict these 

expressions, a technique utilizing coordinate distance vectors was developed. 

Remarkably, this technique demonstrated comparable performance to the well-

established convolutional neural network (CNN) architectures like VGG-16 and 

ResNet, which are widely used in computer vision applications and the development 

of visual object recognition software. 
 

Researchers in Intelligent Tutoring Systems (ITS) have dedicated their efforts to 

enhancing student learning through the development and evaluation of intelligent 

technologies. In this context, the focus has shifted towards prioritizing engagement in 

e-learning settings over traditional classroom environments. By leveraging the 

predictive capabilities of these technologies, early identification of factors such as 

emphasis within Massive Open Online Courses (MOOCs), withdrawal rates, and 

course cancellations has become possible. This enables prompt assessment of student 

performance and facilitates the provision of corrective techniques and policies aimed 

at mitigating attrition rates [50]. 
 

In the year 2020, Luo, Z., et al. [51], presented a novel approach for assessing student 

engagement in the classroom. Their method involved the utilization of a 3D model 

combined with hierarchical and conditional random forest algorithms. Additionally, 

an interactive platform was developed, incorporating measures such as head posture, 

facial expressions, and the use of cell phones instead of a camera. 
 

The primary objective of this approach was to accurately determine the level of 

student engagement during classroom activities. The classification accuracy achieved 

by their model was reported to be 87.5%, indicating its effectiveness in accurately 

assessing and distinguishing various levels of student engagement. 
 

In the year 2021, by Datta et al. [52] an enhanced convolutional neural network 

(CNN) implementation was developed for image classification, utilizing the 

FashionMNIST dataset consisting of sixty thousand fashion-related photos for model 
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training. In addition, the MNIST dataset, containing handwritten numbers, was also 

utilized in the training process. 
 

To improve the efficiency of the CNN model, parallel processing techniques were 

employed. This approach resulted in a significant reduction in operating time, leading 

to increased productivity during the training phase. By leveraging the power of 

parallel processing, the model was able to handle large volumes of image data more 

efficiently, allowing for faster model training and improved overall performance. 
 

In the year 2021, Zheng et al. [11] trained their model using the student behaviour 

dataset and the public PASCAL VOC [39] dataset. Hand-raising, standing, and 

sleeping were the behaviors. The lightweight MobileNetV2-SSD approach reduces 

GPU reliance on the behaviour detector. The public PASCAL VOC dataset yields 

74.5% mean Average Precision (mAP) and the real student behaviour dataset 75.2%. 
 

In the year 2023, Trabelsi et al. [53] offer a deep learning system that recognizes 

student behaviour and emotions to assess classroom attention. Seven students tested 

YOLOv5 deep learning. They classify student activities as high or low attention. 

Focused and raised hands show attention. Restlessness, eating/drinking, laughing, 

reading, phone usage, and distraction were low-attention behaviour. For emotions, 

they used angry, sad, neutral, happy, and surprised by training the AffectNet dataset 

[54]. 
 

Overall, student attention analysis systems are an important tool for educators and 

researchers to better understand student engagement and behavior in the classroom. 

By using various technologies and techniques, these systems can provide valuable 

insights that can help improve teaching methods and materials, and ultimately 

enhance learning outcomes for students. 

 

2.4. Proposed Solution 
 

The aforementioned systems analyze attention in various ways. Some researchers use 

EEG and pulse rate, and some employ emotions, body posture, head direction, etc. 

None of these systems evaluates student attention to all these features simultaneously. 

For more accurate findings, the suggested model would use a multi-model architecture 

to use all three key features of the non-intrusive technique simultaneously i.e., 

emotions, body posture, and head direction. Gaze traction is another important feature 

recommended by Sharma and Abrol's eye gaze estimate approach survey on gaze 

monitoring techniques [55]. If the eye gaze cannot be directly observed, the head 
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position is assumed to indicate a cue to gaze. Stiefelhagen [56] showed that 87% 

of the time, gaze fixation matched head orientation. Should we utilize all three 

functionalities at once? 
 

Many researchers have used head position, gaze direction, and body posture to assess 

student attentiveness in the classroom [48][57][58][59]. Emotional identification with 

these methods can improve student attention analysis [60]. A student who sits up 

straight takes notes, and smiles at the lecturer may be attentive and interested [57]. 

Researchers can give teachers feedback on student involvement and attention by 

studying body posture, head orientation, and emotions [57][59]. This promotes 

accurate instruction and tailored student learning [59]. 
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CHAPTER 3 
 

 

Methodology 
 
 

 

In this chapter, we provide a comprehensive overview of our methodology, 

experimental procedures, and the implementation of our system. The proposed 

architecture, as illustrated in Figure. 3.1.1, outlines a multimodal framework designed 

to detect head orientation, recognize facial features, and estimate posture. The 

primary objective of this architecture is to enhance student attentiveness and 

engagement during classroom activities. 

 

3.1. Student Attention Analysis System  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3.1.1 Architecture of the proposed system 
 

 

The proposed architecture consists of four interconnected modules, each serving a 

specific purpose in the student attention analysis system. This section provides a 

detailed description of these modules and their functionalities as shown in Figure. 

3.1.2. 
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Module 1: Input Module 
 

The Input Module is responsible for capturing and collecting data from various 

sources. It operates concurrently and gathers inputs from different sensors, such as 

cameras, eye-trackers, and other relevant devices. These sensors capture data related 

to head orientation, facial features, and body movements. The collected data is then 

passed on to the next module for further processing. 
 

Module 2: Feature Extraction 
 

In Module 2, computer vision techniques are employed to extract relevant features 

from the collected data. These features can include facial expressions, head pose, gaze 

patterns, and body posture. The extraction process involves applying algorithms and 

methods to analyze the captured data and extract meaningful information. Machine 

learning techniques are utilized to train models that can accurately identify and extract 

these features. The extracted features are stored in a CSV file for further processing. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3.1.2 Module-wise segmentation of the system 
 
 

Module 3: Data Processing 
 

Module 3 receives the input data from the CSV file generated in Module 2. This 

module performs various data processing tasks, including filtering, normalization, and 

feature aggregation. The processed data is then prepared for analysis and 

visualization. 
 

Module 4: Output Module 
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The Output Module analyzes the processed data and generates meaningful insights 

and results regarding student attention. This module employs various techniques, such 

as data analysis, statistical modelling, and visualization, to interpret and present the 

attention levels of students. The results are typically presented in the form of plots, 

charts, or other visual representations, allowing teachers and researchers to easily 

interpret and utilize the findings. 
 

Figure 3.1.3 illustrates the flowchart of the system, depicting the sequential order of 

data processing and analysis across the four modules. The flowchart provides a visual 

representation of how the data flows through the system. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3.1.3 System flowchart of the complete architecture explaining student attention 
analysis. 
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Overall, this architecture provides a systematic and structured approach to analyzing 

student attention. By incorporating multiple modules and leveraging computer vision 

and machine learning techniques, the system aims to provide accurate and insightful 

information about student engagement and attentiveness during classroom activities. 

The module-wise explanation of each feature is as follows: 

 

3.1.1. Head-Orientation 

 

The head pose is essential for analyzing students' attentiveness and interest in the 

class. Using computer vision to extract head poses, researchers can evaluate if a 

student is paying attention to the teacher or other instructional materials by examining 

the head orientation and gaze direction. Attention deficiencies reduce head movement 

intensity [61]. A student's head orientation and the teacher's movements both indicate 

attentiveness [47]. Figure 3.1.4 shows our head pose module. 
 

Additionally, the orientation of the head provides information regarding the student's 

gaze. Khorrami et al. [62] stated that the precise location and duration of a person's 

gaze fixation serve as valuable indicators of attention. While eye trackers offer the 

highest level of accuracy in detecting gaze, they are costly and impractical for 

classroom settings [63]. Using computer vision techniques is another method for 

detecting gaze, but this requires expensive high-resolution cameras, so in this 

architecture head pose is used as an indicator of fixation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3.1.4 Headpose module of student attention analysis system. 
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We are using a webcam and OpenCV, Numpy, and Mediapipe to detect head 

orientation in real-time. After launching the camera, Mediapipe FaceMesh is used to 

identify all facial features. It extracts the 2D and 3D coordinates of facial landmarks, 

such as the nose, eyes, and ears. Converting the 2D and 3D coordinates to NumPy 

arrays and defining the camera matrix and distance matrix. The Perspective-n-Point 

(PnP) problem is addressed in the code by utilizing the OpenCV solvePnP function, 

which calculates the rotation and translation vectors. As noted by Zheng et al., the 

PnP problem involves determining the pose of a calibrated camera based on a 

collection of n 3D point coordinates in the world and their corresponding 2D 

projections in the image [64]. The vectors are then converted to matrixes and the 

OpenCV RQDecomp3x3 function is utilized to determine the Euler angles. 

Depending on the value of the Euler angles, the inclination of the head is determined. 

Euler angles are illustrated in Figure 3.1.5. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.  3.1.5  Euler  Angles showing Roll, 

Pitch, and Yaw. 
 
 

 

Camera and transformation matrixes are as follows: 

 

 
 

If a student is looking forward it means he/ she is looking towards the teacher. We 

set a time threshold and if the time for which the direction of the head is left, right, up, 
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or down is greater than our threshold time then the student is not attentive. If it is less, 

then threshold time so the student is attentive. He/ she is looking somewhere else (up, 

down, left, right) for a reason. Maybe a teacher is moving while delivering the lecture 

or any external stimuli (like a message on the phone) divert the attention for a few 

seconds. 

 

 

3.1.2. Face Features Extraction 

 

The module describes two facial traits. One detects facial emotions, while the other 

calculates EAR (eye aspect ratio). Emotion detection affects student engagement and 

learning in many ways. Students' attentiveness depends on their emotions[65]v. 

Educators can measure student engagement by assessing their emotional involvement 

throughout the study and adjusting their teaching tactics. Facial emotion recognition 

was used to automatically detect student participation in real-time in e-learning [3]. 

Analyzing student concentration may improve learning [65]. Happiness and curiosity 

encourage self-regulated learning and motivation. Frustration and confusion can 

hamper learning [66]. 
 

EAR measures fatigue. The EAR is calculated by dividing the Euclidean distances 

between the vertical and horizontal eye landmarks. Head posture and EAR were used 

by Mustafa et al. in 2019 [37] to identify student concentration in e-learning. Their 

SVM classifier's 72.4% accuracy proves that Head Pose and Eye Aspect Ratio affect 

students' Visual Focus of Attention and Engagement. Six facial landmarks per eye 

are used to compute EAR. Drowsiness lowers EAR value. Figure 3.1.6 shows EAR-

calculating facial landmarks. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3.1.6 Eye Landmarks for open and closed eye, used to calculate 
Eye Aspect Ratio. 
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The landmarks are denoted by 1, 2, ..., 6, where 1 and 4 are the corners of the eye, and 

2, 3, 5, and 6 are the points on the top, bottom, left, and right eyelids, respectively. 

The EAR is calculated by dividing the sum of the distances between 2 and 6, and 

between 3 and 5 by twice the distance between 1 and 4. The vertical distances 

between 2 and 6, and 3 and 5 represent the height of the eye-opening, while the 

horizontal distance between 1 and 4 represents the width of the eye-opening. 

 
 

The face feature module as shown in Figure. 3.1.7 has two sub-modules. First, we 

train a deep learning model for emotion detection using Keras and TensorFlow on the 

FERPlus dataset [4]. It is an enhanced and improved version of the FER2013 dataset. 

The model training involves the following steps: 
 

The code imports required packages, such as OpenCV (cv2) for computer vision 

tasks and the Keras library for constructing and training the deep learning model. 

ImageDataGenerator was used to preprocess image data before model training. It 

rescales the image pixel values to the range of 0 to 1. 
 

We defined the directory paths, the target size, the batch size, the color mode, and the 

class mode. The images from the specified directories were loaded, resized to the 

desired dimensions, and converted to grayscale. 
 

Next, the model structure is constructed using the Sequential API from Keras. The 

model is built by adding convolutional layers, pooling layers, dropout layers, and 

dense layers. The specified loss function, optimizer, and metrics are used to compile 

the model. In this case, the categorical cross-entropy loss, Adam optimizer, and 

accuracy metric are employed. 
 

For model training, the fit_generator method is used. It takes the training and 

validation generators, the number of steps per epoch, the total number of epochs, and 

the validation steps as arguments. The provided data is used to train the model, and 

the training progress is displayed during the process. 
 

Lastly, we used the to_json method, to store the model structure in a JSON file named 

"emotion_model. json" and the save_weights method, to save the trained model 

weights in an HDF5 file named "new_emotion_model.h5". 
 

To run the system, we import all the required models and libraries. Dlib's 68 facial 

landmark predictor and Mediapipe detect faces. These landmarks are used by a pre-

trained Keras model to recognize emotions. To determine eye openness, the EAR is 
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computed for both eyes. Two-eye landmarks are (1). Left eye:(37–42). Right eye: 

(43–48) [65]. Compare the average EAR to the 2.0 threshold [67]. If it's below the 

threshold for three frames, the student's eyes are closed: otherwise, they're open, 

showing inattention. We use Happy, Sad, Neutral, and Surprised, to analyze attention 

since they are most commonly used in academic contexts [65]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3.1.7 Facial feature module of student attention analysis system. 
 
 

 

3.1.3. Pose Estimation Module 
 

Body posture plays a significant role in student attention analysis as it conveys 

information about a person's current state of mind [57]. Head pose, gaze, and body 

posture can be used to estimate students' classroom attentiveness [58][59][68][69]. 

Key point estimation can accurately detect and recognize human pose in several 

experiments [57]. Others use YOLOv3 for object identification and SE-HRNet for 

pose estimation to recognize several students' classroom stances [58]. 
 

Body language says a lot about class concentration and tiredness. A student who is 

sitting up straight and taking notes is engaged in class, whereas one who is 

slouching or looking away may be less attentive [43]. Researchers may examine 

students' attention levels and give teachers feedback on class participation by 

integrating body posture estimate, head position estimation, and gaze tracking 

[43][57]. Figure. 3.1.8 shows our pose estimation module. 
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Fig. 3.1.8 Pose estimation module of student attention analysis 
 

 

An SVM model was trained by using 6 key points of the body to detect the pose. Key 

points include elbow (2), Shoulder (2), and wrist (2). In this module, the system will 

execute the pose estimation function and use Meidapipe to extract body key points to 

determine the posture after launching the camera. Mediapipe is used to extract body 

key points. I utilized the right-hand raise, left-hand raise, and neutral and forward lean 

postures. Several studies use these postures to analyze attention [57][70]. 
 

The detected key points are passed to the Poselandmark model. It detects the 

landmark and position of these key points on the body. Then a threshold is used to 

determine the pose. Text annotations are added to the image and displayed on the 

screen. 

 
 

 

3.2. Participants 
 

The study involved a total of five participants. Each participant was asked to record 

five videos, each lasting for 20 minutes, while they listened to a lecture. Prior to the 

video recording session, all participants were fully informed about the purpose and 

objectives of the study, and they provided written consent to participate. 
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3.3. Environment Setup 
 

The Figure. 3.3.1 illustrates the experimental environment. A camera was placed 6 

feet distance from the subject. We can accurately detect head pose, emotion, and body 

posture from this distance. The utilized webcam is a Scorpion Marvo MA-MPC01 

webcam. The lighting is adjusted using the camera's LED lights and an additional 

light source. The camera was positioned on a tripod at the same height as the student 

while seated. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3.3.1 Environment setup for measuring student attention. 
 
 
 

 

3.4. Experiment Design 
 

The system adheres to the architecture described previously. It incorporates three 

characteristics employed in numerous studies. 1) Head pose 2) Emotion Detection and 

Ear Estimation, and 3) Pose Estimation. The results from these three modules are 

combined to determine the attention level of students. In the introduction section, we 

observed that several researchers use these features singly or in tandem. Utilizing all 

three will significantly enhance the results. Five students total participated in this 

experiment. Each participant was subjected to the experiment five times, yielding a 

total of thirty experiments. 
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3.5. Software and Hardware Specifications 
 

In Table 1. Starting with the specifications of the Computer System used to run out 

student attention analysis system. 

 

Table. 1 Hardware Requirements 
 

OS Windows 11 Pro  
   

Processor Intel(R) Xeon(R) CPU W3670 @ 3.20GHz 3.19GHz  
   

Graphic Card NVIDIA GeForce GTX 960  
   

Ram 16GB  
   

Memory 1TB  
   

Webcam Scorpion Marvo MA-MPC01  
   

 
 

The system is developed using the Python programming language (version 3.9) and 

the PyCharm Community Edition 2021.3.3 IDE (Integrated Development 

Environment). Multiple libraries, including OpenCV, were used to analyze the 

incoming video input for data processing. Google's Mediapipe is an open-source 

framework that provides pre-built machine-learning models and processing modules 

for tasks such as object detection, pose estimation, face detection, etc. Keras is used 

for model training and evaluation, Matplotlib is used to plot the attention graph, Dlib 

is used to extract facial landmarks, and many other libraries are used for the system's 

seamless operation. 

 

3.6. Data Processing 
 
 

Data processing is the foundation of system design. This describes how your system 

will function. How data will be transmitted and processed. I utilised a 5 MP webcam 

with a transmission rate of 1920 x 1080 and a frame rate of 30 fps for video input. 

The data frame was converted from BGR color space to RGB for processing and, 

when necessary, to grey image format. Adjusting the color space of incoming frames 

and resizing and scaling them are components of data preprocessing. 
 

For head pose estimation, no model was trained. It applied a PnP function in which 

the 2D and 3D features of the face are extracted and used to calculate Euler angles, 

which determine the head's inclination direction. These angles include Roll, Pitch, and 

Yaw. 
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We train a Deep learning model for emotion detection using the FERPlus dataset. It 

consists of 48 x 48 black and white images. Therefore, to process received frames, 

they must be converted. Before activating the camera, all relevant model files and 

prediction functions were imported. The mathematical equations for EAR calculation 

are: 

2 

 

For pose estimation, we gathered data from a variety of participants in the necessary 

poses. Using those data, we extracted 7 key points from the body and trained an SVM. 

The camera video was given to the Pose estimation model which detects the pose. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3.6.1 . Flowchart of features and sub-features of each module. 
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CHAPTER 4 
 

 

Results and Discussion 
 

 

4.1. Head Pose 
 

This module detects and displays real-time head direction. Mediapipe and OpenCV 

are the main libraries. We retrieved the participant's facial characteristics in real-time 

using Mediapipe FaceMesh. The algorithm retrieves 2D and 3D coordinates of nose, 

eye, and ear landmarks for the next step. A built-in function solves Perspective-n-

Point. The motion of the head along the x and y axes can be described using Euler 

angles. Specifically, the vertical rotation of an object is referred to as pitch, while yaw 

represents the rotation during horizontal motion. Roll, on the other hand, refers to the 

circular rotation of an object, either clockwise or anticlockwise. To identify certain 

features, a threshold was applied to the amount of yaw movement. This threshold 

helped distinguish between left-skewed and right-skewed orientation. Similarly, 

variations in pitch were used to identify upward and downward orientations. 

 
 

Table. 2 User Input Vs Results 
 
User Input                                                               System Results  

 

Forward                                                                     Forward 
 
 

Looking Left (positive change in                               Looking Left 

yaw angle) 

 
Looking Right (negative change in                            Looking Right 

yaw angle) 
 
 

Looking Down (negative change in                           Looking Down 
 
pitch angle) 

 
Looking Up (positive change in                            Looking Up 
 
 pitch angle) 
 

 

 

4.2. Emotion Detection and EAR 
 

This module's purpose is to analyze the participant's emotions and calculate EAR 

(Eye aspect ratio). We trained a model for emotion detection using the FERPlus 

dataset, which includes four emotions: happy, sad, neutral, and surprised. In 2022, 

Sharma, P. et al. [65] presented an e-learning system that combines head movement 

and eye-tracking with seven fundamental emotions. They categorized engagement as 
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"very engaged," "somewhat engaged," and "not engaged at all." During a session in 

which the student is viewing a video, they extract all of these characteristics and 

group students to exhibit the same emotions together. Later, they took an exam about 

the video. Then, compare the assessment results to the student's emotion group. 

Neutral received the maximum weight, followed by joyful and surprised at the same 

weight. The remaining emotions received low weights, indicating that the students 

were not attentive. 
 

Our model was trained with four emotions; neutral has the most weight, happy and 

surprised has average weights, and sad has the least weight; we will analyze the 

attention based on these four emotions. Our system's accuracy is..., and the figure 

displays the predicted sentiments. We use Dlib to extract facial landmarks, followed 

by the FER prediction function to determine the sentiments. The results are 

determined by combining the student's emotions with the output of the other two 

modules. The following Figure. 4.2.1 shows the accuracy of the model and Figure 

4.2.2 shows confusion matrix of the model. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 4.2.1 Training and Validation Accuracy plot of FERPlus 
 

The EAR is calculated to determine whether the eye is open or closed. The criterion 

is fixed at 2.0. Each frame's EAR is calculated, and then three consecutive frames are 

used to determine the eye's state. Using the EAR formula and average, a function is 

developed to compute EAR. EAR is also calculated using the formula described 
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previously. Which was contrasted with the threshold every three frames. If the 

student's eyes remain closed (Avg_EAR < threshold) for three consecutive frames, 

they are inattentive and asleep. If EAR is not calculated because the student is gazing 

down, it is also deemed that the student is not attentive. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4.2.2 Confusion Matrix of the trained model. 
 
 

 

4.3. Pose Estimation 
 

The purpose of this module is to detect the pose of the participant. Pose give 

information about the mental state of the student. The 6 key points used in this study 

were shoulders, elbows, and wrists. The six key points of the lower body (pelvis, 

knees, and ankles) were excluded because they were occluded by the tables. Four 

poses from the upper body are classified. Sitting straight, lean forward and hand raise 

right & left. The keypoints are detected using Mediapipe and then those keypoints are 

fed to the prediction function which provides the results. 

 

4.4. Student Attention Analysis System 
 

After extracting data from all the modules. Data is saved to a CSV file. A function 

reads that data and checks for correlations in the data. For example, if a student is 
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sitting actively with a neutral face, eyes are open as well and he/she is looking 

towards the teacher so this shows he/she is active [48][57][60]. 
 

Table. 3 shows the traits and their positive and negative correlation with attention. 
 

Intermediate correlation means these features can relate both positively and negatively 
 

when used in combination with some other trait. For example. If a student is leaning 

forward and his/her head is down. 
 

There are two possibilities either he/she is writing notes which shows attentiveness 

(positive), or he/she is busy with some other tasks like using the phone or doodling on 

the paper (negative). This difference is measured using a threshold value to know how 

much time the student was in this position. The faces in Figure. 4.4.2 are hidden 

because of privacy concerns. The Attention graph of the system is displayed in 

Figure. 4.4.1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 4.4.2 Labeling of different modules using a camera during attention analysis  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4.4.1 The attention graph presents the level of attentiveness exhibited by 
the student. 
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Table. 3 Correlation of features extracted from Headpose, Emotion and Pose Modules 
 

EMOTION RELATED TO BODY RELATED TO HEAD RELATED TO 

 ATTENTION POSTUR ATTENTION ORIENTATION ATTENTION 

  E    
      

Happy Positive Sitting Positive Forward Positive 

  Straight    
      

Neutral Positive Lean Intermediate Left/ Right Negative 

  Forward    
      

Sad Negative Partial Positive Up Intermediate 

  Hand    

  Raise    
      

Surprised Intermediate Full Hand Positive Down Intermediate 

  Raise    
      

 
 

 

4.5. Privacy policy 
 

Automated video-based emotional AI and powerful computers raise ethical and 

privacy problems. These include system design, openness, data use, and privacy. 

Transparency requires informed permission before collecting participants' visual data. 

Adult participants and minor participants' parents or legal guardians should give 

consent. The utilization of data in research must adhere to ethical principles and 

ensure that visual data is not misused or misappropriated. Data privacy plays a crucial 

role in safeguarding participants' data and ensuring their identities are protected. 
 

To address these concerns, the proposed method adopts several solutions. Firstly, the 

system does not store complete classroom videos. Instead, incoming video frames are 

temporarily held in a cache for analysis purposes only and are automatically destroyed 

afterwards. This approach minimizes the storage of sensitive visual data [71]. 
 

Furthermore, the system is designed to prioritize student privacy. It does not involve 

the recognition, analysis, or publication of visual data that could potentially 

compromise the privacy of the individuals involved. By refraining from these 

activities, the system ensures that student identities are not disclosed or exposed [53]. 
 

These measures aim to strike a balance between utilizing visual data for research 

purposes while upholding ethical standards and respecting participants' privacy. 
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CHAPTER 5 
 

 

Conclusion and Future Work 
 
 
 
 

 

Attention analysis helps the teacher to have a better understanding about the 

student’s state. Our research has been focused on developing a multimodal 

architecture that aims to analyze student attention. The system has undergone 

effective testing on a small group of five students, yielding positive results. The 

architecture encompasses various features, including head orientation detection, 

emotion detection, EAR calculation, and pose estimation. Our long-term objective is 

to implement this architecture in an offline classroom setting, enabling simultaneous 

analysis of the attention levels of multiple students. We envision that this system has 

the potential to transform the traditional classroom into a sensing environment by 

providing valuable guidance and feedback to both teachers and students. Teachers can 

benefit from insights and recommendations on how to enhance their teaching 

methodologies based on real-time analysis of student attention. Similarly, students 

can receive feedback on their classroom behavior, allowing them to improve their 

engagement and, ultimately, enhance their academic performance. By leveraging this 

system, we aim to create a collaborative and supportive educational environment that 

empowers both teachers and students to optimize their roles and interactions in the 

classroom, leading to improved learning outcomes. 
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