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ABSTRACT 

The demand for high-speed wireless communication services is increasing due to their wide 

applicability in daily life which requires smart planning to provide seamless coverage. 

Geospatial technologies play a vital role in planning by providing valuable insights into the 

physical and geographical aspects of a given area, but still the telecom sector does not utilize 

the power of geospatial machine learning approaches. The objective of the study was to (1) 

propose suitable sites for Base Transceiver Station (BTS) towers using Support Vector 

Machine (SVM), Extreme Gradient Boosting (XGBoost) and Random Forest (RF) classifier 

and (2) compare the models based on recall,accuracy , specificity, and Area Under the Curve 

(AUC).The land-use, geology, population, proximity to roads, bulk density and slope were 

used as exploratory variables. Models were trained on 70% data using 10-fold cross validation 

technique while 30% data was used for model validation using the python programming 

environment in ArcGIS. The results showed that the XGBoost comes with the accuracy of 

97%, RF of 89%, and SVM of 57% for proposing suitable BTS sites. Relative variable 

importance showed that population, proximity to roads, slope, and land-use were identified as 

the most important exploratory variables, whereas bulk density and geology were recognized 

as the least relevant ones. The findings of validation matrices concluded that XGBoost is the 

best performing model for proposing suitable sites for BTS towers with the classification 

quality of 0.97%. The study reveals that these valuable insights are helpful for the telecom 

operators to implement XGBoost for proposing sites to increase signal strength and coverage 

for users.  
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CHAPTER 1 

INTRODUCTION 

Telecommunication services are essential for modern society and have a wide range of 

applications and benefits. It allows people to communicate with each other over long distances, 

whether by phone, email, or other means. This enables individuals, businesses, and 

organizations to stay connected and share information and ideas. It provides the infrastructure 

that enables people and organizations to connect to the internet and access a vast array of 

information and resources (Jean et al., 2018). It contributed to the global economy by enabling 

businesses to operate across the globe, indentifying new potentinal markets, and increase 

productivity. It provides the bases for the development of information technology (IT) sector 

,boosting the precision agricutlture , smart villages , telehealth and distance learning which 

contribute in the development of the country. (Ullah et al., 2019). Telecom infrastructure are 

very important and its services plays a signifcant role to keep organizations, amd  individuals 

stay connected and keeps businesses running. Telecommunication infrastructure is complex, it 

required a lot of capital and planning. Planning for telecommunication infrastructure is 

challenging due to several factors, including cost, regulatory constraints, and technological 

advancements. The installation of new base transceiver station (BTS) tower,  infrastructure, 

such as fiber optic cables, towers, and other equipment, can be costly. BTS towers are the 

important part of telecom industry as it can provide coverage to large area without physically 

in contact with all the serving area using different frequency bands.It can provide extensive 

network coverage to specific regions, including , urban, indoor and rural areas. These towers 

are strategically positioned to ensure that a wide range of areas receive uninterrupted network 

coverage. They are crucial for individuals and businesses relying on wireless communication 

for their daily activities. By strategically placing towers, network operators can ensure that 
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mobile phone users have access to reliable and continuous network coverage. The location of 

BTS towers are chosen strategically to ensure high quality coverage to a wide range of area. 

Its  basically design to cover maximum population and its coverage distance is vary according 

to population density of the serving area (Gomez et al., 2019). The towers are designed to 

handle a significant amount of data traffic and have the capacity to manage multiple 

connections simultaneously, making them particularly valuable in densely populated areas 

where network congestion is a concern. The maintaining and upgrading existing tower 

infrastructure also be expensive. To cater this issues different technological advancements 

contribute to manimize the cost and get maximum profit from it (Jia et al., 2020). 

Gomez et al (2020) stated that fixed telephony, even mobile voice services have become a 

necessity as a variable that influences growth. The next generation broadband technologies 

plays a positive role on the economy of the region and helps the economic activities to flourish. 

 Jiwu et al., (2018) worked on base transceiver station (BTS) site selection and concluded that 

sites selection of BTS tower is one of the most important parts of wireless broadband service 

planning. Appropriate site location is an essential factor in determining the better coverage 

performance, signal strength and telephone traffic distribution.  

Identifying suitable sites can be determined by using different technologies. Akeem Babatunde 

(2017) worked on analyzing telecommunication towers using GIS and GPS techniques and 

observed that these technologies plays vital role in the planning and management of 

telecommunication towers.  

Saikhom et al., (2016) adopted a geospatial approach for identifying optimal sites for 

broadband towers. Five contributing factors including land use, elevation, existing towers, and 

soil datasets are processed using proximity and viewshed analysis. Multi-criteria spatial 
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modeling using a fuzzy membership-based overlay approach is used to identify the suitable 

location.   

Rofii et al., (2016) worked on calcuating the coverage areas of base transceiver station and 

eliminating the existing towers in the overlapping coverage zones using fuzzy clustering means 

and particle swarm optimization. The aim of the study is to count and geographically locates 

the exisiting telecom infrastructure and analyzed the growth of telecom towers in the study 

area. It was analyzed by using particle swarm optimization (PSO)  and fuzzy clustering 

techniques are to produce the computational intelligence. They concluded that the PSO 

techniques are useful to accelerate the achievement of convergence. Merger technique and BTS 

sharing can reduce the number of tower in the same location. 

Arthur et al., (2019) discussed the tower sharing policy and analyzed the sites of deployed  

telecom infrastructure in Ghana. They focused  on identifying the towers of all eights operators 

working in the study area. Perfrom overlay analysis on coverage prediction of each operators 

to check the overlapping zones and towers are  can be shared to other operators.They resuluted 

that the cost of analyzing the cost and benefits of infrastructure sharing helps in optimizing the 

network and remove congestion and minimizes the cost. They concluded that,infrastucture 

sharing policy can save 44.61% of capital for all operators while sharing common towres . It 

decreses in overall cost allocation for capital expenditure (CAPEX) and Operating expenses 

(OPEX) of the telecom infrastructure. 

Casier et al (2006) worked on cost allocation for capital expenditure (CAPEX) and Operating 

expenses (OPEX) for a network service provider. Telcom infrastructure is costly , and it require 

handsome amount of money  for installation , implmentation an montiniering of network. To 

effeicenlty using the invest in both CAPEX and OPEX can make it sustainable. They used top-

down and bottom up cost modelling approaches to allocate fair captital for both cateogry and 
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concluded that it depends on the nature of the services. Some expenses are seem as direct cost 

and direclry allocated for that becuase but it varies from 10 to 50% in the real telecom 

environment. 

1.1 Role of geoinformatics in telecommunication 

 Geoinformatics is an emerging technology which adress and solves the problem of geography, 

geosciecnces and related brancehes of technology. Geographic information system commonly 

known as GIS  is important tool  that facalitates in planning, implementation, monitoring and 

live tracking of projects in different sectors. It facalitates in environmental management 

decision making, landuse planning , suitable sites analysis , infrstructure mapping, assest 

managament, optical fibre route planning and it is the best approach to discover the optimum 

zones and sites GIS is now a standard technology applied throughout the telecoms industry. 

(Broek et al., 2019). 80% telecom infrasturucture data  is geographic in nature and GIS can 

processed big data based on conditional criterias to analyze geo-telco data and visualize, 

manage, and automate the workflow for moving towards the smart decision making (Sobral et 

al., 2018). 

Geospatial technologies helps to make the planning process easy, teleocmmuncation and GIS  

are different fields but they can be combined togather to make the useful workflows to automate 

the processes and creates the opportunities to ease the planning process for telecom 

infrastructure.  

Narbaev et al., (2021) implemented GIS to modernize the telecom networks on the basis of 

indentifying the demographic patterns with the help of GIS. They analyzes the geogaphic data 

of households , educational institutions , enterpreses and organzation and their demography to 

provides network and internet coverage , improves the efficency of fiber optic cables. They 

dveloepd a six step methodology which based on based on cartography technqiues. Creating 
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large-scale digital maps using statistics and clutter datasets. Moreever, They concluded that 

geospatial demographic gridded and census data become an important tools for perfroming 

reserach related to demography and it helps to estimate the requiement of an area for a 

particular service. 

Asassafeh el al., (2020) worked on developing a new approach for choosing the optimal sites 

for broadband towers. They classify the contrbiuting factors that contributed in sites selection 

for telecom towers and assigning the weights to perfrom weighted overlay analysis in ArcMap 

software. They conclude that this approach is good for chosing the BTS sites and while using 

multiple socio ecomonic factors. 

 Avikal et al., (2021) worked on multi criteria decision making (MCDM) for selecting suitable 

sites for installiation for BTS towers. They found that the predicting factors and their 

importance plays an important role for telecom towers. They used four factors which were 

analyzed through MCDM and analytic hierarchy process (AHP). They concluded that running 

and maintenance cost are showing highest importance the most important criteria and noise 

pollution showing its  least variable importance. 

Khilare et al., (2021) worked on  techniques for supply chain management and  time & cost 

saving approach for BTS towers. Relative important index (RII) method was used to perform 

analysis on 16 datasets that are collected using questionnaire surveys. They concluded that RII 

method reduces the time & cost of the construction of ground base cellular tower.  

Amiri (2021) established location-allocation model using Genetic Algorithm (GA) for BTS 

anntannas. The Delphi method is implemented in MATLAB simulator to optimize the locations 

for BTS towers. And then them GA is performed on it. They concluded that the integration of 

GIS along with genetic algorithm resulted in faster convergence, effective reduction the 

number of antennas, and significantly reduction of the service costs. 
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Premarathne et al., (2021) proposed suitable sites for establishing BTS tower, while 

considering 08 parameters. population density, existing tower locations, proximity to roads, 

land use, reservations, slope and educational institutes. Weighted sum techniques was used 

along with the weights that are assigned based on expert opionion to perform analysis in 

Arcmap. The sites suitability maps of tower are genereated based on the resultant suitability 

levels of weighted sum analysis. They concluded that this methodology can helps to identify 

zones for establishing  new BTS towers. 

Tayal et al., (2017) worked on locating optimal postions for telecom towers and perfom site 

suitability analysis in Uttarakhand using GIS. They used eight factors including administrative 

boundary, roads, rivers, forest cover, digital elevation model (DEM), block-wise population, 

existing served area, and location of the existing tower are prepared using GIS software. Buffer 

analyses are used to calculate the coverage range of the existing tower and highlighted the dead 

zones and overlapping areas. They concluded that this methodology is useful for proposing 

suitable sites and it helps in removing dead and overlapping coverage zones.  

1.2 Role of machine learning in GIS 

Chen et al., (2018) discussed the machine learning methods, their applications in remote 

sensing and GIS, . Its major application in supervised machine learning, unsupervised learning, 

semi-supervised learning, and reinforcement learning. They reviewed several specific machine 

learning techniques and their applications in remote sensing and GIS, including artificial neural 

networks, decision trees, multi layer perceptron (MLP) and  support vector machines. They 

discussed the pros and cons of machine learning in geospatial technologies, including the need 

of big training dat and the difficulty of interpreting the results of complex models. 

Zhang et al., (2020) used machine learning techniques for traffic prediction from a geospatial 

perspective. They begin by discussing the importance of traffic prediction and the challenges 
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it poses, including the need to incorporate both static and dynamic factors and the complexity 

of modeling human behavior. They reviewed several specific machine learning techniques and 

their applications in traffic prediction, including linear regression, artificial neural networks, 

support vector machines, and extreme gradient boosting. They also discuss the use of geospatial 

data and techniques such as spatial-temporal data mining and GIS-based modeling in traffic 

prediction. 

Machine learning is useful technology to automate the sites suitability analysis and its 

implementation is growing rapdily due to its accuracy and efficiency.These modelling 

techniques are more robust than using single classifier. (Mokarram et al., 2015) 

Yang et al., (2015) combined machine learning with web GIS for evaluating hotel sites which 

are reliable , unbaised , the location of the hotel is very important.They presented a new 

automated web GIS approch for evaluating potenitial sites for proposed hotel properties and 

devleoped a new toolbox which was hotel location selection and analyzing toolset (HoLSAT). 

They used multiple facctors including location of exisitng hotels, stars, accessability etc and 

then perfrom machine learning on it to proposed the potenitla sites and concluded that this 

methodology shows good results and it is useful for the evaluation of hotel locations. 

Arabameri et al., (2021) used geospatial machine learning approaches for modeling 

groundwater potential. Classification and regression tree (CART), random subspace (RS) with 

the multilayer perception (MLP), and naïve Bayes tree (NBTree) machine learning techniques 

are implmented on spatial data. The primary data was collected using filed survey aprrocahes 

of 205 spring locations with 14 contributing factors which are curvature ,elevation m aspect, 

slope, trained surfac texture , lithology, proxmity to faults m fault density, rainfall , distance to 

streams and landuse/landcover are used as mmodel inputs and segmented the data into 70:30 

ratio for training and validation of models. The models outputs are evaluted on 06 statistical 
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matrices which are accuracy, f-score, Kappa, ROC curve, sensitivity and specificity. They 

conluded that multilayer perceptron is the best model with the accuracy .933 on the validation 

datasets. 

Wang et al (2020) worked on sites selection using machine learning and emperical approach 

for digital signage in Beijing. They focuses on providing the new sites selection model for 

accurate signage locations that integrates the spatial information of multiple factor data and 

combine empricial locations with the machine learning models for proposing locations for 

signages . Huff model is used as the emperical appproach to calculate the spatial accessablilty, 

machine learning for identifying potential locations and overlay  analysis for obtaining the 

deployable sites.They concluded that the propossed methodology has higher accuracy for sites 

selection amongest all models. It improves the accuracy and effiecny upto a certrain extent.  

GIS helps to identifying areas of poor coverage, potential business zones, and sites for 

installation of base transceiver station (BTS) towers, planning , implementation and monitoring 

of optical fibre cable (OFC) routes and nodes, BTS connectivity, indenfyiny the line of sight 

barriers along with mapping the skyscraper , building  heights, dead coverage zones, 

overlapping coverage zones, optimizing OFC network infrastructure, and predicting future 

capacity requirements. (Narbaev et al., 2021). 

With the advancement in technology, Machine learning and predictive modelling are widely 

applicable in many discipline including GIS. Geospatial machine learning (GML) is an 

emerging field  which is the subset of machine learning that uses spatial data and geospatial  

techniques to analyze it from multiple prospectives and make predictions about the geographic 

phenomena. It is used in planning processes, geo-business intelligence , churn predication and  

it assume as a powerful tool for sites suitability analysis, as it allows for the integration of both 
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spatial and non-spatial data to create models that can predict the suitability of a site for a 

particular use (Al-Ruzouq et al., 2019). 

Jiang et al., (2017) discovered geospatial intellegince machine learning frameworks for 

searching ranking alogrithms. They examined that most seaarch engines only focus on few 

parameters such as popoularity and release date which failed to considers multi dimensional 

users preferences including geographic information. which resulted in inconvenient and bad 

experiences for the users. A number of ranking features were identified by using machine 

learning to segment data into different parts based on user, system architecture for using 

machine learning with knowledge based approaches for ranking feature is proposed to combine 

software with machine learning to automatically learn a ranking function. They resulted that 

machine learning approach outperforms the rest of approaches and it helps to improve the 

search ranking in the geospatial context for the users. 

Shirzadi et al., (2018) worked on geospatial machine learning approaches for landslide 

susceptibility mapping. They foucsed on intrdouding a novel machine learning algorithm of 

bagging (BA), rotation forest (RF), alternating decision tree (ADTree) based on the multiboost 

(MB), and random subspace (RS) based on two scanarios with differnt samples size and 

resolutions for spatial predications. The models are evaluated on different statistics and ROC 

curves , the data segmented into 60 and 40% with the spatial resolution of 10 an 20 meters to 

trained and validate the models. They conlcuded that this noval geospatial machine learning 

approaches are important important and useful atlternative tools to assist decison makers and 

planners to manage the tsks of managing landside prone areas. 

GML is a powerful tool for performing site suitability analysis with ehanced acuracy and the 

power of learning from hidden patterns. It works on differnent data formats as it has capabilities 

and allow the integration of  spatial and non-spatial data to create, trained and validate models 
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that can predict the suitability of a site for a particular use. These models can be used to support 

decision-making and to identify the most suitable location for a project , it an time saving 

approach along with the eas deploymenet over the world wide web . It can be open source so 

it running cost is minimal to the commerical software that provides sites suiablitty analysis 

facalities (Walter et al, 2022). 

The above-mentioned pieces of the literatures disclosed that many studies on broadband tower 

sites suitability were conducted worldwide using different geospatial approaches. However, a 

comparative assessment of sites suitability using machine learning approaches has not been 

carried out for broadband towers.  

1.3 Research gap 

 The literature that are discussed above provide valuable insights on the importance and 

implementation of geospatial technologies for planning of broadband towers. The findings 

demonstrate that identifying suitable sites for BTS towers is essential for  seamless coverage 

and for eliminating the dead zones. Despite the multitude of studies identifying suitable sites 

for broadband towers using different geospatial analysis approaches, there remains a lack of a 

comprehensive and integrated geospatial machine learning approach that considers the 

consider multiple socio-economic and environmental factors to propose suitable sites from 

smart planning perspective. Additionally, the current literature overlooks the comparison of 

different machine learning approaches and checking the classification quality from multiple 

angles. Therefore,the current study aimed to make a comparative analysis between three 

machine learning models which are Random Forest (RF), Xgboost, and Support Vector 

Machine (SVM) by implementing on multiple geospatial datasets. The results will be displayed 

on the map. The model prediction perfromace will be checked using the area under curve 

(AUC) and results are evaluated based on specificity, the AUC, sensitivity and cross-validation.  
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1.4 Motivation 

 Many countries are facing unavailability of good quality of broadband coverage and even 

voice coverage are not availables in some areas. Like other countries,Pakistan which is one of 

the developing countries is facing the same issues. As it spread over the large area with different 

topography, the uneven distribution of population in the region and one of the top ten populated 

country of the world. The demands of broadband services are increasing in the regions due to 

its consumption in different sectors and its highly important for distance learning , remote jobs, 

technologies busienss and tele-health. It conisder as the significant contributor in the economic 

growth of the country. To cater the high demand for seamless broadband coverage , different 

countries adopted different stratagies to fulfill the demand such as network sharing , Artificial 

intelligence (AI) based planning system, but Pakistan is still using traditional pratices which 

consume a lot of resources in terms of insfrastructure , human resources and equipments. The 

geospatial machine learning is popular to provide the suppport to the planner to make the 

planning process easy and fast with the automation of different stage and the capabilities of 

machine learning models. It is the trending technology that started changing the world with its 

processing speed and self-learning capability. The working on geospatial machine learning 

models for broadband towers sites suitablility will reduce the time of planning and in 

deployment phase which helps to provide the coverage faster to the usersa and it also 

contributed to the economy. The reason for selection of this topic is to implement multiple 

geospatial machine learning (GML) models to identify suitable sites for next generation 

broadband tower and suggest the best working model with higher level of accuracy along with 

other important metrics which can work on open source data and planner can get insight in no 

time while sitiing in the office. The machine learning models is not just facilitates in site 

suitability but also its cost effective and time-saving and ease the lives of the telcom planners. 
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1.5 Relevance to national needs 

 Telecommunication is one of the major contributing sectors in Pakistan economy. According 

to the Pakistan Bureau of Statistics (PBS) Survey report 2017-18, it supports the economy and 

accounts for 26% of gross domestic product (GDP) of the country. Its contribution is growing 

annually to the GDP. It works as a catalyst in other sectors such as agriculture for precision 

farming, automated pesticide spraying, drone mapping and crop health identification. It is 

important for tele health sector which is of the major pain point in country due to major 

population lives in rural areas and accessibility to the health facilities are minimal and it can 

help to bridge this gap. Pakistan is world fifth most freelancer producer country in the world 

and good seamless broadband coverage is one the basic needs for freelancers’ community. 

Workers from many areas of the country are providing the services in different parts of the 

world.  Apart from direct impact, it provides opportunities to Pakistani youth to excel in 

information and technology sector throughout the world in the form of remote workers. High-

speed broadband connectivity is one of the primary requirements for communication in the 

world so it’s very important to design a model that gives quick results. The aim of this study is 

making network planning easy and flexible which contribute to achieve the goals of digital 

Pakistan initiatives. Its cost and time saving approach, so it reduces the project implantation 

timeline.  

1.6 Objectives 

The objectives of this research are given below:   

1. To proposed suitable sites for broadband towers using machine learning approaches. 

2. To evaluate the resultant sites suitability of each model based on sensitivity, specificity, 

area under curve (AUC) and cross-validation. 
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CHAPTER 2 

MATERIALS AND METHODS 

2.1 Study area 

2 The study area used for conducting this research is Islamabad, the capital city of Pakistan, 

which is in the northern part of the country as shown in figure 01.  It has 2,001,579 

estimated population as per the 6th census conducted in 2017. It has a total area of 906 

km² which are divided into 05 zones with the mean elevation of 506 m. it is planned city 

which was built in 1960’s. It is surrounded by Rawalpindi, Punjab from the south, east 

and west side, while Haripur district, Khyber Pakhtunkhwa from the north side. The city 

is well-developed with modern infrastructure, and it is known for its natural beauty and a 

well-planned layout. It’s one of the popular tourist destinations, known for its scenic 

beauty, historic monuments, and cultural heritage. The city also has a growing economy 

with several industries and businesses operating in the city. It has the reputation of 

business minded capital. The demand of high-speed broadband connectivity is one of the 

major priorities of its citizens. So, fulfil this gap in the markets different operators come 

to avail this opportunity. So apart from competitive telecommunication market potential 

in the study area, the overall, it is a well-developed and modern city with a strong 

economy, a well-developed telecommunications infrastructure, and a growing number of 

businesses and industries. Islamabad has a well-developed telecommunications 

infrastructure with several telecom companies providing services in the city, including 

PTCL, Zong, Jazz, Telenor, and Ufone. These companies offer various packages and plans 

for both prepaid and post-paid customers. In addition, there are several international and 

local internet service providers (ISPs) that offer broadband and fibre internet services in 

Islamabad. 
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2.2 Methodology 

The research methodology is based on three major phases which are depicted in flowchart 

diagram which shown in figure 2. The first major portion is data acquisition from different 

sources and transform it into a geographic data format, the second one is preprocessing of that 

dataset and making it ready for running machine learning models on it.  The third step is to 

segment the data which is adopted to divide data for models training and models validation 

purposes, different factor optimization and k-fold cross validation techniques are applied to 

train and validate machine learning models. Moreover, the final part is to compare the results 

of each model based on different metrics and then propose the best model for broadband tower 

sites suitability analysis. 

2.2.1 Data acquisition 

This research work is data intensive and to find out the suitable sites for BTS tower, it required 

data, and its acquisition is the primary step. Data acquisition refers to the process of gathering 

relevant data from authentic sources which used for answering the research questions ad helps 

in achieving research objectives. To achieve the objectives of present study, multiple 

contributing factors are considered for performing analysis which are shown in table# 01. To 

answer the question of why these datasets are used in the study is one the major question which 

is answered thorough reviewing of existing literature related to tower site suitability was 

conducted to determine the reasons for using these datasets in the study. These datasets were 

chosen based on references from various research papers, as highlighted in Table 02.  The focus 

of the study is on identifying factors related to tower site suitability. The selection of datasets 

is informed by the existing literature in the field using different research papers served as a 

reference for selecting the factors included in the datasets.  
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Figure 1. Study area map showing Islamabad with its elevation. 

 

 

Figure 2. flowchart of methodology adopted in the study. 
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Table 1 showing dataset used in this study. 

S. No Data Source Data Type 

1 Land use Data Extracted from Landsat 8 Raster 

2 Slope SRTM Digital Elevation Model Raster 

3 Road Network Open Street Maps Vector 

4 Existing Tower Universal Service Fund Co Vector 

5 Soil Bulk Density ISRIC World soil information Raster 

6 Geology Geological survey of Pakistan Vector 

7 Population Land Scan population data Raster 

 

 

Table 2 showing references for parameters selection. 

 

  

Data used Premarathne et al 

(2021) 

Saikhom et al 

(2018) 

Tayal et al (2017) 

Land use ✓ ✓ ✖ 

Slope ✓ ✓ ✓ 

Population ✓ ✓ ✓ 

Existing tower ✓ ✓ ✓ 

Roads Network ✓ ✖ ✓ 

Geology ✖ ✓ ✖ 

Bulk Density ✓ ✖ ✓ 
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2.2.1.1 Landuse data 

 Landuse data is one of the key factors for performing analysis. It is referring to information 

that categorizes and describes the several types of land use within the study area. It provides 

insight into how the land is utilized by humans for various purposes. Its data are extracted from 

landuse classification on satellite imagery, aerial photographs the digitizing the existing 

landuse maps. Different software’s provides the tools for performing landuse classification 

including Qgis, ArcGIS and Google Earth Engine (GEE). GEE is basically a newer approach 

that doesn’t needs to follow the process of downloading satellite imagery from different sources 

and then perform analysis on it. It provides access to all the data in a single planform and runs 

classification on cloud server which has high speed to process imageries in short time. In the 

present study the landuse classification is performed in Google Earth Engine (GEE) on Landsat 

08 imagery. The Landsat 08 imagery is based on different bands which are basically stored the 

response of objects with different wavelengths with spatial resolution of 15, 30, 60 and 120 

meters. The red, green, and blue bands of OLI imagery that was captured in 2022 having cloud 

cover >10% are used for classification. 120 training samples are used against each class and 

classify it into five classes using supervised classification. The classes which are forest, water 

bodies, vegetation, barren land, and built-up areas. The classification resulted 187,322,400 sq. 

meters areas in vegetation class, 125,763,200 sq. meters barren land, 452,387,600 sq. meters 

built-up area, 149,798,700 sq. meters forested area and 9,272,500 sq. meters water are present 

in the study area. The quality of classification is checked in GEE and exported with the spatial 

resolution of 30 meters.  The resultant raster output is transformed into universal transverse 

Mercator (UTM) projection zone 43N with the spatial resolution of 30 meters and the 

radiometric resolution of 32 bits.  The error matrix is also run-on classification to check the 

accuracy and quality of classification results. The final output landuse dataset map is shown in 

figure 03(a). 
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2.2.1.2  Population data 

The population of an area helps to decide the making of business cases and installation of 

broadband towers. It is the information about the numbers of people residing within a particular 

potential coverage range of towers. It helps in smart planning, strategic network optimization 

and decision making for coverage and improving service quality. The population data are 

obtained from various sources which are census data reports, population density grid and 

survey etc. Many organizations are working on population data preparation by combining 

various sources. Land scan is one of them the It produced the population data by combining 

the census data along with spatial data and imagery analysis technologies on global scale to 

produce the gridded datasets. The population density data was acquired from Landscan global 

population database that is the industry standard for global population distribution with a spatial 

resolution of 250 meters. It can be downloaded from landscan website. This gridded dataset is 

downloaded with the spatial resolution of 250 meters, reprocessed it and extract the study area 

in ArcMap. The reclassification techniques are applied and classify it into 5 classes for better 

understanding of population density and reproject the raster into UTM zone 43N with the 

spatial resolution of 30 meter and radiometric resolution of 32 bit.  

2.2.1.3  Bulk density 

 Bulk density of soil data acquired from international soil reference and information Centre 

(ISRIC). It refers to the mass of a material per unit volume, typically expressed in grams per 

cubic centimeter (g/cm³). It is a measure of how densely packed or compacted a substance. It 

is an essential parameter in various fields, environmental science, construction, and mining. It 

helps in understanding soil compaction, soil fertility, water retention, and nutrient availability. 

Bulk density is the mass of bulk solid that occupies a unit volume of a bed, including the 

volume of all interparticle voids. Considering that a powder is really a particle gas mixture with 

both interparticle spaces and intraparticle voids, three classes of bulk density have become 



19 
 

conventional: aerated, poured, and tap. Different types of soil have different typical ranges of 

bulk density, and variations can indicate differences in soil properties and health. It is calculated 

by dividing the mass of the particles by their total volume. The formula indicates the soil’s 

ability to behave as a structural support, a diffusion zone, a water source, and aeration zone. 

Porosity indicates the volume fraction of void space or air space inside a material. Volume 

determination is relative to the amount of internal or external pores present in the powder. It is 

available on ISRIC website as a gridded dataset that is recoded with different depths. The data 

which is used in this study is calculated from the weight of soil in a 30 cg/cm3. The downloaded 

data is transformed into UTM zone 43N and exported as raster data with the spatial resolution 

of 30 m and radiometric resolution of 32-bits. Its values range from 1360 to 1720 cg/cm3. 

2.2.1.4  Road network 

 The roads dataset is extracted from OpenStreetMap (OSM). The data are available in the OSM 

format. The roads and highways data are downloaded in OSM format and then converted into 

shapefile using global mapper. It contains all types of roads including walking, cycling tracks 

and attribute information of a lot of records with missing. To cater to this issue, the data 

cleaning techniques were applied to remove the unwanted data and make it ready for further 

analysis. The multi-ring buffer analysis was performed on the cleaned data to create different 

zones according to national highway authority (NHA) rules and analysis requirements. NHA 

construction is not allowed in the 45 feet’s zone of both sides of central line of the single road 

and 0.5 kilometer from the motorway interchange. As per the with the distance of 15 m, 45m, 

90m and 120 meters on both sides of the roads. The buffer analysis output is transformed into 

UTM zone 43 N and then transformed it into raster data with the spatial resolution of 30 x 30 

meters and with the radiometric resolution of 32-bit. The final proximity to roads data is ready 

for analysis and its map representation is shown in figure 03(f). 
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Table 3 showing data preprocessing of all factors. 

Factors Spatial resolution Radiometric resolution Pixel grid 

Geology 30 Meters 32 bits 1798 x 1214 

Land-Use 30 Meters 32 bits 1798 x 1214 

Slope 30 Meters 32 bits 1798 x 1214 

Bulk Density 30 Meters 32 bits 1798 x 1214 

Proximity to Roads 30 Meters 32 bits 1798 x 1214 

Population 30 Meters 32 bits 1798 x 1214 

 

 

Table 4 all attributes (factors) data in BTS data layer 

BTS 

site 
Lat Long 

Land 

use 
Geology Slope 

Proximity 

to road 

Bulk 

density 
Population 

1 33.703 72.978 7 6 496 5 1519 10660 

2 33.651 72.953 4 4 538 2 1534 4987 

3 33.654 73.041 3 3 548 1 1535 11366 

4 33.640 73.187 1 1 490 3 1543 3203 

. . . . . . . . . 

. . . . . . . . . 

. . . . . . . . . 

. . . . . . . . . 

. . . . . . . . . 

. . . . . . . . . 

n n n n n n n n n 
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2.2.1.5  Geology 

 The geological datasets are extracted from geological map of Pakistan, which is available on 

the internet, georeferenced it uses image to maps technique with the affine transformation in 

ArcGIS software. The rock types present in the study are undifferentiated Paleozoic rock, 

Triassic metamorphic and sedimentary rock, tertiary sedimentary rock, quaternary sediments, 

Paleogene sedimentary rocks and Neogene sedimentary rock. Paleozoic rocks, also known as 

undifferentiated rocks, are composed of sedimentary and metamorphic rocks formed between 

541 and 252 million years ago. These rocks are not specifically classified, and these are diverse 

including sedimentary, igneous, and metamorphic rocks that formed in that era. Triassic 

metamorphic and sedimentary rocks were formed during 252 to 201 million years ago known 

as Triassic period. As rocks transform under high pressure and heat, metamorphic rocks are 

formed, whereas sedimentary rocks are formed as sediment accumulate and stratify. Tertiary 

sedimentary rocks were formed during the tertiary period, which spanned from about 66 to 2.6 

million years ago. These rocks are primarily sedimentary in nature and may include formations 

such as sandstones, shales, and limestones. Quaternary sediments represent the most recent 

geological period, which extends from about 2.6 million years ago to the present. These 

sediments include a wide range of materials deposited during the Quaternary Period, such as 

alluvium, glacial deposits, and volcanic ash. Paleogene sedimentary rocks were formed during 

the Paleogene Period, which occurred approximately 66 to 23 million years ago. These rocks 

are predominantly sedimentary and may include sandstones, shales, and coals. Neogene 

sedimentary rocks were formed during the Neogene Period, which spans from about 23 to 2.6 

million years ago. These rocks are primarily sedimentary and can consist of sandstones, 

siltstones, and conglomerates. Manually digitize the geological types of the study data and its 

attributes are updated accordingly and reproject the output it into UTM Zone 43N using 
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transformation and projection technique. It transforms it into raster format with the spatial 

resolution of 30 meters and radiometric resolution of 32-bits. 

2.2.1.6  Slope 

The slope dataset was downloaded from opentopography.org which provide digital elevation 

model (DEM) data that was captured and processed under shuttle radar topography mission 

(SRTM) with the 30 x 30 meters spatial resolution in Georeferenced Tagged Image File Format 

(Geo TIFF) format. DEM provides insights about the height of the earth surface from the mean 

sea level while slope represents the steepness or inclination of the terrain. It is calculated in 

elevation over a given distance. In this study the shuttle radar topography mission (SRTM) 

DEM acquired, and slope values are calculated based on neighboring elevation values. It ranges 

from 0 to 90 degrees, then classify into five different classes using natural break data 

classification method. 0 indicates the flat slope while increasing in value indicates the steep 

slope and 90 degrees representing vertical or near-vertical slopes. Once you have the slope 

data, it can be used for various purposes such as terrain analysis, line of sights, shadows, 

modeling, and slope stability assessment, among others. 

2.2.1.7  Broadband towers 

 The broadband tower dataset is acquired from Universal service fund (USF) Co, in that was 

available in tabular format. This data is based on all BTS towers installed by all four operators 

Jazz, Zong, Telenor and Ufone. They installed the antennas on existing towers installed by 

other operators. BTS towers were shown adjacent to each other, so it required data cleaning. 

The data cleaning techniques performed to eliminate duplicate values based on geometry, 

remove the operators and sites ID information and store as comma delimited values (CSV) 

format, so it can easily be transformed into geospatial data. Tabular data converted into 

geographic data in point features.  
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Figure 3. showing datasets maps of all variables. 
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2.2.2 Data standardization 

After data preprocessing, datasets are standardized in same format with the spatial resolution 

of 30 x 30 meters. The radiometric resolution is standardized to 32 bits floating point values. 

The extent of all the raster is standardized to 1798 x 1214-pixel grid. The projection 

transformations of all the raster’s into UTM zone 43N. All the layers are converted into 

American standard code for information interchange (ASCII) for transforming it into 2-D 

arrays. Machine learning analysis is performed on numeric data and arrays are the best ways 

to handle data using different data science libraries in python programming language. The BTS 

tower data and all contributing factors values are extracted using Multivalued to point function 

in ArcMap stored in the attribute table of BTS dataset as shown in table 04. The finalized 

representations of all datasets are shown in figure 03.  

2.3.2 Data modelling 

The prepared datasets are used as input to 03 machine learning models which are support vector 

machine (SVM), random forest (RF) and XGBoost (XGB). The total data samples which were 

1400 in total contains both suitable site’s locations with the class value of “1” and the unsuitable 

sites location with the class value of “0”. The data segmentation approach is applied on it and 

divided the total data into two segments with the ratio of 70% and 30 % using data partitioning 

technique. 70% data. Models are trained using training data with the help of implementing the 

10-k fold validation techniques and get the mean values of accuracy and standard deviation of 

the statistical matrices while 30% dataset are used for model validation. The code for 

implementation of machine learning is shown in appendix 02. 

2.3.2.1 Random Forest (RF) 

Random forest models can solve both classification and regression tasks. It is a popular 

machine learning algorithm that has been widely used in spatial data analysis. In spatial data 
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analysis, random forests are often used for land use classification, spatial interpolations, and 

spatial regression. It divides the datasets into different parts that’s used by multiple decision 

trees, and then combines the output to develop a more accurate and robust model. 

As a decision tree, it utilizes supervised machine learning algorithms to solve problems such 

as classification and regression. Based on feature-based splits, the decision trees show 

predictions in a tree-like structure. There are 3 components of a decision tree which are a root 

node, a decision node, and a leaf node. A root node is the point where the population start 

dividing, decision nodes are the points where that population splits and the node where no 

further data splitting is possible known as leaf node. It begins at the root node and ends at the 

leaves with the decision. The selection of nodes based on Gini index and entropy. Likewise, 

this algorithm will try to find the lowest Gini index among all the splits possible and then 

choose the feature as the root node. If the Gini index is the lowest, split impurities are measured 

by entropy as well.   

The major advantages of random forest in spatial data analysis are its ability to handle high-

dimensional data with many variables, such as remote sensing and environmental data.  

With the RF algorithm, multiple decision trees are built with randomly selected subsets of 

training data, reducing the correlation between trees and increasing forest diversity by building 

multiple decision trees with randomly selected features. All predictions from the decision trees 

are aggregated during predictions by the random forest algorithm to make final prediction. It 

can incorporate various types of remote sensing data, such as spectral bands, vegetation indices, 

and texture features, to improve classification accuracy.  



26 
 

2.3.2.2 Support vector machine (SVM) 

 Support vector machine (SVM) is an algorithm widely used for classification and regression 

analyses. It is supervised learning techniques that are well-suited to binary classification 

problems, where the goal is to separate data points into two binary classes. 

SVM algorithms are based on finding the boundary that divides two classes of data and 

maximize their margin, which is a decision boundary. It finds the hyperplane that best separates 

the two classes of data by maximizing the amount of margin between them. It searches for the 

hyperplane that produces the greatest margin between the hyperplane and the nearest points in 

each class. 

Due to its ability to process high-dimensional data with nonlinear relationships between 

variables, support vector machines have gained increasing attention in the field of spatial data 

analysis. In spatial data analysis, SVM is often used for classification and regression tasks. 

Spatial data often contains many variables, such as topographic and environmental data, that 

can make modeling difficult. SVM can handle these high-dimensional datasets and can identify 

the most important variables for prediction. SVM's kernel functions, such as radial basis 

function and polynomial kernel, can also help to capture complex relationships between 

variables. 

Its working is based on different steps, firstly it predicts the classes between 1 and -1. Like all 

other machine learning algorithms, it converts business problems into an optimization problem. 

SVM classifier uses the loss function known as the hinge loss function to find the maximum 

margin while optimizing problem. Mathematical concepts of calculus and partial derivatives 

are used to optimize the weights and regularization parameters are used to eliminate the loss 

function in the final classification and perform classification using Support Vectors, soft 

margin, hard margin, and different kernels. 
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2.3.2.3 Extreme gradient boosting (XGBoost) 

Extreme gradient boosting (XGBoost) is a powerful machine learning algorithm that is used 

for regression and classification analyses. To create a more accurate and robust model, multiple 

weak learners are combined, typically decision trees. The results of each decision tree are used 

as variables to boost the accuracy of the next decision tree to make it a more robust and accurate 

model. In XGBoost algorithm, the gradients of the loss function are calculated, then used to 

update the model weights. The gradient based update is performed iteratively on each decision 

tree before adding the next one and updated with a gradient descent optimization method. This 

approach helps the algorithm to focus on the most challenging data points and make more 

accurate predictions. 

XGBoost has been found to outperform other machine learning algorithms, such as logistic 

regression, CART, naïve bayes, K-Nearest Neighbors algorithm Multilayer perceptron and 

Support Vector Machine. It can incorporate various types of remote sensing data, such as 

spectral bands, texture features, and topographic indices, to improve classification accuracy. 

Moreover, XGBoost can handle class imbalance and provide probabilistic estimates of class 

membership, which is useful for uncertainty analysis. 

XGBoost is a powerful and versatile algorithm that has shown promising results in various 

spatial data analysis tasks. Its ability to handle high-dimensional data, handle missing data, and 

provide important feature measures. makes it an attractive option for researchers and 

practitioners working with spatial data. 
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CHAPTER 3 

RESULTS AND DISCUSSIONS 

The results of machine learning techniques for predicting the sites suitability of BTS towers 

are presented in this chapter. A comparison is made between random forests (RF), support 

vector machine (SVM) and extreme gradient boosting classifiers to determine their suitability 

for broadband tower sites. The detailed presentation of the experimental results for each 

method are presented. The comparative analysis is conducted to compare and discuss the 

results obtained from each classifier.  To ensure a robust experimental evaluation, the tests 

should be expanded and repeated across multiple exploratory variables using cross-folding 

techniques. To achieve this, 10 cross-fold(k) are applied on all exploratory parameters, each 

consisting of features from 900 actual suitable sites (positive examples) and 500 unsuitable 

sites (negative examples) with the random ratio of 70%, and 30% of the data was used for 

training, and testing, respectively for all three selected models (SVM, RF And XGBoost). 

3.1  Random Forest 

3.1.1 Accuracy 

Random forest works well in learning from the input data, with a 96% accuracy rate on training 

data, indicating that it works well in learning from input data. It segmented the data into 

different decision trees and execute trees simultaneously. This accuracy calculates the mean 

accuracy at training levels. Moreover, the trained model runs on validation data to test how 

well it can classify the data without classification labels. Its accuracy on the validation data is 

89.78% which decreases from training level accuracy. This predicated accuracy of random 

forest model is considered as good machine learning accuracy as it can accurately classify 89% 
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of the time which is reliable for implementation. The accuracy of random forest at both training 

and validation level are shown in figure 04. 

3.1.2 Relative variable importance  

Random forest resulted the relative variable importance from all six variables which shows that 

proximity to road is 77%, population 82%, slope 68%, and landuse has 78% relative importance 

while geology has 29% and bulk density has 26% relative importance. It indicates that geology 

and bulk density are the least important criterions for broadband sites suitability and landuse, 

population, slope and proximity to roads are more important criterions for performing sites 

suitability analysis for broadband towers. The graph of relative variable importance is shown 

in figure 8(d).  

3.1.2 Sites suitability for broadband towers 

The models predicted the results in the form of continuous raster layers with the digital number 

(DN) values that range between 0 and 1. The suitability level for broadband towers is calculated 

by dividing the data into four divisions with the suitability level which are highly suitable, 

moderately suitable, marginally suitable, and unsuitable. It resulted in 150 sites in highly 

suitable class, 87 sites in moderately suitable class, and 79 sites in marginally and 104 sites are 

in unsuitable class from total 420 sites. The proposed suitable sites for broadband towers 

resulting from random forest classification are shown in figure 05. 

3.1.3 Predication quality 

Receiver operating characteristic (ROC) curve is used to check the quality of classification 

results. RF resulted with the area under curve (AUC) score is 0.89 which indicates that 89% of 

the time, the model correctly classifies the sites into their suitability level class as shown in 

figure 8(a).  
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3.2 Support vector machine 

3.2.1 Accuracy 

Support vector machine (SVM) model scored a 60% accuracy while training on training 

datasets. Its accuracy on training is considered the random results in learning from the training 

inputs. It shows modest effectiveness in learning from the input data. Moreover, the model 

accuracy decreases while running the trained model on the testing data to validate its 

performance. It poorly performed on the validation dataset with the accuracy of 57%. It 

indicates that it did not perform well in predicting outcomes from the unlabeled data in case of 

sites suitability for broadband towers. The results suggest that the SVM model is less successful 

in reaching high accuracy at both training and validation datasets as shown in figure 04.  

3.2.2 Relative variable importance  

SVM resulted the relative variable importance from all six variable shows that proximity to 

road is 79%, population 84%, slope 72% relative importance are highly important along with 

geology 33% and bulk density 23% are showing least relative variable importance as shown in 

figure 8(e).  

3.2.3 Sites suitability for broadband towers 

The suitability level for broadband towers is calculated by dividing the data into four divisions 

with the suitability level which are highly suitable, moderately suitable, marginally It is based 

on DN values and SVM resulted 57 sites in highly suitable class, 49 sites in moderately suitable 

class, 47 sites in marginally and 266 sites are in unsuitable class from total 420 sites. Suitable, 

and unsuitable. The proposed suitable sites for broadband towers resulting from SVM 

classification are shown in figure 06. 
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3.2.4 Predication quality 

The ROC curve showed that the AUC score is 0.58, indicating that the model randomly 

classified sites into their respective suitability level class 58% of the time which is more generic 

and not consider as good classification model for this site suitability problem. The ROC curve 

is shown in figure 08(b). 

3.3 XGBoost 

3.3.1  Accuracy 

The findings revealed that the accuracy of XGBoost model on the training data is 88% which 

shows that it performed very well in learning from the input data. It showed a significant 

capacity to generalize, with an accuracy of 97% on the testing dataset, implying that the model 

may successfully predict outcomes for fresh data. The results show that the XGBoost model 

achieves excellent accuracy in both training and testing datasets, showing its potential for usage 

in a variety of applications where precision is critical. The study illustrates the XGBoost 

algorithm's utility in predictive modelling tasks, as well as its capacity to attain high accuracy 

in both training and testing datasets shown in figure 04.  

3.3.2 Relative variable importance  

The relative variable importance of used parameters that resulted by the XGBoost show that 

proximity to road, population, slope and landuse are more important variables for broadband 

sites selection with the relative importance of 74%, 79%, 67% and 78% respectively. 

Moreover, geology and bulk density are less contributed with the relative variable importance 

of 28% and 23% respectively as shown in figure 8(f).  

3.3.2 Sites suitability for broadband towers 

The suitability level for broadband towers is calculated by dividing the data into four divisions 

with the suitability level which are highly suitable, moderately suitable, marginally It is based 
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on DN values and SVM resulted 57 sites in highly suitable class, 49 sites in moderately suitable 

class, 47 sites in marginally and 266 sites are in unsuitable class from total 420 sites. Suitable, 

and unsuitable. The proposed suitable sites for broadband towers resulting from SVM 

classification are shown in figure 07. 

3.3.3 Predication quality 

ROC curve was utilized to evaluate the performance of an XGBoost classification model to 

check under fitting and overfitting of the model. The ROC curve indicated an AUC of 0.97, 

which demonstrates that the model was able to accurately classify sites into their respective 

suitability level class with an accuracy of 97%. This suggests that the XGBoost classification 

model is a near-perfect tool for predicting site suitability. The suitability for broadband towers 

resulted from the XGBoost model on the validation data is presented in figure 08(c). 

3.4 Assessment of predicted accuracy 

To accurately measure the predicted accuracy, it is important to consider the difference 

between observed values and predicted values. Predicted values are generated through 

modelling based on training data. It measures how well the model fits the training samples and 

doesn’t necessarily reflect predicted accuracy. To achieve the true predicted accuracy, it’s 

necessary to assess the difference between the predicted values for new data, such as validation 

data and the observed values.  

Random forest has 0.89% of AUC value which shows its classification quality was very good 

to classify the datasets into their classes and its ROC curve are shown in figure 08(a). Support 

vector machine resulted in 0.58% which shows randomize results and it struggle to classify 

datasets into their respective classes. The ROC curve is shown in figure 08(b). XGBoost has 

0.97% AUC value, and which shows its performance is excellent while classifying the datasets 

highly accurately into their classes and its ROC curve are shown in figure 08(c).  
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In the representation of the assessment of the models, the following terms are used to explain 

the results: 

True positives (TP): The cases in which the classifier predicted the suitable BTS site, 

and the actual data sample's class also has BTS site yes, formally.  

𝑇𝑃 = 𝑃𝑐 ∩ 𝑃𝑒       equation --------------- (1) 

True negatives (TN): The cases in which the classifier predicted the unsuitable site and 

the actual data sample's class was also don’t have BTS site, formally  

𝑇𝑁 = 𝑁𝑐 ∩ 𝑁𝑒 𝑖     equation --------------- (2) 

False positives (FP): The cases in which the classifier predicted the suitable site, and 

the actual data sample's class was unsuitable BTS site, formally  

𝐹𝑃 = 𝑃𝑐 ∩ 𝑁𝑒 𝑖      equation --------------- (3) 

False negatives (FN): The cases in which the classifier predicted the unsuitable site, 

and the actual data sample's class was suitable site, formally  

𝐹𝑁 = 𝑁𝑐 ∩ 𝑃e      equation --------------- (4) 

For the evaluation of the results, the following metrics are used: 

• Accuracy: The metric used to evaluate the performance of a machine learning model, 

calculated as the ratio of correctly predicted samples to the total number of input 

samples. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 
 =  

|𝑇𝑃|

|𝑃𝑐|
+

|𝑇𝑁|

|𝑁𝑐|
  equation ---------- (5) 
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Figure 4. Accuracy comparison of classifiers on training and test data 

 

Figure 5. BTS sites suitability using RF classifier. 
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Figure 6. BTS sites suitability using SVM classifier. 

 

Figure 7. BTS sites suitability using XGBoost. 
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Figure 8.  showing the key matrices of all three models. 

 

Table 5 Summary table of all classifiers  

Classifier Accuracy Precision Recall Specificity f-measure 
Cohen's 

Kappa 

SVM 57.24 0.595 0.579 0.579 0.558 15.70% 

RF 89.786 0.898 0.898 0.898 0.898 79.50% 

XGB 97.86 0.978 0.978 0.978 0.978 95.70% 
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• Specificity: It is a statistical measure that indicates how well a binary classification 

model can correctly identify negative samples, by measuring the proportion of false 

positive results with respect to all negative samples. 

𝑆𝑝𝑒𝑐𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 =  

|𝐹𝑃|

|𝑁𝑒
𝑖 |

  equation ---------- (6) 

• Precision:  The metric used to measure the accuracy of positive predictions made by a 

machine learning model, calculated as the ratio of true positive predictions to the total 

number of samples predicted as positive by the model. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑡𝑖𝑣𝑒
 =  

|𝑇𝑃|

|𝑃𝑐|
               equation ---------- (7) 

• Recall: It also known as sensitivity, is a statistical measure that evaluates the ability of 

a machine learning model to correctly identify positive samples, calculated as the ratio 

of true positive predictions to the total number of actual positive samples, regardless of 

whether they were predicted as positive or negative. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 =  

|𝑇𝑃|

|𝑃𝑒|
        equation ---------- (8) 

• Cohens Kappa: The statistic is utilized for evaluating the consistency of ratings 

between multiple or single raters on qualitative items, known as inter-rater and intra-

rater reliability, respectively. It applies to categorical data. 

𝐾𝑎𝑝𝑝𝑎(𝑘) =
𝑃𝑜−𝑃𝑒

1−𝑃𝑒
     equation ---------- (9) 

 

3.5 Comparisons of models 

For comparing the results models the summary table method and graphs are utilized to show 

results. The overall summary statistics based on multiple metrics of all used classifiers were 

presented in table 05. It shows the average metrics applied to all datasets for each classifier 

after optimization.  
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Figure 11 shows the accuracy of proposed machine learning models on testing datasets which 

indicates the SVM doesn’t work well and XGBoost is the best performing model and with 

appropriate parameterization and training, can aid in identifying solutions to site suitability 

issues by improving classifier accuracy.  

Figure 12 showing the precision values of each model which tells the quality of suitable sites 

for broadband tower predicted by the model while figure 16 sensitivity which measure of how 

well a machine learning model can detect positive instances along with figure 17, specificity 

(recall) values measures the proportion of true negatives that are correctly identified by the 

model and figure 18 representing the Cohen’s kappa percentage of each classifier which shows 

the classification quality of each model.  
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Figure 9. showing the comparison of models. 
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CHAPTER 4 

CONCLUSION AND RECOMMENDATIONS 

4.1 Conclusion 

Geospatial machine learning is an incredibly good tool for broadband sites suitability analysis. 

Among all the three models, XGBoost had the greatest accuracy of 97% on validation data, RF 

gives 89% accuracy, and SVM gives the lowest accuracy among all three models with 57% 

accuracy. XGBoost has the greatest model prediction quality with an AUC curve of 0.97%, 

which is consider as excellent model performance while RF works as second high performing 

classification model with the AUC curve of 0.89% which indicates that it has good model 

performance, and SVM doesn’t work well for BTS sites suitability, and it give random 

predication results with AUC curve of 0.58%. The kappa value of SVM is 15.7% which 

indicates slight agreement while RF has 79.5% and XGBoost has 95.7% which interpreted as 

almost perfect agreement which indicate that its classification results. 

Population, proximity to roads, slope, and land use are identified as the most important 

exploratory variables, whereas bulk density and geology were recognized as the least relevant 

ones for BTS sites suitability. These insights can assist telecommunications businesses in 

selecting the best BTS tower location to increase signal strength, and coverage for users. 

These findings can assist telecommunication companies in selecting the optimal BTS tower’s 

location to improve signal strength and coverage for their users. The effectiveness of XGBoost 

and Random Forest classification models in predicting site suitability and provides valuable 

insights for telecommunication companies to make informed decisions about BTS tower 

locations. 
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4.2 Recommendations 

The study emphasizes how essential it is to solve the problem of BTS sites suitability using 

gridded datasets. This issue might affect the growth of telecom services for people if it is not 

resolved. The results show that there is need of urgent adoption of geospatial machine learning 

by telco sector for saving time and resources. We recommend that telecommunication 

businesses use XGBoost or Random Forest models to identify suitable BTS tower locations to 

increase signal strength and coverage for their users. These models have proven to be highly 

accurate and reliable in predicting broadband sites suitability. The important variables 

identified by the study, including population, proximity to roads, slope, and land use, should 

also be considered when selecting the best BTS tower location. Additionally, 

telecommunication companies may benefit from further research to identify other potential 

variables that could impact site suitability.  
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APPENDICES 

Appendix – 1. Code for land use classification in google earth engine.  

Map.addLayer(Islamabad, {},"Islamabad"); 

var Images=ee.ImageCollection("LANDSAT/LC08/C02/T1_TOA"). 

var s2_composite = Images.filterBounds(Islamabad) 

    . filterDate('2021-01-01', '2022-06-30') 

    . filter(ee.Filter.lte('CLOUD_COVER', 10)) 

    . median(); 

var comp=s2_composite. clip(Islamabad) 

Map.addLayer(comp, {Bands:["B1","B2","B3"]}, 'SA satellite imagery'); 

print(comp). 

var bands = ['B2', 'B3', 'B4', 'B5', 'B6', 'B7']. 

var samples = Water.merge(Grassland.merge(Builtup.merge(Forest))). 

print ('Sample’, samples); 

var points = comp. select(bands).sampleRegions({ 

  collection: samples,  

  properties: ['Landcover'], 

  scale: 30 }). randomColumn(); 

var training = points. filter(ee.Filter.lt('random', 0.7)); 

var validation = points. filter(ee.Filter.gte('random', 0.7)); 

var classifier =ee. Classifier.smileRandomForest(100).train({ 

  features: training,  

  classProperty: 'Landcover', 

  inputProperties: bands 

}); var Classified_Islamabad = comp. select(bands).classify(classifier); 

Map.addLayer(Classified_Islamabad.clip(Islamabad), {min: 0, max:4, palette: [ 'BLUE', 'Green','LightGreen', 

'Brown','YELLOW']}, 'Classified Islamabad'). 

Export.image. toDrive({ 

  image: Classified_lahore , 

  description: '2022_Classified', 

  region: Islamabad}); 
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Appendix – 2. Code of geospatial machine learning  

# -*- coding: utf-8 -*- 

""" 

Created on Fri Dec 16 11:13:52 2022 

@author: ghulam. hasnain 

""" 

import os.  

os. mkdir("inputs") 

os. mkdir("outputs") 

import geopandas as gpd. 

import shutil. 

import glob. 

# Checking the Sites data 

for f in sorted(glob. glob('data/Sites*')): 

    shutil. copy(f,'inputs/') 

# or grab your data of choice and move to 'inputs/' 

pa = gpd. GeoDataFrame.from_file("inputs/sites.shp") 

pa.sample (5) # GeoDataFrame for the BTS data 

print ("number of duplicates: ", pa.duplicated(subset='geometry', keep='first').sum()) 

print ("number of NA's: ", pa['geometry'].isna().sum()) 

print ("Coordinate reference system is: {}".format(pa.crs)) 

print ("{} observations with {} columns".format(*pa.shape)) 

pa [pa.CLASS == 1].plot(marker='*', color='green', markersize=8) 

pa [pa.CLASS == 0].plot(marker='+', color='black', markersize=4) 

# Data sorting 

for f in sorted(glob. glob('data/factors/Factors*.asc')): 

    shutil. copy(f,'inputs/') 

raster_features = sorted (glob.glob( 

    'inputs/Factors*.asc')) 

# check number of features  

print ('\nThere are', len(raster_features), 'raster features.') 

from pyimpute import load_training_vector 

from pyimpute import load_targets 
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train_xs, train_y = load_training_vector (pa, raster_features, response_field='CLASS') 

target_xs, raster_info = load_targets(raster_features) 

train_xs. shape, train_y.shape # check shape, does it match the size above of the observations? 

# import machine learning classifiers 

from sklearn. ensemble import RandomForestClassifier 

from sklearn.svm import SVC 

from xgboost import XGBClassifier 

CLASS_MAP = { 

    'rf': (RandomForestClassifier ()), 

    'xgb': (XGBClassifier ()), 

    'svm': (SVC ()), 

    } 

from pyimpute import impute 

from sklearn import model_selection 

# model fitting and spatial range prediction 

for name, (model) in CLASS_MAP.items(): 

    # cross validation for accuracy scores (displayed as a percentage) 

    k = 10 # k-fold 

    kf = model_selection. KFold(n_splits=k) 

    accuracy_scores = model_selection. cross_val_score(model, train_xs, train_y, cv=kf, scoring='accuracy') 

    print (name + " %d-fold Cross Validation Accuracy: %0.2f (+/- %0.2f)" 

          % (k, accuracy_scores. mean() * 100, accuracy_scores.std() * 200)) 

    # spatial prediction 

    model.fit (train_xs, train_y) 

    os. mkdir('outputs/' + name + '-images') 

    impute (target_xs, model, raster_info, outdir='outputs/' + name + '-images', 

           class_prob=True, certainty=True) 

    from pylab import plt 

# define spatial plotter 

def plotit (x, title, cmap="Blues"): 

    plt. imshow(x, cmap=cmap, interpolation='nearest') 

    plt. colorbar() 
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    plt. title(title, fontweight = 'bold') 

import rasterio. 

distr_rf = rasterio. open("outputs/rf-images/probability_1.0.tif").read(1) 

distr_svm = rasterio. open("outputs/svm-images/probability_1.0.tif").read(1) 

distr_xgb = rasterio.open("outputs/xgb-images/probability_1.0.tif").read(1) 

istr_averaged = (distr_xgb + distr_rf+distr_svm)/3 

plotit (distr_averaged, "Tower Sites Suitability, averaged", cmap="Greens") 

plotit (distr_averaged [100:150, 100:150], "BTS Tower Sites Suitability", cmap="Greens") 


