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Abstract

Despite of health awareness campaigns and improvements in education system, neonatal

mortality is still a critical issue around the world. Out of 140 million children born

annually, 4 million die in the first month of their life. This has also become a severe issue

in Pakistan with neonatal rate of 44 per 1000 live births. Pakistan is a country where

cousin marriage rate is above 60% and is located in such a region where gender preference

is common. Studies have suggested that cousin marriage also impacts the pregnancy

events. Hence it is a dire need to find out the causes of high neonatal rates and impact of

cousin marriage on pregnancy events in Pakistan. Different researches have been carried

out on these issues before. Some researchers have investigated the relationship between

cousin marriage and adverse pregnancy outcomes while some explored the determinants

of child mortality in Pakistan. While these researches focused on specific pregnancy

factors such as birth interval and still births, they ignored other important factors like

cousin marriage and preterm birth. Some studies have used data with missing factors,

such as birth interval, cousin marriage or gestation period; while other studies have

mostly applied bivariate or multivariate regression analysis. These techniques have

limitations in terms of dealing with categorical data or data with multiple levels of

factors. To resolve short comings of the existing studies, we are proposing a framework

that will apply association rules, bayesian network and hidden markov model to find

associations among different factors in the Pakistan Institute of Medical Sciences (PIMS)

hospital dataset. The objectives of this research are (i) to study the effects of different

factors that cause neonatal mortality, (ii) cousin marriage impact on neonatal mortality.

Finally (iii) to analyze the impact of cousin marriage on gender determination. Data was

preprocessed using imputations and models were applied. In order to identify the factors

of neonatal mortality, bayesian network and association rules were applied. Bayesian

network (BN) produced an accuracy of 94%. Association rules were applied using ‘rattle’
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library and around 9000 rules were generated but only few hold valuable information,

such as chances of caesarean delivery are high for short birth intervals and short birth

intervals trend has been observed in first pregnancy. To see cousin marriage impact on

gender determination, data was distributed on the basis of cousin marriage and non-

cousin marriage and was converted into sequential data. Hidden markov model was

then applied on each dataset and a comparison was performed to see the impact of

cousin marriage on gender identification. Its results indicate that mode of delivery,

preterm birth, gestation period and birth interval are the major factors influencing the

neonatal mortality. Cousin marriage of couple’s parents , place of residence and mother’s

education are secondary influencing factors. The results also suggest that short birth

interval is observed in first pregnancy. Moreover this research also claims that cousin

marriage does not play any significant role in the determination of gender. The results

will help in improving decision making and making better policies for mother care in

order to reduce neonatal mortality rates.

Keywords: Bayesian network, Maternity dataset, neonatal mortality, Hidden Markov

model, Association rules, Cousin marriage, PIMS
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Chapter 1

Introduction

Pakistan has the third highest number of neonatal mortality in the world [1]. To find out

the causes behind these high numbers, this research is introducing a new framework.

In this chapter, a brief introduction of the issue, motivation behind the selection of

this issue, problem statement and objectives of this research work has been discussed.

Moreover the framework proposed to fill the research gap has also been discussed.

1.1 Background and Motivation

Neonatal mortality rate is a major concern all around the world. World Health Organi-

zation (WHO) and the United Nation’s (UN) population division estimate that globally

6.3 million children died in 2017, with newborns accounting for half of these deaths [2].

Every year 2.6 million newborns do not survive their first month of life [3]. Most children

under five years of age die due to preventable or treatable causes, such as complications

during birth, pneumonia, diarrhea, neonatal sepsis and malaria [3]. The majority of new

born deaths, however can be prevented if direct and indirect causes of neonatal deaths

can be found [3].

Japan, South Korea and Singapore are among those countries affected by low birth rate

caused due to one-child policy by the government [4]. Parents prefer to have son over

daughter [4]. When parents find out that their un-born child is a girl through ultra-

sound, they abort the pregnancy. According to a report [5], many countries are facing

"severely skewed" gender ratios. This is a serious issue in Pakistan as well as female

neonatal mortality rate is higher as compared to male neonatal mortality rate [6]. One
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Chapter 1: Introduction

of the emotional trauma that an expecting women face in Pakistan is the gender of the

yet to be born child [7]. Gudex [8] suggested that preference is affected by obstetric and

socio-demographic factors in women. Nowadays parents tend to do ultrasound during

the pregnancy. It is now possible to identify the gender of the unborn child through

ultrasound from 18 weeks into pregnancy [9]. In the research carried out by Dow Uni-

versity Hospital, Karachi [9], it was found that 31.4% of the women wanted to know

the gender of her unborn child and 15.2% of them wanted to have a son. Therefore the

study suggests that half of the women who go for ultrasound preferred to have a son.

Moreover Pakistan is among those countries where cousin marriage rate is high [10].

Cousin marriage results in congenital diseases, thalassaemia and other disabilities in the

children [11]. Neonatal mortality and haemoglobinopathies are commonly found in the

children of such marriages [12].

There are many state-of-the-art techniques [[13], [14], [15],[16] and [17]] that have ad-

dressed these issues. In a country like Pakistan where cousin marriage rate is high,

gender preference is common and neonatal mortality rate is rising, it is a need of the

time to explore these factors in detail. The techniques applied in existing researches

are mostly p-values, chi-square, logistic regression models and cox-proportional hazard

model. These techniques do not consider casual relationship among different variables

(see section 3.2 of Chapter 3), involved in pregnancy events. To find causal relationship

among pregnancy variables, bayesian network and association rules will be applied to

Pakistan Institute of Medical Sciences (PIMS) dataset. Moreover Hidden Markov Model

(HMM) will be applied to find out the impact of cousin marriages on determining gender.

1.2 Problem Statement

Pakistan is among the list of countries where neonatal mortality rate is very high [1]. In

order to know what things should be avoided and what steps should be taken, a thorough

research on the issues is a dire need of the time. Existing researches mostly used statis-

tical techniques which are unable to give a casual relationship among pregnancy factors.

This research focuses on finding causal relationship among pregnancy variables mainly

neonatal mortality, cousin marriages and gender determination, by using probabilistic

models.

2



Chapter 1: Introduction

1.3 Research Objectives

This research has three main objectives. The first objective is to identify and discuss

the factors playing a role in neonatal mortality in Pakistan. While previous researches

carried out on this issue lacks in some way or the other (see section 3.2 of Chapter 3), this

research will cover the gap of the previous studies. The second objective is to highlight

the impact of cousin marriage factor in neonatal mortality. One of the main reasons for

exploring this factor is due to highly prevalence of cousin marriage in Pakistani society

(60.5%) [10]. Finally the third objective is to explore how cousin marriage effects gender

determination in Pakistani population. They are briefly stated as follows:

1. Predict factors that cause neonatal mortality:To find the intervention of a

factor and affects of factors on each other

2. Cousin Marriage impact on neonatal mortality: To explore cousin marriage

impact on neonatal mortality

3. Cousin Marriage impact on identifying gender: To analyze the impact of

cousin marriage on gender determination

1.4 Proposed Framework

Expecting women now want to know about every event of their pregnancy for a healthy

baby. By crunching numbers, data scientists are finding ways to predict pregnancy

behavior and better understand complex pregnancy situations. The use of machine

learning and decision support technology has given a new dimension to expand the

reach of medical professionals in order to improve maternity related decisions. This

research proposed a framework that applies bayesian network, hidden markov model

and association rules. With the help of these models, applied on maternity dataset,

linkages between pregnant woman data and its outcomes can be observed.

1.4.1 Bayesian Network and Maternity Dataset

In order to find out the factors associating with neonatal mortality bayesian network will

be used. One of the reasons for using the model is the uncertainty of medical data [18].

3



Chapter 1: Introduction

When dealing with uncertainty, bayesian network is the right approach [19]. Bayesian

network is a model that helps to represent and works through daily life problems, i.e,

smoking causes cancer, high cholesterol causes heart attack and other such daily life

problems. Beata Reiz [20] used bayesian network to find out causal relationship between

different variables in a medical dataset. He predicted surgery survival using this model.

The findings proved that bayesian network gives more accuracy as compared to other

methods such as logistic regression. Hence the gap in the previous researches that used

logistic regression [[13], [14], [15],[16] and [17]] will be filled in terms of accuracy by using

bayesian network. We will apply bayesian model to find the causal relationship among

different factors involved in neonatal mortality. Moreover cousin marriage influence on

neonatal mortality will also be explored using this model.

1.4.2 Hidden Markov Models and Sequence Analysis

One of the objectives of this research is to develop a model that will help in the prediction

of the gender of the unborn child. As cousin marriages are prevalent in the country

and gender preference is common. Hence the impact of cousin marriage on gender

identification needs exploration. To complete this objective, the model used is Hidden

markov model (HMM). It is called hidden because the underlying steps between the

states are hidden and only the symbols emitted by the model can be observed. The

reason for using this model is that it has a strong statistical foundation. Moreover,

HMM efficiency in learning algorithms is high. [21].

1.4.3 Association Rules and Variable Dependencies

Apart from hidden markov model and bayesian network model, association rules are

also applied on PIMS dataset. It is widely used in medical datasets [22]. By applying it

on PIMS dataset the combination of variables mostly occurred together can be known

and hence dependency of one variable on another variable can be found [23].

1.5 Organization of Thesis

Chapter 2 contains the background information of bayesian networks, hidden markov

model and association rules. Chapter 3 provides the literature review carried out on

4



Chapter 1: Introduction

neonatal mortality and cousin marriage. Chapter 4 describes the proposed framework

of this research and workflow of solving the problem. Chapter 5 describes the imple-

mentation of the techniques and their results. Chapter 6 will describe the future work

and conclusion of this research.

5



Chapter 2

Background

This chapter describes the basic concepts of the models being used in developing the

framework. Three models are used in the proposed framework. The implementation of

the models are discussed in chapter 3. The models are Hidden Markov Model, Bayesian

Network and Association Rules.

2.1 Hidden Markov Models

It is a model of probability to analyze sequences. It has two states; hidden state and

observable state [24]. Model takes transition, emission and initial probabilities as an in-

put and it gives a sequential model as an output. Through the sequence of observations,

hidden states can be observed [25]. Figure 2.1 shows the hidden model states [26].

Figure 2.1: Hidden Markov Model States

i. Hidden states: It generates an observable sequence. One hidden state produces one

observe state [26]. [ St̂ ]; t = 1,2 ... T . "S" represents hidden state.

ii. Observable states: It is generated from hidden state and depends on all its previous

observations.[ Ot̂ ] ; t = 1,2...T . "O" represents observable state. Figure 2.2 shows

6



Chapter 2: Background

observable states, its generation from hidden states and its dependence on previous

observations[26].

Figure 2.2: Observable States

iii. Transition probabilities: Here pîj is the probability of moving from the hidden state

S_1 at time t - 1 to the hidden state S_2 at time t [26]:

p(S = j|S−1 = i) = pij

We only consider homogeneous HMM, where the transition probabilities are constant

over time.

iv. Emission probabilities: It is the probability of the hidden state emitting the observed

state: [26]

p(O = i|S = r) = qi
r

v. Initial probability: Here πi is the probability of starting from the hidden state "S" [27]:

p(S1 = i) = π i

The Markov assumption of the first order assumes that the transition probability of the

hidden state at time t only depends on the previous hidden state at the time point t -

1. The observation at time t depends on the current hidden states irrespective of the

previous hidden states and observations [27].

2.2 Bayesian Networks

Bayes or belief network is a joint probability distribution model represented through

a directed acyclic graph ’G’. It has a set of random variables. The model represents

causal relationship between the variables. The graph comprises of nodes and edges [28].

Nodes (V) represent the variable and edges (E) represent the relationship among the

variables. Lack of edges denotes the lack of relation between the variables. In this

way, causality is represented in the network. Each node has conditional probability

distribution (T), such that G = (V,E) and N = (G,T) where N represents bayesian

7
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network [28]. Bayesian network can be created without representing causality, but the

representation of causality makes the structure of the Bayesian network more efficient.

The objective of the network is to calculate the posterior conditional probability i.e given

the evidence which is being observed, what are the unobserved causes P[Cause|Evidence].

Bayesian network works on bayesian theorem.

P [Cause|Evidence] = P [Evidence|Cause].P [Cause]/P [Evidence]

2.3 Association Rules

Association rules are defined as a set of frequent patterns. Suppose T = [t1, t2, t3, ...

tn] is a set of transactions and I = [i1,i2,i3...in] is a set of items. Association rule is

defined as A ⇒ B, where A and B are the subset of I and A ∩ B = ∅. A is antecedent

and B is consequent of the association rule[29].

Antecedent is the "if" statement of the rule and consequent is the "then" statement of the

rule. It is represented as; if item found within the set B then items found in combination

with the antecedent i.e set A will be returned. Each item has a measure attached with

it that shows its statistical importance which is called "support" [30].Support measures

that how frequently the items occur together. Rule is formed when another item, let’s

say B comes in combination with A and has a statistical measure called "confidence".

Confidence of the rule is the conditional probability of the items involved [30]. "Lift"

is another measure for the rule and is used to compare the confidence with expected

confidence. In other words, lift tells that how better a rule is at predicting the result

[29]. Table 2.1 shows the formulas of the statistical measures used in association rules

[29].

Criteria Formula

Support Freq (A , B) / N

Confidence Freq (A , B) / Freq A

Lift support / support (A) * support (B)

Table 2.1: Association Rules Measures

8



Chapter 3

Literature Review

In this chapter, an overview of the existing studies that have been conducted to find out

the causes of neonatal mortality, cousin marriages and gender preference are discussed.

The existing techniques in finding the causes behind these issues, and their limitations

have been critically analyzed. The studies conducted globally and locally (Pakistan) are

presented to find out the research gap.

3.1 Pregnancy Events

There are a number of events that are related to healthy pregnancy. Health of the

mother before and during pregnancy, financial and educational background of mother

and father, pre-natal care, cousin marriage impact and neonatal death are few of the

variables that constitutes the pregnancy events. Different researches that were carried

out on the pregnancy events mentioned above, will be discussed in this section.

Horsch A. [31] conducted a research to find associations between maternal stress percep-

tion and exposure, psychological and physiological stress responses during the pregnancy

and pregnancy outcomes. Dataset included 203 expecting mothers of Swiss University

Hospital. Results indicate that as far as pregnancy outcomes are concerned strong as-

sociations between major life incidents such as depression, anxiety and instrumental

delivery were observed. The study concluded that pregnancy event such as maternal

stress depends on the hospitalization of baby.

Lakshmi B.[32] studied the complications that occurred during the pregnancy. Decision

tree (C5) was used in the research for classification and prediction of risks involved.

9



Chapter 3: Literature Review

They ranked parameters and accessed them which includes; blood pressure, blood glu-

cose level, weight, trimester and month. They compared the results of two datasets:

standardized and unstandardized. The unstandardized dataset was obtained from con-

ducting interviews while the standardized dataset was prepared on the parameters sug-

gested by 40 judges who were expert in the field of gynecology. Results showed that deci-

sion tree performed better on the standardized dataset as compared to un-standardized

dataset. Oppenraaij [33] performed a survey to predict adverse obstetric outcome after

early pregnancy events and its complications. They studied the impact of first trimester

complications in subsequent pregnancies using data of Cochrane and Medline databases

covering the period of 1980 to 2008. The feature set they used includes previous mis-

carriages, recurrent miscarriages, termination of pregnancies. Results showed that early

events in the pregnancy and complication occurred in that time, are the predictors for

the adverse pregnancy outcome.

Sable [34] used the data of around 2,378 expecting mothers to examine the relationship

between stress, pregnancy attitudes, life events on low birth weight (weight < 1500g).

Logistic regression model was applied on the dataset. Results indicate that if mother

feels tired most or all of the time during pregnancy, risk of low birth weight gets one

and a half times bigger. Unhappiness about the pregnancy, major injury, illness also

contribute to low birth weight (LBW). Study concluded that finding an accurate way to

predict preterm risk is still a challenging problem. Stephen E.[35] used association rules

and data mining to discover interesting patterns in hospital infection control dataset in

order to make a new data analysis process.

These studies showed the impact of different variables and the role they play in preg-

nancy. The studies discussed above shows that during pregnancy an insignificant looking

variable can be affecting the pregnancy and thus effecting the health of the baby. The

three pregnancy events (variables) that are the focus of this research is neonatal mortal-

ity, cousin marriage and gender preference. Section 3.1.1 and 3.2.2 will cover the studies

conducted on those pregnancy events that are the focus of this research.

3.1.1 Neonatal mortality

Neonatal mortality is a global issue and researches have been carried out around the

world to know the reasons behind this vital issue. Research and exploration to find the

10



Chapter 3: Literature Review

causes of neonatal mortality has a significant role in decision making and policy making

that helps in the reduction of mortality rates.

Gulam Muhammad [36] used the multilevel logistic regression model to find out the

causes of early neonatal mortality in Afghanistan. His study found that multiple ges-

tations, maternal age and birth intervals are the main contributors of early neonatal

mortality. The study was limited in terms of biasness of dataset.

Owais A.[13] identified maternal and antenatal factors associated with stillbirths in rural

areas of Bangladesh. To determine the causes of death, verbal autopsies were used. A

cohort study was conducted and multivariable logistic regression was used to identify

the factors. The study found out that asphyxia, sepsis and preterm birth make 35%,

28% and 19% respectively, of the total deaths occurred. The dataset was limited, only

112 cases were examined.

Yu Mu [37] proposed in his research a deep learning algorithm. The algorithm is able to

detect and classify adverse pregnancy outcomes. He trained a multi-layer neural network

using a dataset of 75542 couples, model outperforms some other algorithms in accuracy

but in terms of optimization and interpretability the proposed model was struggling to

get better results.

Christiana R. [38] used multilevel logistic regression using a hierarchical approach to

find out the determinants of neonatal mortality in Indonesia. They used 2002-2003 de-

mographic and health survey data and found that neonatal mortality rates were higher

when mother and father both are employed. Apart from that mothers with history in

pregnancy complications, short birth intervals were also the factors for neonatal deaths.

Some factors were not examined such as delivery complications, environmental and ge-

netic factors due to limitation of dataset.

Arokiasamy P. [39] analyzed the levels and trends of neonatal mortality in the Indian

states. These states constitutes about 60% of infant mortality in India. They studied

the impact of bio-demographic and healthcare determinants on neonatal mortality. The

dataset they used was ten years old. Cox proportional hazard models were used. The

study concludes that antenatal care, delivery assistance and postnatal care are the sig-

nificant inputs in achieving a reduction in neonatal mortality rates.

Samir B. Kassar [14] identified risk factors for neonatal mortality. They focused on the

determinants related to prenatal care, delivery and pregnancy history of mother. The

study was conducted in Brazil. Logistic regression was used to analyze the dataset. The
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sample consisted of 136 cases. The factors identified were hospitalization during preg-

nancy, poor prenatal care, lack of ultrasound examination and low birth weight. These

were the significant factors affecting the mortality rates of neonates. The study has some

limitations in terms of data. The impact of the study is claimed to be unsatisfactory

and results do not reflect the complexity among some variables.

Jocelyn Finlay [40] analyzed the effects of parity, maternal age and birth interval on the

health of child by using the data of Demographic health survey (DHS) from thirty three

(33) African countries. Multivariate regression models and Poisson distribution were

applied on the dataset. The study found that, in young mothers risk of child mortality

is highest for high parity, short birth intervals are negatively correlated with infant mor-

tality. The study was limited in terms of data biasness, exclusion of pregnancies such

as miscarriages, stillborn, time duration between subsequent pregnancies.

M. Farrokh [15] focused on whether maternal education and infant mortality have a

strong causal relationship or not. Data was taken from Iran demographic and health

survey (DHS). The study includes 28 provinces of Iran. Logistic regression was used

to measure the effects of these variables. It was seen that infant mortality rates for

uneducated mothers is 56 per 1000 live births and for educated mothers are 26 deaths

per 1000 live births respectively. The resulting average causal effect was found to be

0.030. This rate means that education of mothers reduces the rate of infant mortality

by 30 deaths per 1000 live births. Matching on propensity scores were used to have an

estimate about the effect of maternal education on infant mortality. The DHS dataset

has not recorded socio economic status and some other variables hence the author used

proxies for these variables.

In the research done by Naddav.Y [16], they applied a number of classification techniques

(e.g., Naive Bayes, Decision trees, SVM, logistic regression, and associative classifier)

on a dataset of historic maternal and newborn records to predict preterm birth. But

the classifiers performed poorly on the dataset even after performing feature selection

through contrast sets. Hence their work indicates that predicting preterm is a challeng-

ing problem.

Sarah Rabbani and Abdul Qayyum [17] investigated the determinants of child mortal-

ity in Pakistan. They used data of Pakistan Demographic Health Survey (PDHS) of

the year 2006-07. Binary logistic Regression model was used using maximum likelihood

method having Bernoulli distribution. The factors that have significant impact on child
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mortality in Pakistan are wealth index, mothers education, age of parents and expo-

sure to media. Another research that was conducted in Pakistan [41] was related to

determinants of neonatal mortality. The study concludes that antenatal care, proper

training of health care providers can help in the reduction of mortality rates. With the

help of multivariate cox proportional hazard models the study found that wealth index,

male infants, first order baby, complications during pregnancy are the main causes of

high mortality rates in Pakistan. They were unable to find the effects of environmental

causes due to its unavailability in PDHS dataset.

Mosley [42] presented a structure that analyzed factors of child mortality and observed

both biological and socioeconomic factors. The emphasis of their research was on indi-

vidual level decision making. Environmental and geographical factors also play a vital

role in determining the health of a child but the research did not include it due to lack

of data. Summary of literature review related to neonatal mortality can be found in the

Table 3.1
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Sr.No Reference Dataset Technique Limitation Findings

1
Owais

A.(2013)

2011-2012

Bangladesh

Multivariate

Logistic Re-

gression

Dataset was lim-

ited

Birth Asphyxia,

sepsis, preterm

birth were the

main factors

for neonatal

mortality.

2

Gulam

Muhmmad

(2018)

2015 De-

mographic

Health

Survey

(DHS)

Multilevel

Logistic

Regression/

Odd Ratios

(OR)

Limitation and

Biasness of

dataset

Multiple gesta-

tions, maternal

age and birth

intervals were the

factors effecting

neonatal death

rates.

3
Yu Mu

(2018)
2015 NFPC

Neural Net-

work and

Decision

Tree

Struggling to get

better and inter-

pretable results

Birth Defect, low

birth weight, still

birth were exam-

ined

4
Christiana

R (2008)

2003 De-

mographic

Health

Survey

Multilevel

logistic

regression

Some determi-

nants of neonatal

mortality were

not available in

the dataset

Short birth inter-

val is one of the

many reasons of

neonatal mortal-

ity.

5
Arokiasamy

P. (2008)

1998-1999

NFHS

Cox Pro-

portional

Hazard

Models

Dataset used was

ten years old

Antenatal and

post natal care

will help in re-

ducing neonatal

deaths

Table 3.1: Summary of literature review for Neonatal mortality
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Continuation of Table 3.1
Sr.No Reference Dataset Technique Limitation Findings

6

Samir B

Kassar et.

al (2013)

Dataset

set was

taken from

Brazilian

database

Logistic Re-

gression

Results are sub-

jected to recall

bais. Variables

such as birth in-

terval or cousin

marriage were not

included in the

study

Inadequate pre-

natal care, low

birth weight

major factors of

neonatal mortal-

ity.

7

Jocelyn

Finlay

(2017)

DHS of

33 African

countries

Multivariate

Regression

Models

Exclusion of

pregnancies with

miscarriages,

stillborn and

abortion

In young mothers

risk of neonatal

mortality is high

with high parity

8
M Farrukh

(2009)
Iran DHS

Logistic Re-

gression

No information

on socio eco-

nomic status of

households

Education of

mother reduces

infant mortality

9
Naddav Y.

(2008)

1992-2003

Northern

and Central

Alberta

Perinatal

Outreach

Program

SVM, NB,

C5, Logistic

regression

Prediction perfor-

mance was not

satisfactory, and

even doing fea-

ture selection by

contrast sets does

not improve the

results.

Predicting

preterm is a

challenging prob-

lem

10
Sarah Rab-

bani (2015)

2006-2007

PDHS

Binay

Logistic

regression

PDHS recorded

neonatal mortal-

ity rates are lower

as compared

to surveillance

dataset.

Mother’s educa-

tion, age, wealth

index are fac-

tors associated

with neonatal

mortality

Table 3.2: Summary of literature review for Neonatal mortality (continued)
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Continuation of Table 3.1
Sr.No Reference Dataset Technique Limitation Findings

11
Nisar B Y.

(2014)

2006 - 2007

PDHS

Multivariate

cox Pro-

portional

hazard

models

Environmental

factors were

not available in

PDHS dataset

Wealth index,

male infants, first

order baby, com-

plications during

pregnancy are

the main causes

of high mortality

rates in Pakistan

12
Mosley

(2003)
-

Framework

(Social and

Medical

Science)

Only 3 maternal

factors were ex-

plored such as

age, parity and

birth interval

Analyzed biolog-

ical and social

determinants of

mortality

Table 3.3: Summary of literature review for Neonatal mortality (continued)

3.1.2 Cousin marriage and Gender Preference in Pakistan

The effects of cousin marriage on population health and reproduction are a major issue

in South Asian and Middle Eastern countries. In the research done by Dow University

Hospital, Karachi, it was found that 31.4% of the women wanted to know the gender

of her unborn child and only 15.2% of them wanted to have a son. Therefore the study

suggests that half of the women who go for ultrasound preferred to have a son [43]. In

Pakistan desire for sons was mainly affected by socioeconomic class, financially strug-

gling mothers have more desire to have sons [44]. Mushfiq [45] study suggests that

children born to consanguineous marriages had 5.7% higher rate of genetic illness as

compared to those children born to non-consanguineous marriages in Pakistan [46]. An-

other study suggests that women married to their first cousins have higher chance of

miscarriages, neonatal and post-neonatal mortality. Saad [47] explored the relationship

between miscarriages and cousin marriage. The analysis was performed on Qatari popu-

lation. 92 women who were in consanguineous marriage were compared with 92 women

who got married outside the family. The obstetrical history of both sampled data was

same, women in both the samples suffered three or more early pregnancy loses. The

16



Chapter 3: Literature Review

study suggests that there was no difference in medical complications between the two

samples. A number of pregnancy losses was similar in both groups.Omer S. [48] study

shows negative impact of cousin marriage on various variables such as mortality, low

birth rates, high rates of stillbirths and miscarriages. However this study limits itself

in terms of data by not examining environmental factors. Another study conducted

by Kuntla [49] investigated the relationship between cousin marriage and adverse preg-

nancy outcomes. Bivariate, trivariate regression models were applied on Indian dataset.

Analysis revealed that women married to their cousins have high rates of stillbirth,

abortions and miscarriages as compared to those women who are not married to their

cousins. Another study came out in the year 2019 [46], it concluded that studies carried

out previously on the impact of cousin marriage that fails to add socio-economic were

baised and falsely precise and the relationship between parent’s cousin marriage and

child’s health is not as statistically precise as claimed by previous studies. Summary of

the related work can be found in Table 3.4
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Sr.No Reference Dataset Technique Limitation Findings

1

Omer S.

and Farooq

S (2016)

2012 - 2013

PDHS

Chi-square

Test

PDHS recorded

NMR are lower

as compared to

surveillance data.

Environmental

factors are not

included

Consanguinity

contributes to the

negative effects

on maternal and

child health.

2

Mushfiq

Mubarak

(2019)

2009 - 2010

Pakistan

2006-2007

Bangladesh

Two-stage

least

squares

(2SLS)

Data has weak-

ness in terms of

recording genetic

illness, based only

on reports by par-

ents and not a

medical diagnosis.

Study did not

find statistically

significant rela-

tionship between

consanguineous

marriage and

negative health

outcomes for

children

3
Saad et al

(2002)

Qatari

women -184

cases

Mann

Whitney

U-test

Sample set was

small (92) in

terms of popula-

tion epidemiology

No difference in

complication be-

tween two sam-

ples

4
Kuntla S.

(2013)

2005 India

Human De-

velopment

Survey

Bivariate,

Trivariate,

Cox pro-

portional

hazard

model

-

Women in cousin

marriage may

suffer from

stillbirths, mis-

carriages and

abortions

Table 3.4: Summary of literature review for Cousin Marriages
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3.2 Critical Analysis

The critical analysis includes the analysis and limitations of the techniques used in the

studies discussed and limitations of the studies itself.

Jasim A.[50] conducted a research in 2018 and used enhanced surveillance of births

and deaths in order to determine accurate maternal and neonatal mortality. As com-

pared to previously collected data, all the mortality rates recorded through this system

were higher than the estimates given by Pakistan Demographic Health Survey (PDHS).

Neonatal rates were 40 as compared to 20 per 1000 live births. The researches [17], [41]

used data of Pakistan Demographic Health Survey (PDHS) 2006-07. Hence it can be

said that the results of the previously done researches using the data of PDHS are not

reliable and improvement in completeness of data is required to get accurate results.

The studies [13], [36] and [14] used the data with some missing variables such as birth

interval, cousin marriage and gestation period. Some studies [42] ignored biological

factors, only three maternal factors were examined. Hence the dataset they used was

limited in terms of determinants of neonatal mortality. Mushfiq et al. [46] empirically

investigated the social and economic causes of cousin marriages. He concludes that the

estimates showed by the studies done previously on the impact of cousin marriages on

child health were falsely precise. Hence on the basis of this study, we can conclude that

the studies conducted previously on the impact of cousin marriage are not reliable and

new study in this area needs to be carried out. In order to analyze the impact of cousin

marriages without any biasness, approach should be revised and much larger samples

are required to determine the causal relationships more precisely. Moreover cousin mar-

riage impact on gender determination also needs to be explored.

Existing studies carried out on the issues so far, have mostly applied bivariate or mul-

tivariate regression analysis, some used logistic regression and cox proportional hazard

models while others [[13], [36], [14]] are using logistic regression to find the causes of

neonatal mortality. Logistic regression only deals with binary data, for multi-level cat-

egorical data this model is not appropriate. The study [38] applied multilevel logistic

regression; it can give cause and effect relationship between two variables but to find

out the cause and effects of multiple variables, this model fails to give the desired results

[51]. Multilevel logistic model deals with multiple variables only when those variables

do not depend on each other moreover adding more variables will cause over-fitting.
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Cox proportional hazard models has also been used to conduct studies related to finding

causes of neonatal mortality. The model takes the input variables that are time depen-

dent and assumes that hazard function depends on the values of covariates and baseline

hazard. The violation of the assumption can result in false deductions [52].

3.3 Discussion

The critical analysis presented above shows that, it is a need to analyze the factors

involved in pregnancy events in detail. The dataset should be without any bias and such

techniques should be applied that can analyze the complex relations among different

variables. Hence data mining techniques were introduced to analyze the pregnancy

events that will be able to cover all the weaknesses discussed in this chapter and this

research will provide a tool that will address the issues of causality. This research meets

the critical need to update the knowledge and information on pregnancy events and its

effects on pregnancy outcomes by analyzing a comprehensive assessment of Pakistan

Institute of Medical Sciences (PIMS) dataset. PIMS dataset considers the variations in

the data by covering all the states and socioeconomic groups across Pakistan.
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Proposed Framework

In this chapter, the framework adopted to achieve research objectives is discussed. The

framework is designed to cover the gap found in existing studies (see chapter 3). In

section 4.1, the proposed framework and the steps followed to achieve the objectives

have been discussed. Section 4.2 is about data acquisition. Section 4.3 discusses about

data preprocessing and explains how data cleaning was performed. The next section

explains feature engineering as some variables were engineered to observe their impact

on the pregnancy outcomes. In section 4.4, models applied to carried out the research

and their implementation have been covered.

4.1 Framework Steps

The research procedure followed to achieve the objectives is discussed in this and coming

sections. The proposed framework is divided into different phases shown in Figure 4.1.

• Data Acquisition

• Data Pre-processing

• Feature Engineering

• Feature Selection

• Model Implementation
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Figure 4.1: Framework used to analyze Pregnancy Events

4.2 Data Acquisition

Data was acquired from Pakistan Institute of Medical Sciences (PIMS) Hospital Islam-

abad that covers the time period between 1983 to 2014. PIMS hospital is a government

hospital whose expenses are low, so patients from all over the country come to this

hospital for treatment. Hence, in terms of region, our data covers almost all provinces

of Pakistan. The data consists of 5000 pregnant women. Four pair of students collected

the data in around 8 years. Every pregnancy history of a single mother was recorded,

from her first pregnancy, its outcome, mode of delivery, duration of pregnancy, reasons

of the death of the child (in case of the child died after delivery), the year pregnancy

occurred, the year the couple got married till her last pregnancy. Basic demographic

information was also recorded for all consented mothers. Data also has record of the

education, blood group, age of father and mother, occupation of father and mother,

family economic status, family type, the province/district where the family resides and

whether the marriage was taken place in family or outside the family. Maternal and

Neonatal outcomes were recorded at the time the mother gave birth. This all makes

up to total 12,593 entries in the dataset. In terms of completeness and socio economic

factors, we can claim that our data is comprehensive in contrast to dataset of previous

studies.

4.3 Data Preprocessing

Demographic data and pregnancy records were combined into a single analysis dataset

using R, with one observation for each birth outcome. Data consists of missing values,
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invalid values of some features and typos. Two approaches were used to deal with

missing values; replacement with NA and imputations. Few values were replaced with

“NA” and invalid values were removed using imputations. It was necessary to perform

imputation as amount of missing data was significant. Replacing all missing values

could have introduced biasness in our resulting model. To implement imputation, R

has a package MICE that allowed us to do multiple imputation. This imputation works

by filling the missing data multiple times. Multiple imputations are better than single

imputation as it deals with uncertainty of missing values in a better way [30]. MICE

provides a nice piece of flexibility [53]. We used polytomous regression with multiple

imputed datasets. This is because polytomous regression deals with variables having

factors two or greater than two. This regression model fits best with PIMS dataset as

the dataset was mainly based on variables having multiple level factors. Twenty one

variables with 12,593 observations were analyzed.

4.4 Feature Engineering

PIMS dataset has the variable “pregnancy duration”, two variables were engineered

from this variable e.g “ Gestation Period” and “Peterm Birth” as both of the variables

play role in effecting pregnancy outcomes. Most of the variables were categorical except

for "Gestation Period" and "Pregnancy Number". Continuous variables were discretized

using standard categories. Gestation period was divided into three categories first 3

months were categorized as “first trimester”, next three months were categorized as

“second trimester” and last three months as “third trimester” . The categories for

preterm births were used according to World Health Organization (WHO) report (shown

in Table 4.1).

In the original dataset, birth spacing between subsequent pregnancies was not recorded.

This variable was derived from two other variables i.e the year of marriage of the subject

and the year of delivery as mentioned in Table 4.2.

PIMS dataset is in two different excel sheets; one contains the demographic data of

all patients and other contains the pregnancy record. To execute the model, data was

required to be in one file. The identification factor in both the files for the patient was

“Performa number" On the basis of which integration of both the files is performed. For
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Table 4.1: Engineered variables Gestation Period and Preterm Birth

Pregnancy Duration Gestation Period Preterm Birth

7 Months 2nd Trimester Very Preterm

9 Months 3rd Trimester Late Preterm

6.5 Months 2nd Trimester Extremely Preterm

8.5 Months 3rd Trimester Moderate Preterm

3 Months 1st Trimester Extremely Preterm

Table 4.2: Feature Engineering Performed on "Birth Space"

Performa

Number

Pregnancy

Number

Year of

Marriage

Year of

Delivery

Birth

Space

10 1 2000 2001 1 Year

10 2 2000 2003 2 Year

11 1 2003 2005 2 Year

11 2 2003 2007 2 Year

11 3 2003 2008 1 Year

11 4 2003 2010 2 Year

integration, joins are used [54]. Required file was acquired using left join query.

4.5 Feature Selection

After preprocessing of data and feature engineering, next step was to select the effective

features.Therefore, data was collected by considering those features that would impact

pregnancy events in direct or indirect way. PIMS dataset consists of only those features

that might play some role in affecting pregnancy events. All the features in PIMS

dataset were included in the study which makes it to 21 features in total.
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4.6 Model Implementation

There are many statistical techniques which were applied previously to analyze preg-

nancy events. Some studies also used machine learning and data mining techniques but

they were only used to analyze mother’s health and did not focus on neonatal mortality.

In our research, we have applied three different machine learning models to analyze our

dataset; Hidden Markov model (HMM), Bayesian network (BN) and Association rules

(AR). Libraries were installed in RStudio to implement HMM and AR models. HMM

can analyze the sequence of events in an efficient way [24]. It has been widely used in

bio informatics and life sequences [25]. HMM is a foundation for making probabilistic

models of linear sequence [55]. We have used HMM to analyze the sequence of pregnan-

cies,i.e, 1st pregnancy, 2nd pregnancy, 3rd pregnancy and so on. Moreover, HMM also

helped in analyzing the affect of subsequent pregnancies on each other.

GeNIE Modeler has been used to implement Bayesian Network (BN). BN is a graphical

model to find causes and effects of relationships and deals well with uncertain data. Our

research focuses on finding the causal relationship hidden in PIMS dataset. Although

there are many models that are used to represent uncertain domains, such as neural

networks, decision trees and markov model but the literature for BN is the only one

that represent and learn directed causal relationships among variables [56]. This ability

of BN aligns well with our main research goal. The reasons behind choosing BN model

for our research are:

• BN is capable of displaying relationships intuitively

• It is bidirectional, hence represent causal relationships effectively

• It represents not only direct causation but indirect causation too

• With the help of established theory of probability, it handles uncertainty

RStudio library “Rattle” was applied to implement AR. Knowledge discovery from data

is a process used by many researchers to explore their dataset and find patterns [57].

The most popular data mining tasks are classification, clustering and association rules

generation. Association rules are widely used in the field of data mining and can also

be used for classification [29]. To implement association rules, apriori algorithm is used

to generate the rules.
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Results Evaluation and Validation

To find the factors influencing the pregnancy events, bayesian network, hidden markov

model and association rules were applied as discussed in the previous chapter (see chapter

4). With the aim of finding the causal relationship between different variables, predictive

models were used in order to observe those factors. In this chapter the implementation

and results will be discussed along with the evaluation measure for the results. Accuracy

was used to validate the models implemented. After model evaluation, comparison of

different models were also discussed.

5.1 Experimental Protocols

Experimental protocols includes software specification and hardware, used for the im-

plementation of models.

• Software: Following tools were used to implement the models; R Studio and

BayesFusion.

1. RStudio: Evironment (R Desktop) is a statistical tool for data analysis

and manipulation. One out of many other reasons for using R is its strong

visualization capabilities. It can create visual plots of complex and large

datasets that helps in identifying the patterns and anomalies hidden within

the data [58]

2. BayesFusion: It is a machine learning based software and provides an artifi-

cial intelligence modeling of Bayesian networks. BayesFusion provides GeNIe
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modeler to develop graphical decision theoretic models and makes Bayesian

networks in an efficient manner.

• Hardware The system used to implement these models has the specifications as;

4GB RAM, Intel core i5, 2.20 GHz Processor, 64 bit OS, Windows 10 Pro

5.2 Implementation

5.2.1 Hidden Markov Model Implementation

By using HMM model, we will analyze the impact of cousin marriage factor on the

pregnancy outcomes. Our data set was in the form of longitudinal data and was on

excel sheets. As we wanted to see the impact of factors on a sequence of pregnancies,

hence we used HMM. For this purpose, firstly we need to transform this data in se-

quential form so that we could run hidden markov model. We have a total number of

5000 gender sequences of pregnancies. As all pregnancies included in our data set are

of different sequences hence this model is suitable as it can cater sequences of variable

lengths (shown in table 5.1) and can analyze them efficiently. Other than sequence anal-

ysis, HMM’s are widely used in bioinformatics [26]. R packages such as “TraMiner” and

"seqHMM" facilitates with the whole analysis process of this model [25]. The implemen-

tation steps are shown in figure 5.1. Firstly, raw data was converted into a meaningful

data. Longitudinal data was converted into sequential data. The data for cousin mar-

riage and non-cousin marriage was put in separate sheets to generate separate models

for them. Packages were installed and libraries were imported. Transition, emission

and initial Probabilities were calculated to built the model. Emission probabilities were

calculated manually from data sheet. The model calculated transition probability and

initial probability from the data set.

Figure 5.1: Flowchart of implementation of HMM

The observable state is the gender sequences and hidden state is cousin marriage factor.

The impact of cousin marriage on gender and pregnancy outcomes were observed. The
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Table 5.1: Structure of data for Hidden Markov Model

Sr. No. 1st Pregnancy 2nd Pregnancy 3rd Pregnancy 4th Pregnancy

1 Son Daughter Son X

2 Daughter Daughter Daughter Son

3 Son Son X X

packages used are:

1. TraMiner: It is a package in R use for visualizing and analyzing the data with

categories. The package helps in discovering knowledge from sequence of events

such as life events or DNA sequences. In this research pregnancy events will be

examined. The name TraMiner stands for ’life trajectory miner’ for R. The reason

for using the package was not only to understand the sequences but also in [59]:

• Handling multiple number of states

• Displaying the frequent sequences

• Summaries of sequence states

2. seqHMM: This package is designed to efficiently handle sequences using HMM.

seqHMM means Sequence Hidden Markov Models. The package provides good

graphical options to display the sequences in an understandable way [26]. Func-

tions and methods of seqHMM package used in the analysis are shown in table

5.2:

Table 5.2: TraMiner and seqHMM functions used

Usage Functions/Methods

Model Construction buildhmm, buildmm

Model Estimation fitmodel

Model Visualization plot

Model Inference Summary, BIC

Transition Probabilities seqtrate
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3. MICE : This package helped in dealing with missing data more efficiently. It per-

forms multiple imputations to impute the missing values in the data set. Method

uses fully conditional specification where every incomplete variable is imputed

separately [60]. The algorithm can impute multiple types of data, such as binary,

categorical and continuous data. ’Polytomous logistic regression – polyreg’ was

used as it works well for un-ordered categorical data.

4. Dplyr: It is a package to manipulate the data and transform it. This transformed

data is then used to perform functions and methods. It allows fast data exploration

and data handling [61]. Two of its functions were used to plot the graphs:

Table 5.3: Dplyr package functions

Usage Functions/Methods

Plotting graphs ggplot

Joining tables leftjoin

Table 5.4: Division of data set

Dataset Number of Cases

Cousin Marriage 3054

Non Cousin Marriage 2202

There are a total of 3054 cousin marriage cases and 2202 non-cousin marriage

cases (as shown in Table 5.4) in the data set. By using “fit-model” [? ] function

parameters of the model was learned (as shown in Figure 5.2 and 5.3) and then

used the function “build-hmm” to finally build our model on the basis of learned

parameters. To plot the resulting model “plot” function was used. This function

provides various possibilities to plot graph in an efficient way hence R provides

much better visualization of models. The one used to build the model is:

plot(x, layout = "horizontal", vertex.size = 40, vertex.label = "initial.probs",

vertex.label.dist = "auto", loops = FALSE, edge.curved = TRUE, edge.label =

"auto", edge.width = "auto", edge.arrow.size = 1.5, label.signif = 2,

label.scientific = FALSE)

29



Chapter 5: Results Evaluation and Validation

Figure 5.2: Screenshot of ’fit-model’ function for cousin marriages

Figure 5.3: Screenshot of ’fit-model’ function for non-cousin marriages

5.2.2 Implementation of BN Model

The bayesian network was learned using different algorithms and then compari-

son between different algorithms was performed. The algorithms performed were

Bayesian Search and PC. With these algorithms, structure was learned. A brief

introduction of algortihms and the parameters they require are given below:

a. Bayesian Search:

Bayesian search is one of the most popular algorithms. It uses hill climbing pro-
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cedure by restarting randomly [62]. It takes the following parameters as input:

• Max parent count

• Iterations

• Sample Size

• Seed

• Link Probability

• Prior Link Probability

• Max Time

• Use Accuracy as Scoring functions

Default values for all parameters were used except for the ’sample size’. It pro-

duced good accuracy.

b. PC:

The PC-Algorithm, was initially developed by Spirtes and was implemented in the

BayesFusion GeNIe, by Saeed Amizadeh, Steve Birnie, Jeroen J.J [62]. It takes

account of the independences observed in data. The PC-Algorithm is a constraint-

based algorithm and it calculates the conditional probability distribution on all

variables by using a series of conditional independence tests [63]. To extract the

patterns direct acyclic graph (DAG) was created. The reason for using this algo-

rithm is that it was experimentally verified by Voortman [64] that this algorithm

is fairly robust to the assumption of multi-variate Normality. It has the following

parameters:

• Max Adjacency Size

• Significance Level

• Max Time

Estimating the Effects:

Limitation for bayesian network model was missing values and continuous data.

The data was converted into different categories and missing values were handled

using imputations as discussed in the previous chapter (see section 4.2). After

performing pre-processing and model implementation, the required cause and ef-

fect graph was created. The estimates of effects of different factors on each other
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Figure 5.4: Parameter construction for Bayesian network

were calculated and analyzed. Figure 5.4 shows the parameter construction for

bayesian network. The steps to create the bayesian network is shown in figure 5.5.

Figure 5.5: Flowchart of Bayesian Belief Network

To find the causal relationship between different factors bayesian networks provides a

fairly well developed and extensive structure [65]. Dealing with medical data means

nothing can be said with 100% guarantee. Bayesian network handles the data with

uncertainty efficiently [66] and is a widely used method for the representation of knowl-

edge [67] hence using Bayesian network for PIMS data set was an appropriate choice.

The model was implemented in “BayesFusion - GeNIe Modeler”. The model took the

imputed data file as an input. Features/variables were selected for the model was to

be built (as shown in Figure 5.6. After this, algorithm to be applied was selected and

if background knowledge is required or not. Background knowledge to the model was

acquired from Quaid-e-Azam University Professor, Dr. Sajid Hassan; who is a domain

expert in this research area (Figure 5.7).
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Figure 5.6: BayesFusion input file

Figure 5.7: Background knowledge given by domain expert
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5.2.3 Implementation of Association Rules

Association rules were applied in R by using package ’rattle’. Rattle is a graphical user

interface and free open source library in R to implement different machine learning tech-

niques [68]. It shows statistical summary of datasets. The dataset was uploaded in this

library and parameters were set. The rules were then displayed on the interface. “Lift”

was used as measurement criteria. If a rule has higher confidence but lower lift, that

rule will seem more accurate because of its higher confidence. But accuracy of the rule

independent of data can be misleading. The reason of using lift is that lift considers both

the confidence of the rule and the overall dataset. More than 9000 rules were generated

for the dataset used. Below is the flowchart of association rules.

Figure 5.8: Flowchart of implementing Association Rules

5.3 Data Specification

The dataset has 30 factors in total. Feature selection was performed and 21 factors were

selected. These factors are used as an input to our selected models. In R, factor is used

to define feature in the dataset. Every factor has number of values associated with it,

these values are called levels of that factor; such as the factor "Family type" has two

factors ’Nuclear’ and ’Extended’. Nuclear means, a type of family where parents live

with their kids while extended family is the one where grandparents, parents and kids

live together. This means factor ’Family type’ consists of 2 factors. The factors of data

is shown in Figure 5.9 along with their factor levels.
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Figure 5.9: Factors of Data
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5.4 Results and Discussion

5.4.1 Hidden Markov Model and Cousin Marriages

Hidden markov model has been extensively used in sequence analysis of observed events

[69]. In this research, pregnancy events were analyzed.The pregnancy outcome such as

abortion or miscarriage and gender of the child were observed keeping cousin marriage

in account. How and if cousin marriage will impact the gender and miscarriages.

I. HMM graph for Cousin Marriage

Comparison of two models was performed: resulting model with cousin marriages and a

model where subject was in non-cousin marriage is shown in figure 5.10 and figure 5.11

respectively. Graph shows:

• State 1 ,2 and 3 are the three observed states of this model

• The width of the edges shows the strength of that event to happen

• State 1 means 1st pregnancy event, State 2 indicates next pregnancy event and so

on

• Straight color indicates the ratio of son, while diagonal line indicates the ratio of

daughter and black color indicates the chances of miscarriages

The model shows that if State 1 occurs first the chances of having a daughter are more

than the chances of having son. From State 1 there is 0.44 probability that State 2 will

occur and 0.11 probability that State 3 will occur. Hence the chances of having State

2 occur after State 1 are more as the arrow indicates. State 2 shows that in the second

pregnancy the chances of having a son and a daughter are almost equal with a slight

chance of miscarriage. From State 2, i.e, second pregnancy the chance of State 3 to

occur is only 0.11. If State 3 occurs in third Pregnancy then there is a high chance that

a miscarriage will occur. From State 2, the probability of State 1 is higher to happen,

i.e, 0.42 than State 3. Hence in terms of probability the flows of states will be as follows

if State 1 happens first (Table 5.5):
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Table 5.5: Flow of states with State 1 as the initial state (highest probability)

State1 (Initial State) State2 State1 State2 State1

1 Pregnancy 2 Pregnancy 3 Pregnancy 4 Pregnancy 5 Pregnancy

Figure 5.10: HMM with Cousin Marriage

If State 2 happens first, the flow of events can be seen in Table 5.6.

Table 5.6: Flow of states with State 2 as the initial state

State2 (Initial State) State1 State2 State1 State2

1 Pregnancy 2 Pregnancy 3 Pregnancy 4 Pregnancy 5 Pregnancy

If State 3 happens first, the flow of events can be seen in Table 5.7.

Table 5.7: Flow of states with State 3 as the initial state

State3 (Initial State) State1/2 State1/2 State1/2 State1/2

1 Pregnancy 2 Pregnancy 3 Pregnancy 4 Pregnancy 5 Pregnancy
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II. HMM graph for Non-Cousin Marriage

Figure 5.11 shows the resulting model of non-cousin marriage. The model shows that in

State 1 chance of having a daughter is comparatively higher than the chance of having

a son. The flow of states will be as follows:

Figure 5.11: HMM with Non-Cousin Marriage

1. If State 1 happens first, chance of daughter is higher.

2. After State 1 there is 0.44 probability that State2 will occur. It means after 1st

pregnancy, in the second pregnancy there is a slight chance of miscarriage and

more chance of having a daughter than a son.

3. After State 2 there is a 0.44 probability that State 1 will occur and 0.086 probability

that State 3 will occur.

4. If State 3 occurs there is a high chance that the pregnancy will end in miscarriage.

5. There is a 0.35 probability that the next pregnancy will follow the State1 i.e ratio

of having a daughter is high than the ratio of having a son.

If State 1 happens first, the flow of events can be seen in Table 5.8
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Table 5.8: Flow of states with State 1 as the initial state

State1 (Initial State) State2 State1 State2 State1

1 Pregnancy 2 Pregnancy 3 Pregnancy 4 Pregnancy 5 Pregnancy

If State 2 happens first, the flow of events can be seen in Table 5.9

Table 5.9: Flow of states with State 2 as the initial state

State2 (Initial State) State1 State2 State1 State2

1 Pregnancy 2 Pregnancy 3 Pregnancy 4 Pregnancy 5 Pregnancy

If State 3 happens first, the flow of events can be seen in Table 5.10. The flow of states

is based on highest probability of that event to occur.

Table 5.10: Flow of states with State 3 as the initial state

State3 (Initial State) State2 State1 State2 State1

1 Pregnancy 2 Pregnancy 3 Pregnancy 4 Pregnancy 5 Pregnancy

5.4.2 Comparison of Cousin and Non-Cousin Marriage Models

The models discussed above shows that in non-cousin marriages, there is a higher chance

of miscarriages to happen as compared to cousin marriages. The rest of the events

observed in both the models, chance of having a daughter in the first pregnancy is

notably higher in non-cousin marriages as compared to cousin marriage. The rest of the

flow of events were observed same in both the models.

5.4.3 Bayesian Network and analysis of pregnancy factors

By looking at the resulting learned structure as shown in figure 5.12, it can be seen that

the factors that directly influence the pregnancy outcomes by applying bayes search are

“Preterm Birth” and “Mode of delivery”. The indirect factors influencing the variable

are “Birth Interval”, “Preg No” and “Gestation Period”. “Mother’s Age” is the tertiary
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factor that affects pregnancy outcomes. In Figure 5.12, the strength of influence shows

how much a variable is affecting the other variable.

Figure 5.12: Strength of Influence

By looking at the learned structure, it can be seen that the factors that have high in-

fluence on pregnancy outcomes are:

• Mode of Delivery

• Preterm Birth

• Gestation Period

• Birth Interval

When setting the the influencing factors to the best parameters, alive births rates were

observed to be 94%. this percentage was obtained by setting birth interval to “Opti-

mal”, preterm birth to “Late preterm”, gestation period to “3rd trimester” and mode of

delivery to “Normal” (Figure 5.13). In Figure 5.13, the bold blocks shows the variables

with set parameters, pregnancy outcome is the variable under observation with 94%

alive births.

The above results were for the Bayesian Search algorithm. The second algorithm applied

was PC. Bayesian search follows the hill climbing procedure while PC performs classical

independence tests. A comparative analysis of both the algorithms is then performed

and best model is selected for the dataset on the basis of accuracy. By applying PC

algorithm on the data set, it was found that the algorithm points out the same influential

40



Chapter 5: Results Evaluation and Validation

F
ig
ur
e
5.
13

:
Se

tt
in
g
th
e
be

st
pa

ra
m
et
er
s

41



Chapter 5: Results Evaluation and Validation

factors for pregnancy outcome as produced by the resulting model of Bayesian search.

Preterm birth, gestation period, birth interval, mother’s age and pregnancy number were

the factors that were identified by the PC algorithm too. Some new factors were also

discovered, such as “Gender’ was identified as a new direct influencing factor, mentioned

below are some secondary influencing factors;

• Education of mother

• Place of residence (province)

• Subject’s parent cousin marriage

Strength of influence shows (Figure 5.14 preterm birth, gender, birth interval to be most

influencing factors on pregnancy outcome. The weight of arcs in given in the Table 5.11.

Table 5.11: Weight of different variables

Parent Node Child Node Weight

Gender Pregnancy Outcome 0.343

Preterm Birth Pregnancy Outcome 0.420

Gestation Period Preterm Birth 0.310

Province Preterm Birth 0.144

Birth Space Preterm Birth 0.108

Preterm Birth Mode of Delivery 0.108

Mother’s Age Birth Space 0.161

Education of Mother Mode of Delivery 0.059

Subj. Parent’s Consang. Mode of Delivery 0.053
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Figure 5.14: Strength of Influence for PC algorithm

By setting the influencing variables to the best parameters as shown in figure 5.16, 95%

alive birth rates were achieved which was 84% before setting the parameters.

Figure 5.16: PC algorithm parameters

Hence an increase of 11% in alive birth rates were seen by setting the variables. this
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percentage was obtained by setting birth interval to “Optimal”, preterm birth to “Late

preterm”, gestation period to “3rd trimester” and mode of delivery to “Normal” (Figure

5.15). In Figure 5.15, the bold blocks shows the variables with set parameters, the

pregnancy outcome is the variable under observation with 95% alive birth rate.

5.4.4 Comparison of PC and Bayesian Search

A comparison between the two algorithms was performed and on the basis of accuracy

most authentic model will be considered as final model. The final conclusion will be

based on the algorithm with higher accuracy. Below is the confusion matrix for Bayesian

search algorithm:

Table 5.12: Confusion Matrix PC Algorithm

Predicted

Abortion Alive Postnatal Death

Actual Abortion 1282 424 7

Actual Alive 59 10454 7

Actual Postnatal Death 11 342 7

To analyze the performance of our model, AUC (Area under the curve) ROC (Receiver

Operating Characteristics) was used. ROC analysis has become a popular method for

evaluating the accuracy of medical diagnostic systems [70]. Its accuracy is not affected

by decision criterion. AUC is widely used in measuring the effectiveness of diagnostic

markers [71]. Hence model was evaluated using these techniques. Figure 5.17 and figure

5.18 shows the AUC curve for bayes search and PC algorithm respectively.
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Figure 5.17: AUC curve for Bayesian Search

Figure 5.18: AUC curve for PC

5.4.5 Association Rules in pregnancy data set

An exploratory analysis was performed to analyze maternity dataset using data min-

ing techniques. The objective of using this technique is to explore and identify multi-

dimensional associations among different factors such as place of residence, birth interval,
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gestation period, pregnancy outcome, education of mother and father etc. Association

rules were applied as studies shows that in the area of medical research association rule

mining (ARM) can perform better than other techniques [72]. It is used while dealing

with a different category of data and expresses hidden relationship between different

variables [73]. As discussed in the previous chapter (see chapter 4) “Rattle” library in

RStudio was used to implement association rules. “Pregnancy Outcome” was set as a

target variable and “lift” was used as the criteria. Lift gives us the measure of impor-

tance of rule. More than 9000 rules were generated in total. Some of the interesting

rules are shown in Table 5.13.

Table 5.13: List of Association Rules

Rule Event Lift score Findings

R1 BirthInterval=Short-

I,PregNo=1 ⇒ Birthspace =

1

1.67 Short birth intervals nor-

mally occur in 1st preg-

nancy

R2 BirthInterval=Short-

I,Gestation Period =

3rd Trimester,Preterm

Birth=Late Preterm ⇒

Birthspace=2

1.49 In birth interval of 2 years,

birth normally completes

its full term

R3 OccM=HouseWife,

BirthInterval=Short-I, Ges-

tationPeriod=3rd Trimester,

PretermBirth=Late Preterm

⇒ Birthspace=2

1.49 If wife stays at home, there

is a chance of birth space of

2 years and birth will com-

plete its full term

R4 EduM1=Yes, EduS1=Yes,

TypeOfFam=Extended,

BirthInterval=Short-I ⇒

Birthspace=1

1.43 When mother and father

are educated and lives in

an extended family, birth

interval will be short i.e 1

year
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R5 EduS1=Yes, TypeOf-

Fam=Extended, Birth

Interval=Short-I, Gesta-

tion Period = 3rd Trimester,

PretermBirth = Late Preterm

⇒ EduM1=Yes

1.15 When father is educated

and lives in an extended

family, birth interval will

normally be short and

completes its full term,

mother will likely to be ed-

ucated

R6 EduM1=Yes, PregNo=1,

PretermBirth=LatePreterm

⇒BirthInterval=Short-I

1.15 When mother is educated,

and its 1st pregnancy, the

birth will be late preterm

and birth interval will be

short

R7 EEduM1=Yes, Type-

OfFam=Extended,

GestationPeriod=3rd

Trimester, Preterm

Birth = LatePreterm,

OccuF=Employed ⇒

EduS1=Yes

1.15 When mother is educated

and father is employed, in

an extended family, birth

will mostly happen in 3rd

trimester and father will

likely to be educated

R8 FathersAge=30’s,

EduS1=Yes,

OccM=HouseWife, Par-

ents.Con=No ⇒ EduM1=Yes

1.15 When subject parents are

not cousins and father is in

30’s and educated, mother

lives in house, the mother

will likely to be educated

R9 UrbanRural=Urban,

EduS1=Yes,

OccM=HouseWife,

TypeOfFam=Extended,

BirthInterval=Short-I ⇒

EduM1=Yes

1.15 In urban areas, in extended

family, where father is ed-

ucated, mother is a house

wife and birth intervals are

short, mother will be edu-

cated
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R10 EduM1=Yes,Preterm Birth =

LatePreterm ⇒ ModeOfDe-

livery=Caesarean

1.15 In educated mothers with

late preterm, the delivery

will mostly be caesarean

R11 EduS1=Yes, Birthspace=1 ⇒

EduM1=Yes

1.15 When father is educated

and birth space is 1,

mother will be educated

R12 UrbanRural= Ur-

ban, EduM1 = Yes,

OccM=HouseWife, Ges-

tation Period=3rd Trimester

⇒ OccuF=Employed

1.15 In urban areas, where

mother is educated and

is a house wife, gesta-

tion period completes its

3rd trimester, fathers are

mostly employed in such

scenarios

R13 OccM=HouseWife, TypeOf-

Fam=Extended ⇒ Mother-

sAge=20’s

1.14 In extended families where

mother is a house wife,

these mothers are mostly

in their 20’s

R14 EduS1=Yes,

OccM=HouseWife,

TypeOfFam=Extended,

CousinM=Yes,

BirthInterval=Short-I ⇒

EduM1=Yes

1.14 If father is educated,

mother stays at home

in an extended family

and couple is close rela-

tive, short birth intervals

are seen with educated

mothers

R15 EduS1=Yes,Type Of Fam=

Extended,Gender=D ⇒

EduM1=Yes

1.14 When father is educated

in an extended family and

gender of the baby is fe-

male, mother are seen to be

educated
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R16 EduM1=Yes,OccM = House

Wife, TypeOfFam = Ex-

tended , CousinM=Yes,

Birth Interval= Short-I ⇒

EduS1=Yes

1.14 When mother is educated

and stays in home and

lives in an extended fam-

ily, where mother and fa-

ther are cousins with short

birth interval are seen, fa-

ther happens to be edu-

cated

R17 OccM=HouseWife,CousinM=Yes,

Birth Interval=Short-

I, Gestation Period=3rd

Trimester⇒TypeOfFam =

Extended

1.07 In a cousin marriage, when

mother stays at home

with short birth intervals

mostly birth occurs in 3rd

trimester in an extended

family

R18 EduM1=Yes,Parents.Con=Yes

⇒ CousinM=Yes

1.07 When girl is educated and

parents are cousins, it

is most likely that they

marry their daughter in

their family

R19 UrbanRural=Urban,

OccM=HouseWife,

GestationPeriod=3rd

Trimester, OccuF=Employed

⇒ModeOfDelivery=Normal

1.07 In urban areas, where

mother stays at home,

birth occurs in 3rd

trimester with normal

delivery

R20 CousinM=Yes,

Parents.Con=No

⇒TypeOfFam=Extended

1.07 In extended family, cousin

marriage mostly takes

place

50



Chapter 5: Results Evaluation and Validation

R21 FathersAge=30’s,

EduS1=Yes,

BirthInterval=Short-I⇒

UrbanRural=Urban

1.01 When father is educated

and in his 30’s he mostly

prefer to have short birth

intervals

R22 FBirthInterval=Short-I,

ModeOfDelivery = Caesarean

⇒ OccM=HouseWife

1.01 In short birth interval,

there is a high chance that

delivery will be caesarean

especially when mother

stays at home

The list of rules mentioned in table 5.13 are only few to name, out of 9000 above rules

given by the model. Some interesting facts were revealed using association rules, such

as:

• R21: Fathers who are in their 30’s prefer to have a short spacing between the

births of their children.

• R22: Chances of caesarean delivery are higher for short birth intervals

• R19: When delivery happens in 3rd trimester, chances of normal delivery are high

• R1: In first pregnancy short birth intervals are observed

• R14: Short birth intervals are seen in extended family system even if mother is

educated

• R18: Parents who are cousins tend to marry their children in their families

• R17: In cousin marriages, where short birth intervals and 3rd trimester births are

observed, this pattern is mostly seen in extended families

Not all rules given by the algorithm hold value and give interesting information. Out

of 9000 rules extracted from the dataset, most valued rules were picked out , which has

to be done manually and hence its tiresome [18]. The table 5.13 shows that we cannot

deduct valuable information from all the rules. Hence we need to drop those rules that
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don’t show interesting patterns.

The interesting thing about this research is that all the techniques that were applied

on the given data set are totally different from each other, in terms of their uses and

implementation. But the information gathered from all the models backs each other’s

findings. The patterns found by Hidden Markov Model were validated by Bayesian net-

work. The influential variables found using Bayesian model was validated by the two

algorithms applied on the data set. Moreover AUC ROC curve showed the authentic-

ity of the Bayesian model. Frequent patterns were found using association rules and

interesting rules were discovered. Hence research objectives were achieved with >90%

authenticity.
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Conclusion and Future Work

This chapter will discuss briefly about the research that was conducted and contribu-

tions of the research objectives on social and academic level. This research work found

the influential factors such as birth interval, gestation period, cousin marriage and some

others effects on the pregnancy events and frequent patterns in PIMS dataset. Conclu-

sion and contribution were discussed in section 6.1 and 6.2 respectively. In section 6.3,

limitations of the work and future work related to the problem statement are discussed.

6.1 Conclusion

Neonatal mortality is a major global issue nowadays. Pakistan is among those five

countries that are accounted for half of all newborn’s death. Many researches have been

carried out around the world to find out the major causes of these deaths but many of

them suffers from lack of data dimensionality, biasness in data and small size of data.

These approaches also failed to analyze causality among factors. Wwithout studying

causality the root cause of the issue can not be identified. In this work the maternity

factors were analyzed such as birth interval, gestation period, pregnancy number, cousin

marriages and many others while examining the causality among them and used the data

set with almost no biasness and high level of dimensionality. With the help of proposed

models PIMS data was explored in all those perspectives. This reserach was able to fill

the gap found in existing studies (see section 3.6). The proposed model developed to

analyze different factors gave an accuracy of 92%.

53



Chapter 6: Conclusion and Future Work

6.2 Contribution

With the advancement in technology people wonder if it will contribute in healthcare

as much as it is contributing towards other fields. This research was initiated with

the believe that introduction and widespread use of data mining and machine learning

in healthcare will play an important role in life-saving. The opportunities are virtu-

ally limitless for the technology to improve and accelerate healthcare center, workflow,

and financial outcomes. The research will contribute towards mothers and neonates

healthcare in following ways:

1. Machine Learning and Data Analytics in Maternal and Child Health

care: This research indicates that Bayesian network models, hidden markov mod-

els and association rules can also be used to solve and predict medical health

problems related to mothers and neonates. As the models gave a better accuracy

score i.e above 90% hence this shows the authenticity of our models and gives a

confidence to use these models in making of health care systems.

2. Prevent Neonatal Deaths and improved mothers health: This research

may help in reducing mortality rates by predicting the factors associated with

neonatal deaths. Doctors can monitor these factors and intervene to reduce that

risk by focusing on patient-specific risk factors. Knowing the influential factors,

the doctors will educate the mothers, this will help in reduction of mortality rates.

Preventing those factors that affects neonates health and taking precautionary

measures during and after pregnancy will help in lowering the rates of Pakistan.

Data analytics and Machine learning can improve health of expecting mothers

in a targeted, efficient, and patient-centered manner. Once the doctor and health

care workers know the real cause of high neonatal mortality rates, they can provide

guidance to the mothers. The mothers once gets aware of the risk factors associated

with pregnancy will maintain their health accordingly.

3. Achieving Millennium Development Goal 4 (MDG 4): The target of

MDG4 is to reduce under five mortality rate by two-thirds 2/3 during the period

of 1995-2015 [74], which Pakistan failed to achieve. Pakistan is found to be 83% off

track towards MDG4 [75]. In Southern Asia (India, Pakistan, Bangladesh) many

deaths occurred due to preventable causes which could be avoided with simple,
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high-impact, and cost-effective interventions [76].

6.3 Limitations

The model has given better results as compared to those approaches used in previous

researches. The size of data set can be improved. More data from different regions of

the country can be added to the proposed model to make the system more efficient. As

more data is available, better information can be provided to the system.

6.4 Future Work

Data from different hospitals around the country can be added in the proposed model

in future, to make the system robust. Moreover, we applied bayesian network, hidden

markov model and association rules for analyzing PIMS dataset. In future algorithms

such as naive bayes, support vector machines, random forest, principal component anal-

ysis (PCA) and other machine learning techniques can be applied to improve the results.
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