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Abstract

Predicting the future or outcome of any event has been in human’s nature

since the beginning of time. We have always been trying to know what our

actions will result in. With the advancement in the field of science and tech-

nology and with the increase in processing power of computer hardware, we

have come very close to predicting certain outcomes based on prior knowl-

edge. Bayesian networks are one the ways of predicting an outcome. It falls

into the category of Probabilistic Graphical Model. It finds it use in data

mining and for representing uncertain knowledge. Big data, artificial intelli-

gence and machine learning rely on data and gets effected by changes in it.

Bayesian Network helps in understanding the data and finding meaningful

inferences, which are often basis of realistic applications. In this paper, we

are going to discuss how Max-Min Hill Climbing, that is a hybrid algorithm,

with Map-Reduce based framework can be implemented in order to lessen

the execution time with similar accuracy.
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Chapter 1

Introduction

1.1 What is Bayesian Network

Bayesian Networks is often considered as an important choice for prediction,

classification and analysis of unknown events, knowledge and factors. There

are two different learning that are involved in a Bayesian network. Directed

Acyclic Graphs (DAG) are used to show dependent or independent relation-

ships between the variables whereas Conditional Probability Tables (CPT) is

used to determine the strength between DAG. Finding a DAG is categorized

as a Structure Learning whereas finding relations between variables using

conditional probability tables falls into the category of Parameter Learning.

Finding of a DAG is of more interest to researchers as structure learning is

a NP-hard problem.
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1.1.1 Bayesian Network Classification

Graphical representation illustrated below helps us to understand the clas-

sification of different learning methods and techniques involved in Bayesian

methods. (Figure 5.2)

Figure 1.1: Bayesian Network Classification

From looking at (Figure 5.2), Bayesian network learning is mainly divided

into structured learning and parameter learning. In this paper, we will discuss

hybrid bayesian network structure learning and how it can be implemented

using Map-Reduce parallel learning technique to reduce over all execution

time and achieve similar accuracy to traditional sequential approaches.

1.1.2 Bayesian Network Structure Learning

Bayesian network structure learning can be explained as a learning technique

in which Directed Acyclic Graphs (DAG) are used to show dependent or in-
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dependent relationships between the variables. They are further categorized

into three different learning approaches.

1.1.2.1 Constraint Based

Constraint based learning method tends to form a graph structure that shows

relationship between variables for given data and find dependence and in-

dependence between them, that matches empirical distribution. There are

number of different algorithms that fall under the category of constraint

based bayesian network learning approach. Some of the examples are:

• PC Algorithm

• Grow-Shrink (GS)

• Markov Blanket

• Max-Min Parents Children (MMPC)

1.1.2.2 Score and Search Based

As evident from the name, score-and-search based approach consists of two

parts score based approach and search based approach.

Score based approach follows the methodology to evaluate when data is fitted

for a Bayesian Network. Evaluation is actually a scoring function that assigns

scores to variables

Search based approach is the used to find the maximum score over a given

DAG space.

Score Metric can be defined as Score (G|D) = LL(G:D) - ∅(|D|) ||G||
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Here G refers to structure, D refers to data, LL(G:D) refers to log-likelihood

of the data under the graph structure G

Some of the examples of score-and-search based algorithms are:

• Hill Climbing (HC)

• Tabu Search (Tabu)

1.1.2.3 Hybrid based approach

As the name suggests, hybrid based approach is a combination of constraint

based and score-and-search based approaches. This is a relatively new ap-

proach and only a handful of algorithms are available. General concept of

this approach is that first dependence and independence between variables

is calculated. This creates a set having edges, that helps in better DAG

creation. Once we have a set, we then use score-and-search based approach

which gives the maximum score over relationships created in given set and

then searches over them to create best possible DAG.

Some of the examples of score-and-search based algorithms are:

• Max-Min Hill Climbing (MMHC)

• Hybrid HPC (H2PC)

• General 2-Phase Restricted Maximization (RSMAX2)

1.1.3 Applications of Bayesian Networks

Bayesian networks have a wide application and are being used from medicine

to image processing and spam filtering. They have been providing useful
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decision making outcomes that helps in better choices. Some of the major

application ares for bayesian network are listed below:

• Document Classification

• Semantic Search

• Spam Filtering

• Gene Regulatory Monitoring

• Medicine

• Information Retrieval

• Image Processing

• Turbo Code

• Bio-monitoring

1.2 Motivation

Making informed decisions has always been in favour of humans as it helps

them survive, save lives or make money. We have been collecting huge data

to make informed decisions but the data is so big and in raw form that it is

hard to make something meaningful out of it. By using modern algorithms

and techniques, we can feed these large data-sets and get a better under-

standing and better outcomes that helps us in making an informed decision.

In past, Bayesian networks have found its application in the field of medicine
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and in a country like Pakistan where amount of patients is large and doctors

are not that readily available, quick and accurate prediction of diseases based

on symptoms can help increase efficiency and reduce chances of errors. Us-

ing hybrid bayesian network learning techniques, we are able to find similar

results as obtained in non-hybrid approaches with better execution time.

1.3 Objectives of our Research

With the advancement in hardware technology and with modern parallelism

techniques that can be used to get the maximum output, we want to establish

an approach where hybrid bayesian network structure learning can be used

for learning the unknown. To save execution time of any linear approach,

we have used map reduced based approach for parallel execution that saves

us execution time. Using Max-Min Hill Climbing algorithm, that is hybrid

in nature, we achieve similar accuracy as that of constraint based approach

but execution times at par with score-and-search based approach and we get

best of both approaches with some compromises.

1.4 Problem Statement

Despite the availability of powerful hardware devices with parallel execution

capabilities, there is little to no work done in the field of hybrid bayesian

network structure learning and exploiting parallelism techniques to achieve

similar results with better execution time, especially for big data having

multiple variables that tends to take time in giving meaningful results
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1.5 Solution Statement

Implementation of Bayesian Network Structure Learning using Hybrid algo-

rithm and distributive learning methodology (Hadoop and MapReduce), for

big data (having high number of records and variables), to reduce the execu-

tion time and achieve similar accuracy to traditional and sequential structure

learning algorithm

1.6 Objective and Research Methodology

With the focus on parallel implementation of a hybrid bayesian network

for big data, this research aims at developing a MapReduce based solution

that achieves parallel implementation of Max-Min Hill Climbing for similar

results with better execution timing then a sequential based approach. Three

phase methodology has been adopted to achieve the research objective for

this thesis.

The three phases are explained below:

1.6.1 First Phase: Selection of Hybrid BN Algorithm

For research objective of this thesis we have selected Max-Min Hill Climbing

(MMHC) algorithm that falls into the category of hybrid bayesian network

structure learning.
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1.6.2 Second Phase: Implementation of Hybrid Bayesian

Network Algorithm using MapReduce

In second phase, following tasks are to be performed:

• Creating MapReduce based environment.

• Implementing MMHC over distributed MapReduce based environment.

1.6.3 Third Phase: Find and compare results with se-

quential hybrid based algorithms

Third and final phase is as follow:

• Finding the results obtained from running algorithm over MapReduce

• Comparison of results obtained from sequentially running MMHC and

measuring accuracy and execution time.

1.7 Thesis Organization

This thesis report has been organized into six main chapters. Chapter one

presents introduction of our research topic by describing our motivation,

problem statement, solution statement, and objective and research method-

ology. Chapter two summarizes background study and reviews relevant lit-

erature work. Chapter three highlights the research problem and problem

solution. Detailed implementation of the algorithm along with important
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parts are explained in chapter four. Chapter five contains experimental re-

sults and discussion whereas chapter six concludes this thesis report by giving

directions for future work.
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Chapter 2

Literature Review

Bayesian Network structure learning is most important part of Bayesian net-

work learning as DAG gives dependency and independence relationships be-

tween variables. The main idea behind structure learning is to select one

suitable graph from several possibilities that fits the given data most accu-

rately and gives the best results out of all the possible DAGs. In literature

we find that it becomes very difficult to find the most accurate graphical rep-

resentation as the number of variables increase. Moreover, with the increase

in number of variables, the search space also increases making it an expensive

process for finding a DAG. To solve this problem more efficiently, researchers

have implemented many techniques and algorithms to get the best outcome

in least amount of time.
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2.1 Constraint based learning

Constraint based learning is one of the techniques that is used for learning

the Bayesian network and is used for finding a DAG for a Bayesian network.

It follows statistical tests that is used to determine the relation between par-

ents, children and its neighbors. Series of conditional hypothesis tests are

performed to find and learn the conditional independence between variables.

From these constraints, a directed acyclic graph is learned. All this is based

on the hypothesis that is formed based on conditional independence tests.

One of the most popular approaches for learning of constraints is PC algo-

rithms (named after the authors Peter and Clark). According to this algo-

rithm, structure is stared from undirected graph on which recursive indepen-

dence test is performed between variables. This deletes the edges and we are

left with a smaller undirected graph. Symmetry is then learned from this

undirected graph and graph can be converted from undirectional to partial

directional to a directed acyclic graph.

Anders L. Madsen et al. [5] presented two different approaches to paral-

lelization of conditional independence tests. Aim of this is to reduce the

time required in performing these tests as this is the most time-consuming

step in finding constraints. Speedups are shown for both, shared memory

systems and cluster systems.

With the advancements in technology and methods, parallel computing and

processing is now becoming a popular way for solving problems more effi-

ciently. Marco Scutari [17] shows that backtracking technique can be replaced

with parallelization of constraint- based algorithms. This can be achieved by
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combination of software architecture and framework on which the solution is

implemented in such a way that it can run in parallel on multiple processors

in contrary to single-processor machines.

2.2 Score and search-based learning

Score and Search based learning is one of the most researched topics in

Bayesian network learning. As the name suggests, this type of learning has

two parts; a score function that is used to find out how well a given data is

mapped on the network and a search function that is used to find out which

network produces the best score by looking for parents for each variable. As

score-and-search based learning is a NP-Hard problem, therefore approxima-

tion and greedy algorithms are usually used to find the answer.

Jos é A. G amez et.[1] uses a variant of Hill Climbing Algorithm, that

is one of the most common score and search approaches that are followed

and improves it by reducing the overall time for learning the network with

retaining similar accuracy. It shows a technique of local score-and-search

based approach that is better for dealing with larger datasets having large

variables. Results show significant improvement in time as compared to tra-

ditional Hill Climbing technique.

Attempts have been made in lowering the overall execution time of greedy

search algorithm. [12] shows that the speed of Bayesian network learning can

be improved by taking advantage of the availability of closed form estima-

tors for local distributions with few parents. Also, it is found that by using
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predictive instead of in-sample goodness-of-fit scores helps in improving both

speed and accuracy at the same time.

Approximation techniques are utilized in finding the DAG for a Bayesian

network and Ordering Based Search (OBS) is one of the approximation al-

gorithms. [8] talks about improvement of OBS by sampling more effectively

the space of the orders. To find the quality of the Bayesian Network’s Di-

rected Acyclic Graph structure, Bayesian Information Criterion (BIC) has

been adopted which is almost proportional to the posterior probability of

the DAG. Three things have been explained for optimization: starting from

parent set identification, then structure optimization and at the end struc-

ture optimization under bounded trees. Better results have been found on

large and very large data set.

With the advancement in technology, a lot of research carried out now in-

volves parallel learning approaches. [2] shows parallel and incremental ap-

proach of bayesian learning for large scale and changing data, that is dis-

tributed and not stored at one place. A classical Hill Climbing algorithm

is selected and is run using MapReduce approach for parallelism. Minimum

Description Length is being used a scoring metric and the resultant is passed

to MapReduce based algorithm that is then used to calculate marginal prob-

abilities of the data. Hill Climbing is then used to get structure and a key-

value pair relation. For continuously changing data, a concept of influence

degree is introduced. It is used for comparison between old and new data.

Confidence of existing data and new data is evaluated using it. Proposed

method is both, scalable and effective and it proved by both theoretical and

experimental results.
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K2 algorithm, which is a traditional score and search-based algorithm. [4]

has selected it and has extended it by introducing MapReduce technique for

processing massive data in parallel. For finding and learning the structure

of the Bayesian network, the process is divided into two parts. First one is

the scoring step this is for finding out the required parameters. This is done

in parallel over Map Reduce. Second step the searching part which is also

implemented over Map Reduce. In the Map part, algorithm is run over every

node to find the local optima in parallel and then the resultant local optima

structure is selected that has the highest value.

The Reducer then merges all the local optima into global optima. This ap-

proach is a way of finding a way to fit massive data using MapReduce in K2

algorithm as traditionally, it is not suitable for large scale massive data. Hid-

den nodes and large dataset sizes is a problem in Bayesian Networks. [7] uses

an extension of parallel Bayesian algorithm called Expectation Maximization

(EM) is used to solve the problems mentioned above. It is extended from

traditional execution to Map Reduced based execution. Expectation phase

of sequential EM consists of two steps. First one is computing marginals

using belief propagation and the second is calculating of pseudo-counts for

all input data. In the Maximization phase, all parameters in the CPT are

recalculated and this requires calculation of parent counts. This phase is

directly proportional to number of parameters. The benefit of using MapRe-

duce depends not only on the size of the input data (as is well known) but

also on the size and structure of the network.

Recent studies in BN has focused on local-to-global learning, where the graph

structure is learned via one local subgraph at a time. [11] focuses on parallel

14



learning of BN structure by considering multiple learning agents simultane-

ously. In this setting, each local agent learns one local subgraph at a time. It

is observed that parallel learning reduces number of subgraphs required for

structure learning. This is done by storing previously queries results and by

sharing results between agents. A local learning algorithm focus on a spe-

cific target variable and iteratively query other variables to learn the local

structure around the target, either its Parent-Child set, Markov Blanket set,

or both. Two inference rules query subset and superset inference, and a new

parallel Bayesian network structure learning algorithm is proposed.

Work has been done by taking multiple algorithms and running them in

parallel on MapReduce and Spark to test for their adaptability [13]. The

approach followed is based on a general framework for learning these proba-

bilistic models from large scale and high dimensional data, the latter being a

problem with less support in the literature. The difference between MapRe-

duce and Sparks is that while MapReduce relies on hard drives to give in-

termediate data between every operation, Spark focuses on much more rapid

main memory to maintain its data structures.

K2 algorithm is another score and search-based algorithm that has been used

for finding Bayesian Network. [14] proposed a new approach for learning of

Bayesian Network for Big Data using K2 algorithm. A modification of the

KDD process in preparation and pre-processing steps is proposed through

the insertion of another stage, in order to optimize the search process in fre-

quency of the data analyzed.

Besides all the improvements in algorithms and parallelism techniques, we

can also find some practical examples in literature where these techniques
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have been being implemented. [9] is an example of Bayesian Network in

Natural Language Processing Domain. A technique has been proposed for

subjective detection where factual or neutral content is detected using an

extension of the Extreme Learning Machine (ELM) paradigm to a novel

framework that exploits the features of both Bayesian networks and fuzzy

recurrent neural networks to perform subjectivity detection; different to a

traditional Laplace approximation technique.

Another example of real-life problem that has been tackled using Bayesian

Network is about the ecosystem change in Baltic Sea food web [10]. To

find the changes over very small course of time, different series of Dynamic

Bayesian Networks with different hidden variables corresponding to different

variable structure are fitted. Identifying such changes is a major challenge, as

the natural variation in various observed parameters is often high, making it

difficult to separate actual data from noise. Hidden variables are variables in

the model with no data, linked to the observed variables. They are there to

observe the dynamically changing variables that are most likely to effect the

BN structure, that is if a value at node changes, or if any change is observed

over the period of time, the structure can update itself.

2.3 Hybrid based learning

Hybrid learning comprises of both constraint based and score and search-

based approaches. Constraint based approach is used to find conditional

independence relation between parent, child and neighboring nodes. Then

based on these findings, score and search-based techniques are applied to cre-
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ate a DAG. This resultant DAG is created based on informed decision making

as constraint-based algorithm has presented with statistical analysis between

nodes. There has not a lot of work done regarding hybrid algorithms and ap-

proaches and we can find very few things about it in literature. In [3] a hybrid

approach is used for learning of Bayesian network. Relationships between de-

pendent and independent variables is calculated and Conditional Probability

Tables are used to evaluate the strength between the relationships of each

variable and is a part of parameter learning. MapReduce approach is followed

to evaluate the structure and count the probabilities or variables. Once the

probabilities are calculated, these are reused in the thickening step for cal-

culating Conditional Mutual Information. Finally, Hill Climbing Algorithm

is used to find the optimum structure of Bayesian Network. As the results

of probability counting and reduces one pass of MapReduce are reused, this

significantly decreases the amount of time required in overall process. Time

consumption of the proposed algorithm is near to that of Constraint Based

approach and Accuracy or Correctness is near to the that of Search and Score

Based approach. Max-Min Hill Climbing (MMHC) is one of the hybrid algo-

rithms that are used for learning of Bayesian Network. [6] takes MMHC and

combines it with MapReduce to decrease the time cost of learning a Bayesian

network structure. MMHC can be divided into two phases. Phase 1 identifies

the skeleton of Bayesian network by conditional independency tests. Phase 2

is searching part where a greedy hill-climbing search performs three different

operations, to get the Bayesian network structure; namely add arc, delete

arc and reverse arc. For the results boosting method is used that gives the

best output after comparing results of iterations.
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Chapter 3

Research Problem and

Proposed Solution

3.1 Research Problem

Bayesian networks are one of the most useful in creating a model to rep-

resent things are done in nature. They provide a good trade off between

efficiency and processing power. As Bayesian Network structure learning is

an NP-Hard problem in nature, greedy search approach is preferred to get

good results in less time.

Max-Min Hill Climbing algorithm is an algorithm that is hybrid is nature;

which means that it uses both constraint based and score-and-search based

approaches, to get better time performance as that of constraint based ap-

proach and good results similar to score-and-search based approach. But

as the data size increase and reaches into millions, processing it becomes a

difficult and a slow task. Even modern algorithms can’t solve the issue. For
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this we need to incorporate some techniques in order to overcome this issue.

3.2 Proposed Solution

In order to tackle difficult and slow processing of big data, we propose the

introduction of Hadoop MapReduce with is a framework for distributed pro-

cessing of large data also called as big data. It is not possible to convert all

the algorithm into distributed processing based solution but we can convert

parts of it into distributed and parallel processing framework. Details of

implementation will be discussed in next chapter.

3.3 Proposed Methodology

To achieve parallelism, there are many techniques available but when it comes

to solving big data problem, there are not many solutions that effectively give

results. In addition to that, methodology adopted also plays an important

role in overall effectiveness and efficiency of the designed system.

3.3.1 Max-Min Hill Climbing Working

Our proposed solution comprises of two parts, the algorithm and mapreduce

framework for achieving parallelism and for dealing with big data problem.

The first part, that is MMHC algorithm is described in this section

An graphical representation of the selected algorithm that is MMHC is

shown above. This is a high level diagram that shows the important com-

ponents of the overall algorithm. Detailed working will be explained in the
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Figure 3.1: Max-Min Hill Climbing

next chapter.

As shown in the above figure, the selected algorithm consists of two parts,

Max-Min Parent and Children (MMPC) and Greedy Hill Climbing (HC)

algorithms. Breakdown of both the algorithms is shown in the figure below.

Figure 3.2: Max-Min Parents and Children

The above figure is a graphical representation of all the steps involved

in MMPC algorithm. It can be seen that for getting the candidate parents

and children set, we need to run the inverse of MMPC algorithm. For given

set, we try and find the parent and children set and if the target variable T

belongs in the CPC set, we keep them but if it does not, we remove the entry

from CPC. Comparison with the target variable is done until we exhaust the

CPC set or if we have reached the stopping criteria. The result is a PC set

20



on which greedy hill climbing algorithm is executed.

Figure 3.3: Inverse of Max-Min Parents and Children - Phase Forward

For finding the inverse of the MMPC algorithm, there are two steps in-

volved, that are phase forward and phase backward. Figure 3.3 shows the

first part of the algorithm that is phase forward. Target variable and input

dataset is passed to the phase forward and Max-Min heuristics is applied.

Result of Max-Min heuristics is minimum association. If association value is

zero, we see if the stopping criteria is met, otherwise we add the resultant

variable to the CPC set. The second part of finding the inverse of MMPC

is phase backward where the input is the CPC set obtained from phase for-

ward step. The first step is to check if the node of CPC is independent of

the target variable. If the independence criteria is met, the node is removed

from the CPC set and we check if the stopping criteria is met. If the CPC

node is not independent of the target variable, that node is kept in CPC set.

We contine with this process until stopping criteria is met. Figure 3.4 shows

the graphical representation of the process
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Figure 3.4: Inverse of Max-Min Parents and Children - Phase Backward

Once phase backward is ended, a new CPC set is obtained and second

part of MMHC algorithm, that is Greedy Hill Climbing algorithm is executed

Figure 3.5: Greedy Hill Climbing Algorithm

In Greedy Hill Climbing algorithm in MMHC, our goal is to find the

resultant Directed Acyclic Graph (DAG). We pass the obtained PC set to

the scoring function along with the dataset and we evaluate using any scoring

function, if the neighbour node has a better score then the current node in
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the PC set. If the score is higher then we have a new edge. Similarly, based

on the scoring function, we remove or reverse an edge for the provided PC

set. Once all the possibilities are checked and PC set is exhausted, we are

left with the final DAG which is the output of the MMHC. Figure 3.5 shows

a graphical representation of the working of Hill Climbing algorithm.

3.3.2 MapReduce

The second part of out proposed solution is the MapReduce. MapReduce

is a framework, that is used for handling large amount of data and process

them in chunks, in a parallel manner.

Figure 3.6: MapReduce Flow Diagram

Figure 3.6 shows the flow diagram of how a map reduce works. After the

dataset is given as input, the first step is splitting of data into smaller and
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equal chunks. Once divided, they are mapped as key value pairs. Process

of splitting and mapping of data is collectively called as a Mapper Function.

Once all the data is mapped in mapper function on key value basis, we pass

the data to the Reducer function. Reducer function has two parts; shuffling of

the key value pair and reducing the results of similar key value pair together

and giving the output.

In our proposed solution, we have adopted the methodology of combining the

MMHC algorithm with hadoop mapreduce for processing of large scale data

of big data in parallel, in order to reduce the overall execution time needed in

sequential processing and also achieving similar accuracy as the traditional

approach. Implementation of the algorithm using mapreduce is explained

in the next chapter where we discuss how algorithm is modified and how

mapper and reduce functions work in order to get the desired output.
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Chapter 4

Implementation and Analysis

As discussed earlier, MMHC is a hybrid algorithm in nature. It is a combina-

tion of Max-Min Parents and Children, which is a constraint based algorithm

and Hill Climbing, which is a score-and-search based algorithm. Both of these

algorithms work to create a Bayesian Network or a DAG for a given dataset.

A bayesian. network is created as a pair (G,P) where G is a Directed Acyclic

Graph (DAG) and P is conditional probability for every given node. DAG

consists of G=(V,E), where V represents the given variables from node set

and E represents the directed edges between variables of the given note set.

4.1 How algorithm works

As discussed, MMHC comprises of MMPC and HC and is executed in the

order as mentioned. MMPC is a constraint based algorithm that uses con-

ditional independency test to determine the relation or dependence between
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parent and children variables, provided in the given dataset. A contingency

table is created to find the conditional independence between variables. Val-

ues of the contingency table are calculated using p-value that is based on

G-test.

G-test is likelihood-ratio or maximum likelihood statistical significance test

that can be calculated using the following formula

G = 2
∑

i

.Oi. ln
(

Oi

Ei

)

Where Oi ≥ 0 is the observed count and Ei > 0 is the count the is expected

to be under the null hypothesis.

Once p-value is obtained, forward update is performed. Based on the p-value,

parent and children set is updated. These updated parent and children set

are then processed using backward pass where independency test is again

performed and whole process of finding p-value and parent and children set

based on updated p-value is repeated to get final parent and children set.Once

all the parent and children set are obtained, we check for symmetry and pass

the PC set for greedy hill climbing phase.

Second phase of MMHC is Greedy Hill Climbing. It searches in the structure

space of Bayesian Networks.As Hill Climbing belongs to the family of score

and search based algorithms, firstly a scoring function needs to be defined

in-order to find the strongest relation between parents and children. In our

implementation, we tried two different scoring functions, that are BDeu and

BIC and compared the results from both of them. Firstly we find the score

of the given PC set using BDeu, which is one of the more widely used scoring
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approaches. BDeu scoring function is represented as follows

BDeu(B, T ) = log(P (B))+
n∑

i=1

qi∑
j=1

log


Γ(N

′

qi

)

Γ(Nij + N
′

qi

)

+
ri∑

k=1
log


Γ(Nijk + N

′

riqi

Γ( N i

riqi

)




Here P(B) represents prior probability of bayesian structure, n represents

number of variables. The other scoring function used for finding score be-

tween the given set is BIC. It falls under the category of Information-theoretic

scoring functions, are is represented as follows

BIC = k ln(n)− 2 ln(L̂)

Here L̂ represents the maximum likelihood function value, n represents the

observations or the sample size and k represents model estimation of number

of parameters. Once the scoring functions finds the score, greedy hill climbing

starts to add, delete or reverse the edges and whatever leads to the highest

score is added to a graph and the search continues. One of the main difference

between standard greedy hill-climbing and the one used here is that the

addition function is only performed on the edge if it was first discovered by

MMPC algorithm. Algorithm terminates when addition, deletion or edge

reversal doesn’t increase the overall score. Structure having the best score is

returned.
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4.2 MapReduce

A MapReduce is a framework, designed for processing large amount of data

in parallel by dividing into smaller parts. As the name suggests, MapReduce

works using two main steps: Map and Reduce. Map function, which is a user

written function, takes dataset as input and performs splitting of data and

creating key value pairs. As Map function takes one value record as input,

we can parallelize it completely.

These key value pairs are then passed to a user written reduce function.

Reducer shuffles the record and is passed to reducer where same keys are

grouped together and output is given.

4.3 Algorithm Implementation with Map

Reduce

In the section, key parts of Max-Min Hill Climbing algorithm using MapRe-

duce will be discussed. As the algorithm comprises of two parts that is

Max-Min Parent and Children algorithm and Hill Climbing algorithm, we

have make use of MapReduce for some parts. We divide overall algorithm

into steps

Step 1 and 2 of the algorithm comprises of Independence tests for MMPC for

forward and backward phases. In forward phase, we make conditional inde-

pendence test parallel and pass the data to the MR framework. As discussed

earlier, in Mapper phase, two steps are involved namely splitting and map-

ping. Data is split into smaller chunks and then conditional independence
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test is performed on the PC set and candidates set. p_value is calculated

against every candidate variable. Map function then assigns each calculated

value for against a key, creating a key-value pair. This set of key-value pair

is the passed to the Reducer where shuffling is preformed and all the similar

keys are groups together and passed to the reduce function. Reduce function

then sums all the values for similar keys and gives independence test result.

Once p_value is calculated from independence test, it is passed to update

forward function where we get updated PC and Candidates sets.

Once we get result from MMPC forward phase, we pass the updated PC and

Candidates sets to MMPC backward phase. We again use the same MR im-

plementation for independence test as MMHC forward phase. In backward

phase, we transfer the variable in PC set to Candidate set except the last one

and perform independence test and pass the results to the update backward

function to get updated PC and Candidates set.

Once we obtain the required outputs, we check PC set for symmetry to get

better results. Once we have results, we pass the dataset, PC set and scoring

function parameter to hill climbing algorithm that finds best possible DAG.

Hill climbing algorithm then adds, removes or reverses the edges based on

scoring function. The resultant is a graph which can then be drawn to get a

pictorial representation.

High-level algorithms are given to give a more clear picture.
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Algorithm 4.1 Main MMHC Process
1: PC = {} //Empty Parent Children set
2: D : Data set
3: Output : Bayesian Network Structure
4: Step 1
5: Pass dataset, empty PC set, target variables and candidate set to MMPC

Forward Pass
6: for each d in D:
7: IT_MR() //Perform Independence Test using MapReduce
8: p_value=Update_ForwardPass() // p_value is obtained as a result

9: // PC and Candidate set obtained as a result
10:
11: Step 2
12: Pass dataset D, updated PC and candidate set, and target variables to

MMPC Backward Pass
13: for each d in D:
14: IT_MR() // Independence Test using MR with updated values
15: p_value = Update_BackwardPass() Updated p_value is obtained

as a result
16: // Updated PC and Candidates set are obtained as a result
17:
18: //Update symmetry of PC set
19: Step 3
20: //Pass dataset, PC set and scoring function to Hill Climbing Algorithm
21: DAG = HC(dataset, PC, score_function) // Directed A-Cyclic Graph is

//returned as an output

Pseudo code for Conditional Independence Test using MapReduce is given

below
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Algorithm 4.2 IT_MR() :Conditional Independence Test using MapReduce
1: Map(Dataset D, PC_Set P, Candidate_Set C)
2: for each d in D:
3: p_value = Find_IndependenceTest() //Find Conditional
4: //Independence Test on the PC and Candidate Set
5: return (Key_Value Pair) //p_value for a given PC and
6: //Candidate Set
7: end for
8:
9: Reduce (Key_Value Pair Set From Mapper)

10:
11: for each subset value in :
12: total = Sum(value list)
13: Return (total)
14: end for

As MapReduce is used for calculating Independence Test, this reduces the

overall execution time with relatively similar accuracy as that of sequential

execution of MMHC.
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Chapter 5

Results and Discussion

Max-Min Hill Climbing itself is a hybrid algorithm in nature and comprises

of constraint based and score and search based approach. This means that

the average running time would be better then a traditional score and search

based algorithm but when it comes to accuracy, it would have better results

as compared to constraint based algorithm.

With the introduction of MapReduce, and by making conditional indepen-

dence test parallel the overall running time of the hybrid bayesian network

very less as compared to the sequential execution, and by keeping the overall

accuracy similar. We ran the data-sets on both sequential and parallel algo-

rithms and measured execution times for both parts, that is constraint based

score and search based parts of MMHC, for both the approaches. Data-sets

we ran on our implementation were of alarm, which is a bayesian network

have patient monitoring system data and hailfinder, which is a bayesian net-

work for the forecasting of sever hail storm in summer. Variables in both the

data-sets are 37 and 56 respectively. The given data-set sizes are of 10,000
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and 5,000 records respectively, we generated 1, 5 and 10 million rows as sam-

ple dataset for our experiment. The algorithm was run multiple times for

data sets and the total execution time is the average over all the executions.

Here we have shown two different graphs for two different data-sets and it

is clear from the graphs that execution time of the MapReduce approach is

much less then that of non MapReduce execution.

Figure 5.1: Execution Time for Alarm Dataset

From the graph, we can see that as the data size increases, the running

time for sequential approach increases drastically as compared to MapReduce

based approach. Similarly, if we see the graph for hailfinder data set, we can

see similar trends.

One thing we observe between the two graphs is that there is a lot of difference
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in execution time for same size of data. This is because of the difference in

the size of number of variables. Alarm dataset has 37 variables as hailfinder

has 56 variables. This is one of the major contributing factor in difference

of execution times. Results for accuracy for two different approaches are not

Figure 5.2: Execution Time for Hailfinder Dataset

been added here as there is not a very visible difference. This is due to the

fact that the we have used same MMHC algorithm and have made it parallel

to achieve speedup and from the graphs, it is visible that our execution times

have been reduced.

It was interesting to note that the execution time for dataset having smaller

sizes like 5000 to 10000 had better execution timings when ran sequentially

then when running in parallel. It was found out that as the computers are
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getting more powerful, they are better in solving small size data problems

when executed in sequential manner rather then dividing the dataset into

smaller chunks, performing the required task and group them together to get

the output.

This experiment was only performed for Max-Min Hill Climbing as there

is enough evidence in the literature that a hybrid algorithm performs better

then score-and-search based algorithms when it comes to accuracy and shows

significant improvement in execution time as compared to constraint based

algorithm. So, we believe that this will hold true even for parallel based

approach.

For the experiment, Hadoop 3.7 was installed on three systems, running

Windows 10 Pro. For the namenode, the system used was was Intel core

i7-8565U processor @1.99GHz with 8GB RAM and for two datanodes Ryzen

7 5800x with 64GB 3600 MHz CL16 RAM and RTX 3080 graphics card. As

there are only two datanodes, and as the namenode system is not a powerful

one, this resulted in higher execution times. By having a more powerful

namenode a high number of datanodes, the execution time can be reduced

drastically as the data would be divided even more, hence achieving greater

level of parallelism.

35



Chapter 6

Conclusion and Future Work

In this paper, we have established that using parallelism techniques such as

MapReduce with a hybrid bayesian network structure learning algorithm,

we can get better execution timings then any sequential approaches. Exper-

imental results were carried out using sample data-sets and the results show

that we can easily incorporate parallelism technique for real life data and

can achieve similar accuracy with better speedup as compared to traditional

sequential approaches. Also, we concluded that with the addition of more

datanodes, the overall execution timings can be further reduced, especially

for data having high number of variables.

6.1 Future Work

In future, we can create more hybrid algorithms by combining constraint

based and score-and-search based algorithms, besides algorithms like MMHC
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that are already hybrid in construction and can see which approach gives

better accuracy as compared to MMHC and lower the overall execution time.
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