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ABSTRACT

To accommodate the rapid development of the Satellite-Assisted Internet of Things

(S-IoT) and the ever-shifting landscape of future communications, a hybrid satellite

network integrating Geosynchronous Earth Orbit (GEO) and Low Earth Orbit (LEO)

satellites has been proposed. This architecture is gaining prominence as a strong con-

tender among emerging network architectures. The primary objective of this research

is to optimize the network’s end-to-end energy consumption by addressing the latency

of the network as a whole, cache capability, joint admission control, association, and

power allocation. An equally pivotal facet involves ensuring fairness in IoT device

association and impartial distribution of spectrum resources while simultaneously op-

timizing throughput. This distinctive objective, which remains relatively uncharted in

prior research, encompasses the harmonization of fairness considerations alongside the

pursuit of maximal efficiency. However, the hybrid GEO-LEO satellite network faces

significant challenges due to limited onboard communication and computing resources,

particularly in task offloading. The problem is classified as an NP-hard mixed-integer

non-linear programming (MINLP) problem, which demands an effective solution ap-

proach with a low computational load. An outer approximation algorithm (OAA) is

proposed to obtain a near-optimal solution to address this. The results demonstrate the

ability of the approach to achieve fairness in IoT association, fairness in resource block

(RB) allocation, and overall throughput in the hybrid GEO-LEO satellite network. This

research contributes to advancing satellite networks, particularly the hybrid GEO-LEO

architecture, to meet the future communication needs of the S-IoT. The proposed OAA

algorithm provides a practical and efficient solution for the NP-hard MINLP problem,

opening avenues for further advancements in this field.
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Chapter 1

INTRODUCTION

This chapter begins with an overview of the satellite-assisted Internet of Things (S-

IoT), highlighting its necessity. Later on, S-IoT along with the challenge in relation to

latency aware resource allocation to maximize the throughput is discussed. Moreover,

the thesis motivation, objectives and contributions are elaborated along with thesis or-

ganization.

1.1 Significance of S-IoT

The rapid growth of the Internet of Things (IoT) has led to the emergence of innovative

solutions, such as Satellite-assisted Internet of Things (S-IoT), to address the scalabil-

ity, reliability, and latency challenges associated with the proliferation of smart devices.

S-IoT, which integrates satellite technology into the IoT ecosystem, offers promising

opportunities for enhancing network capabilities and expanding connectivity. In this

, we delve into the significance of S-IoT and its potential contributions to the field of

network design and development./par

1.2 Smart Device Expansion and Satellite-assisted IoT Challenges

The deployment of a significant range of smart devices seems anticipated to arise from

all industries’ exponential industrial expansion. By 2020, there will supposedly be

up to 50 billion digital gadgets in use, generating 13 times as much data as conven-

tional devices [1]. Substantial heterogeneous data creation by IoT devices with varying

Quality-of-Service (QoS) requirements necessitates improving data transfer rates and

the capacity of networks. Future network design and development must overcome sev-

eral challenges. The proliferation of smart devices across all sectors is driving the

need for innovative solutions to the problems of scalability, reliability, and reduced

latency [2] [3].

Incorporating the Satellite-assisted Internet of Things [4] has resulted in a significant
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expansion of the Internet of Things (IoT), constructed initially using a terrestrial net-

work. In contrast, in traditional S-IoT systems, IoT devices bypass the satellite entirely

and transmit data to the satellite gateway via the satellite. While the satellite itself is

easy to produce, the system’s efficiency is limited by the transmission capacity of the

feeder link [5].

1.3 Optimizing Hybrid Satellite Networks for S-IoT Infrastructure

The S-IoT infrastructure can be implemented by satellites in either low Earth orbit

(LEO) or geosynchronous Earth orbit (GEO). Moreover, there is a considerable de-

lay in propagation because of the distant location between the satellite and the ground

[6].LEO satellites have a shorter propagation delay, but their greater mobility poses a

better challenge to resource management [7]. Because of the essential role that the hy-

brid GEO-LEO satellite network will perform in expanding space-air-ground networks,

the study of intelligent resource distribution in heterogeneous satellite networks is also

crucial [8].

Cloudlet

Cloud

LEO-1

LEO-2

LEO-3

IoT devices

GEO

LEO

LEO-1 

coverage

LEO-2 

coverage

LEO-3 

coverage

GEO

coverage

Figure 1.1: Hybrid satellite network model

The backhaul link is overloaded when the cloudlet accesses, processes, and forwards

data to the cloud server. Propagation and processing times get delayed as a result of this

added load. Throughput can be improved when a cloudlet node and IoT devices use a

single spectrum and a heavy traffic load. Because of this, there is a lag in transmission,

and the front haul link becomes overloaded. Caching at cloudlet nodes has been offered

as a solution to the load constraints imposed by these linkages. Cloudlet node caches

in fog networks reduce latency across the entire system [9]. No delays will occur due

2



to computation or propagation because all the data is cached already on the cloudlet

node. A fog network’s cloudlet nodes must have cache enabled (CE) to manage latency-

sensitive Internet of Things applications.

1.4 Advantages of S-IoT

By combining the advantages of IoT and satellite networks, the S-IoT promises to pro-

vide access for connectivity in all the remote areas and the same has drawn considerable

attention of both the academia and industry. Some advantages of S-IoT are stated as

follows:

• Overcoming Network Capacity Limitations: The exponential growth of smart

devices results in massive data generation, requiring networks to handle in-

creased data transfer rates and capacity. S-IoT addresses this challenge by utiliz-

ing satellite links to augment network capacity, effectively offloading data traffic

from terrestrial networks.

• Enabling Global Connectivity: S-IoT provides a unique advantage in ensuring

global connectivity, particularly in remote areas where terrestrial networks may

be limited or unavailable by leveraging satellite infrastructure.

• Improving Reliability and Resilience: Traditional IoT systems heavily rely on

terrestrial networks, which are vulnerable to disruptions caused by natural dis-

asters, network failures, or infrastructure limitations. S-IoT introduces an ad-

ditional layer of reliability by offering redundant communication paths through

satellite links.

• Enhancing IoT Use Cases: S-IoT opens up new possibilities for a wide range of

IoT applications across various industries. From agriculture and environmental

monitoring to maritime and aviation.

• Green and Sustainable Solutions: S-IoT presents an environmentally friendly

approach to IoT connectivity. By reducing reliance on terrestrial networks and

optimizing data transmission through satellite links.
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1.5 Applications of S-IoT

The applications of S-IoT network demonstrate its potential to bridge connectivity gaps,

enable efficient communication in remote areas, support critical services during emer-

gencies, and enhance various aspects of telecommunications infrastructure.It includes

the following:

• Connectivity in Remote Areas: S-IoT provides reliable connectivity in remote

and underserved areas where traditional communication infrastructure is limited

or absent. It enables seamless communication between devices and networks.

• Emergency Communication: During natural disasters or emergency situations,

terrestrial communication infrastructure can be severely impacted, leading to

communication breakdowns. S-IoT ensures uninterrupted communication for

emergency response teams.

• Fleet and Asset Management: S-IoT allows efficient management and commu-

nication with fleets and assets spread across large geographical areas. It enables

real-time tracking, monitoring, and communication with vehicles.

• Telecommunications Infrastructure Backup: S-IoT serves as a backup com-

munication network for terrestrial-based telecommunication infrastructure. In

the event of network failures, S-IoT can provide alternative connectivity options.

• Remote Sensing and Data Collection: S-IoT supports remote sensing applica-

tions, such as weather monitoring, environmental sensing, and data collection

from remote locations.

1.6 Latency Reduction and S-IoT

Power usage, communication latencies, and spectrum efficiency are the issues, and

to address these, numerous researchers have developed methods for managing the re-

sources available [10]. Fog networking has arisen as a viable cure due to the exponen-

tial development in data traffic created by smart devices in all industries [11]. It will

be a critical enabling technology for 5G IoT applications in the future [12]. A server
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for storing data (cloudlet or fog) is close to the edges of smart devices in fog network-

ing. As a result of reduced latency and increased throughput, data is made accessible

to the devices that generate it. Fog/cloudlet servers can cache the most popular infor-

mation, reducing the processing and propagation delays that the cloud server usually

endures [12] [13]. Cloudlet nodes are similar to cloud servers, except that they have

less space for data and computing power.

1.6.1 Improving Latency in IoT Networks using Satellites

The reduction in latency of satellite IoT networks can be affected by several factors,

including:

• Satellite Orbit: The choice of satellite orbit plays a significant role in determin-

ing latency. Satellites in lower orbits, such as LEO, offer lower latency compared

to satellites in higher orbits like GEO. This is because the distance between the

satellite and the IoT device is shorter in LEO, resulting in reduced signal propa-

gation time.

• Signal Processing and Routing: Efficient signal processing and routing tech-

niques can minimize latency in satellite IoT networks as advanced algorithms

and protocols are utilized.

• Network Architecture: The network architecture, including the configuration

and design of the satellite IoT system, can impact latency.

• Signal Propagation Delays: Signal propagation delays, caused by the speed

at which electromagnetic signals travel through the atmosphere and space, can

contribute to latency in satellite IoT networks.

• Signal Interference and Noise: Interference and noise in the satellite communi-

cation channel can increase latency.

1.6.2 Approaches to Reduce Latency in Satellite IoT Networks

By applying following approaches, satellite IoT networks can achieve lower latency,

enabling near-real-time communication and enhancing the performance of various IoT

applications and services.
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• Predictive Caching: Implement predictive caching mechanisms to store and pre-

fetch data that is likely to be requested by IoT devices. By caching frequently

accessed data closer to the IoT devices, latency can be reduced as the data can be

retrieved locally.

• Bandwidth Allocation and Resource Management: Employ effective band-

width allocation and resource management techniques to ensure efficient utiliza-

tion of network resources. By dynamically allocating bandwidth based on the

priority and requirements of different IoT applications, latency can be minimized

for critical data traffic.

• Protocol Optimization: Optimize communication protocols used in the satellite

IoT network to minimize protocol overhead and latency.

• Quality of Experience (QoE) Monitoring: Continuously monitor the QoE of

IoT applications and services in real-time. By analyzing latency metrics and user

feedback, network operators can identify areas of improvement and proactively

address latency issues to ensure a satisfactory user experience.

• Advanced Modulation Schemes: Utilize advanced modulation schemes, such

as Quadrature Amplitude Modulation (QAM), to increase the data transmission

rate over the satellite link. Higher data rates can help reduce the time required

for data transfer, thereby reducing latency.

1.7 Throughput

Throughput refers to the amount of data that can be transmitted over a network in a

given time period. In the context of satellite IoT networks, throughput represents the

data rate at which IoT devices can send and receive data through the satellite link. Here

are some equations related to throughput:

• Channel Capacity (C): The channel capacity represents the maximum achiev-

able data rate of a communication channel. In the case of satellite IoT networks,

the channel capacity can be calculated using Shannon’s Channel Capacity for-

mula:
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C = B · log2
(
1 +

(
S

N

))
(1.1)

• Effective Throughput (T): The effective throughput is the actual data rate

achieved in practice, taking into account various factors such as protocol over-

head, packet loss, and network congestion. It can be calculated using the formula:

T = R · (1− PL) (1.2)

1.8 Latency Aware Resource Allocation in S-IoT

Latency-aware resource allocation is a critical aspect of hybrid GEO-LEO networks

or Satellite-assisted Internet of Things (S-IoT) systems. The integration of both geo-

stationary (GEO) and low Earth orbit (LEO) satellites presents unique challenges in

terms of minimizing latency to maximize the throughput and optimizing resource allo-

cation.In these hybrid networks, the goal is to efficiently allocate network resources to

ensure low latency communication between IoT devices and satellite gateways. This

involves considering factors such as signal propagation delays, distance between de-

vices and satellites, and the selection of the optimal access mode (GEO or LEO) based

on latency requirements.

By adopting latency-aware resource allocation techniques, network operators can

optimize the allocation of bandwidth, processing resources, and routing decisions to

minimize latency and meet the application-specific requirements. This ensures that

time-sensitive data is transmitted promptly and enables timely decision-making and

response in IoT applications. Additionally, the integration of edge computing capabili-

ties within the satellite network can further enhance latency-aware resource allocation.

By performing data processing and analytics closer to the IoT devices at the network

edge, latency can be reduced by minimizing the need for data transmission to central-

ized servers.Overall, latency-aware resource allocation in hybrid GEO-LEO networks

or S-IoT systems is essential for ensuring efficient and real-time communication be-

tween IoT devices and satellite gateways. It involves considering latency requirements,

optimizing resource allocation strategies, and leveraging edge computing capabilities

to minimize latency and maximize the throughput of various IoT applications and ser-

vices.
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1.8.1 Issues concerning to allocation of resources

Here are additional challenges related to latency-aware resource allocation in hybrid

GEO-LEO networks or S-IoT systems:

• Network Synchronization: In hybrid networks, ensuring proper synchroniza-

tion between the GEO and LEO satellites is crucial for efficient resource alloca-

tion and minimizing latency.

• Interoperability and Standardization: The integration of different satellite sys-

tems and protocols in hybrid networks requires interoperability and standardiza-

tion. Ensuring seamless communication between GEO and LEO satellites, as

well as compatibility with IoT devices.

• Security and Privacy: Latency-aware resource allocation should consider the

security and privacy requirements of IoT applications. Protecting sensitive data,

ensuring secure communication channels, and implementing robust authentica-

tion and encryption mechanisms are essential.

• Network Management and Orchestration: Network management systems

need to handle dynamic resource allocation, performance monitoring, fault man-

agement, and traffic engineering to ensure low latency and optimal resource uti-

lization.

1.9 Related Work

Table 1.1 summarises previous work on various Throughput maximization techniques

in satellite and terrestrial networks.

According to recent studies [14], there is an exploration of task offloading in hybrid

GEO-LEO satellite networks. This is done by examining cooperative user association

and resource allocation. To increase productivity, scheduling jobs, associating users,

and allocating resources are separated into two distinct issues. Then, CUARA, which

makes use of DRL, is suggested. For generating secret keys for GS pair-to-pair en-

cryption key exchanges using the BB84 protocol with decoy states, the author of ref-

erence [15] defined the resource allocation problem for such a QKD network. Joint
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optimization for sub-band assignment and power allocation was devised by the author

of Reference [16] to improve the throughput of cellular networks used by the Inter-

net of Things. There seem to be improved two-stage sub-band assignment and power

control algorithms proposed, which account for spectral leakage in their optimization

process. Paper [17] examined the challenge of energy-efficient resource allocation in

a multi-device, D2D-assisted fog computing environment. The author provided two

suboptimal techniques to reduce energy use. Assessing the correlation between the

duration of individual computer tasks and total energy use is one approach to cutting

down on computing time. The use of Hessian matrices in a simple heuristic approach

to resource allocation is still another option. In RLNC D2D HetNet communications,

the author [18] suggested using relay selection and power allocation to improve energy

efficiency and load balancing. The challenge was recast as a single-objective optimiza-

tion problem, and a ”pseudo-optimal” solution was presented that fell short. Authors

in [14]- [18] primarily concentrate on power restrictions to maximize throughput. The

research presented in [14] and [16] focuses on UL transmission. However, these re-

searches do not address the fairness of IoT distributions and RBs for consumers.
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In Paper [19], the author analyses the challenges of international connectivity and

proposes solutions to those challenges. To attain this goal, the author recommended 5G

smart connectivity. The pervasive networking capabilities of the platform may manage

service lifetime.To bring 5G cellular service to previously inaccessible areas, we must

rely on satellites, UAVs, and long-range, low-power Internet of Things (IoT) network

technology. It is essential to combine these technologies for dependable service. [20]

analyses a satellite communication system using GEO and LEO satellites. The author

proposed a JBMPA strategy to increase SINR and decrease the frequency of service

disruptions. This research suggests employing a deep Q-network (DQN) to aid the

challenging task of transmitting power allocation for operational LEO satellites. In-

corporating the non-orthogonal multiple access (NOMA) technique into a frequency

coexistence setting improves spectral efficiency. The author of Reference [21] exam-

ined the capacity performance of a two-layer GEO/LEO satellite network and created a

theoretical formulation of the ergodic capacity using Meijer-G functions to analyze sys-

tem performance. In [22], the authors analyzed a hybrid cloud-edge computing model

in which flying UAVs provide low-delay edge computing service to IoT devices, and

satellites provide ubiquitous access to the cloud. To minimize the maximum calculation

delay among IoT devices, we jointly scheduled association control, computing work

allocation, transmission power and bandwidth allocation, computation resource allo-

cation for autonomous aerial vehicles (UAVs), and deployment position optimization.

Based on block coordinate descent and sequential convex approximation, the authors

developed an alternating optimization method with guaranteed convergence. All of the

authors cited in [19]- [22] provide an overview of the IoT association in Geo and Leo

satellites. Although these researches examine many aspects of RBs, traffic load, and

throughput, they do not calculate transmission and propagation delays.

In [23], the author posed a JNAEE maximization issue with limitations. This prob-

lem considers optimal power allocation, node association, latency, and rate. Future

IoT-Fog networks face this difficulty. This author used a lesser linearization method,

mesh adaptive direct search (MADS), to find a less-than-ideal solution. The author

of [24] developed an iterative technique to optimize either task offloading or software
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caching. The author presented a multi-tier computation-based system in which task

nodes (TNs) offload their tasks to nearby massive MIMO-aided relay nodes (MRNs)

with under-utilized caching capacity. Task completion latency gets minimized when

frequently used services are cached. In [25], authors have presented the Outer Ap-

proximation Algorithm for minimizing latency (OAA). This paper introduces a mixed-

integer non-linear programming problem for collaborative optimization. Parameters

for cloudlet selection, admission control, and power distribution are all taken into ac-

count in the same way in the defined issue. With the cache enabling fog networks, the

author of the paper [26] formulated the challenge of combined resource and power allo-

cation. It’s an NP-hard problem, particularly a mixed-integer non-linear programming

issue (MINLP).. The presented challenge aims to reduce total network latency, under-

power, cache capability, and QoS restrictions. The efficacy of the suggested algorithm

gets assessed by network KPIs such as throughput, device count, minimum data rates,

and latency. IoT admission, IoT association, power restriction for maximum through-

put, cache enabled, data computation and storage, and also determined transmission,

propagation, and processing delays are all constraints that have been determined by the

authors of [23]- [26]. But none of them analyzed how users should get a fair distribution

of IoT and RBs.

1.10 Motivations

After examining Table 1.1 our research is motivated by the challenges of resource allo-

cation and task offloading in the context of IoT devices trying to establish connections

with LEO cloudlets to offload their processing workload. The motivation behind our

proposed method is to enhance the capabilities of massive MIMO-enabled MC sys-

tems to address these challenges effectively. The key focus is on improving processing,

communication, and caching aspects to optimize task offloading efficiency and mini-

mize task execution delays and power consumption. After reviewing the previous work

on Hybrid GEO-LEO satellite network to the best of the authors comprehension, re-

search gap considering the previous work identified is that joint admission control, IoT

association and power allocation to ensure fairness while associating IoT and fairness
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in allocation of spectrum resources to associated IoT in hybrid geo-leo network with an

objective to maximize Throughput has not been investigated in the past. The direction

of the research remained focused in the following areas:

• Major part of research work on Hybrid GEO-LEO satellite network so far has

been on throughput maximization, power allocation and user association.

• Existing techniques do not incorporate joint admission control, IoT association

and power allocation in order to ensure following:

– Fairness while associating IoT in Hybrid GEO-LEO satellite network.

– Fairness in allocation of spectrum resources to associated IoT devices.

• Existing techniques haven’t investigated Throughput maximization as an objec-

tive keeping in view above stated parameters.

1.11 Objectives

Motivated by the gaps found in past research work, this research work targets the fol-

lowing objectives to optimally allocate resources for throughput maximization in Hy-

brid GEO-LEO satellite network:

• Creating an efficient Hybrid GEO-LEO satellite network model incorporating

GEO satellite, LEO satellites amd IoT devces.

• Defining objective function for throughput maximization.

• Defining constraints, i.e., IoT admission, IoT association, fairness while asso-

ciating IoT devices, power, resource block allocation, fairness in allocation of

resource blocks etc.

• Defining a optimization problem from objective function.

• Developing an algorithm/ technique based on defined optimization problem.

• Using developed algorithm/ technique, performance analysis via extensive simu-

lations using Matlab.
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1.12 Contributions

Our contributions provide novel insights and solutions to the challenges of task of-

floading, software caching, and power allocation in the context of the MRN system.

By addressing these aspects, we aim to enhance the overall performance and efficiency

of the system, opening up new possibilities for latency reduction and resource optimiza-

tion in hybrid GEO-LEO networks or S-IoT environments.We propose a Throughput

maximization problem that takes into account fairness-based admission control, IoT

Association, spectrum resource allocation, and power distribution. Complex and non-

deterministic polynomial-time hard (NP-hard), this problem is a mixed integer nonlin-

ear programming (MINLP) challenge. The problem is then addressed with a epsilon-

optimal method. Following are some of this work’s most significant contributions:

1. We focus on developing multi-tier task scheduling and service caching systems

aided by massive MIMO technology. Our approach involves caching services in

computing and caching nodes (CCN) comprising nearby MRN. To optimize task

execution, we have designed a mechanism that integrates task offloading, service

caching, and communication resource allocation

2. We present an alternate optimization method for resolving the task offloading,

service caching, and power allocation dilemma due to the NP-hard nature of the

joint task scheduling and service caching optimization problem. We can solve

the issues by decomposing the original joint optimization problem into the sub-

problems of task offloading, service caching, and MRN power allocation

3. To make joint task offloading and software caching decisions, we formulate the

dual problem by transforming the non-convex power allocation subproblem into

a linear optimization problem and then relaxing the task offloading and caching

constraints using the classic Lagrange partial relaxation. We present an iterative

optimization approach to identify the jointly optimal solution based on our find-

ings about power allocation, task offloading, and software caching. Furthermore,

the convergence of the suggested iterative technique is proved formally
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4. Through comprehensive simulations, we assess the efficacy of the proposed mas-

sive MIMO-aided multi-tier MC systems. The simulation results in the later part

of the thesis show that the suggested algorithm provides significant improve-

ments over the conventional approaches for a wide variety of settings

1.13 Thesis Organization

Thesis is structured into six chapters as shown in Figure 1.2. Chapter wise details are

as follows:

Chapter: 2 Hybrid GEO-LEO Satellite Network-5G In this thesis chapter, we

delve into the realm of IoT devices and their association with satellites, exploring the

heterogeneous nature of IoT deployments. We investigate the challenges posed by the

joint admission control and fairness problem in the context of satellite-enabled IoT net-

works. To better understand the scope of the problem, we categorize satellites based

on their specific characteristics and capabilities. In particular, we explore the potential

benefits of hybrid geo-leo satellite networks in enhancing IoT connectivity and per-

formance. Furthermore, the delays involved in communication channels within these

networks and propose strategies for efficient task offloading and latency reduction. Our

primary objective throughout this chapter is to maximize the throughput of IoT devices,

considering the diverse requirements and constraints imposed by the satellite environ-

ment. By addressing these issues, we aim to contribute to the advancement of IoT and

satellite technologies, enabling improved connectivity and communication for a wide

range of applications.

Chapter: 3 System Model and Problem Formulation This chapter delves into the

certification process for IoTs in a Hybrid GEO-LEO satellite network and the corre-

sponding communication paradigm. Links between LEO, GEO, and IoT devices are

incorporated into this form of communication. To maximize throughput in a hybrid

GEO/LEO satellite network, we develop a mathematical model taking into account

fairness-based admission control, Internet of Things (IoT) association, power distribu-

tion, and power consumption. Throughput maximization in a hybrid geostationary/low-

Earth-orbit (GEO/LEO) satellite network is the focus of the proposed optimization ap-
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proach.

Chapter: 4 Proposed Algorithm To optimize Throughput in a Hybrid GEO-LEO

satellite network, a ϵ-optimal method is used in this chapter to solve the challenges of

fairness in IoT association and spectrum allocation. For a variety of system parameters

such as IoT association, Fair IoT distribution, RB fairness, and throughput, OAA’s

execution of the epsilon-optimal solution is demonstrated.

Chapter: 5 Simulations and Results The benefits of the suggested method in chap-

ter:4 for achieving fairness-based admission control, IoT association, power allocation,

and throughput maximization are demonstrated through simulation results in this chap-

ter. These findings also shed light on the convergence of the suggested method.

Chapter: 6 Conclusion The thesis’s contributions are outlined in this section. Fig-

ure 1.2 presents the thesis’s structure.

Chapter 1

Introduction

Chapter 2

Hybrid GEO-

LEO Satellite 

Network- 5G

Chapter 6

Conclusion

Chapter 3
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& Problem 
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Chapter 4
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Chapter 5
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Results

Figure 1.2: Thesis organization
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Chapter 2

Hybrid GEO-LEO satellite Network- 5G

2.1 Internet of Things (IoT)

The Internet of Things (IoT) refers to a network of interconnected physical devices,

vehicles, appliances, and other objects embedded with sensors, software, and network

connectivity. In the modern era, with the sudden sprung of smart network nodes (such

as cellular phones, smartwatches, and automobiles), and artificial intelligence, the re-

source extensive applications have exploded. These devices collect and exchange data,

enabling them to interact and communicate with each other and with the cloud or other

internet-based systems.

The key technologies involved in IoT are wireless sensor networks (WSN), cloud

computing, big data, and embedded systems. To meet the need Information Commu-

nication Technology (ICT) plays a pivotal role in developing and delivering services

for a variety of emerging and modern applications such as augmented reality, real-

time online gaming, wearable cognitive assistance (WCA) applications, smart grids,

and smart cities [27]. These real-time applications are embedded with devices (smart

posture trainer, Near Field Communication (NFC) smart rings, virtual glasses, Global

Positioning Systems (GPS) tracking bands, gaming armbands, etc. ) that requires

high computation capabilities, consume more energy, instantaneous data processing,

and prompt responses. Internet of Things (IoT) devices is resource constrained having

limited battery lifespan and computational capabilities. This makes them unfeasible

to execute multiple applications locally, resulting in increased latency, network con-

gestion, and resource contention. One feasible solution to efficiently utilize IoT is to

offload the computational tasks to the resource-rich cloud servers, commonly termed

Cloud Computing (CC) [28], [29].
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2.1.1 Significance of IoT Devices

The significance of IoT lies in its ability to connect the physical world with the digital

realm, enabling seamless integration and automation of various processes. IoT has the

potential to revolutionize numerous industries and domains, including:

• Smart Homes: IoT devices in smart homes can control and monitor appliances,

lighting, security systems, and climate control.

• Healthcare: IoT enables remote patient monitoring, smart medical devices, and

real-time data collection for personalized healthcare. It improves patient care,

allows early detection of health issues, and enhances the efficiency of healthcare

delivery.

• Smart Cities: IoT technologies can be applied to manage and optimize various

aspects of urban living, such as smart energy grids, waste management, traffic

management, public safety, and environmental monitoring.

• Real-time Communication: IoT facilitates real-time communication and data

exchange, enabling timely decision-making and immediate responses.

• Enhanced Efficiency and Automation: IoT facilitates communication and co-

ordination between devices and systems, enabling automation and improved ef-

ficiency.

2.2 Heterogeneity of IoT devices

The heterogeneity of IoT devices refers to the diversity and variability among the differ-

ent types of devices that are part of the Internet of Things ecosystem. IoT devices come

in various forms, functionalities, and capabilities, leading to a heterogeneous environ-

ment. The heterogeneity of IoT devices presents both opportunities and challenges.

On one hand, it enables a wide range of applications and use cases by accommodating

diverse device functionalities. On the other hand, it poses challenges in terms of inter-

operability, security, data management, and system integration. Addressing these chal-

lenges requires standardized communication protocols, interoperability frameworks,
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and device management solutions to ensure seamless operation and interaction among

heterogeneous IoT devices.

Here are some key aspects of the heterogeneity of IoT devices:

• Device Types: IoT devices encompass a wide range of devices, including sen-

sors, actuators, wearables, appliances, industrial equipment, vehicles, and more.

• Communication Protocols: IoT devices can utilize different communication

protocols to exchange data and interact with each other. Examples of commu-

nication protocols used in IoT include Wi-Fi, Bluetooth, Zigbee, Z-Wave, Lo-

RaWAN, cellular networks, and more.

• Processing Power: IoT devices vary in terms of their processing power and com-

putational capabilities. Some devices, such as smartphones or gateways, have

higher processing power and can handle complex tasks, while others, like simple

sensors, have limited processing capabilities.

• Operating Systems and Software: IoT devices may run on different operating

systems or software platforms. Some devices have proprietary firmware or op-

erating systems specific to the manufacturer, while others use open-source plat-

forms like Linux or embedded systems.

2.3 Satellites in a Network

Satellites are artificial objects that are launched into space to perform various functions

and provide a wide range of services. They orbit the Earth and are typically equipped

with communication, imaging, navigation, or scientific instruments. Satellites play a

crucial role in various sectors, including telecommunications, weather forecasting, nav-

igation systems, Earth observation, and scientific research. Communication satellites

are perhaps the most well-known type, as they enable global communication by relay-

ing signals between different locations on Earth.

The signals of a satellite are most effective when they are focused on a specific lo-

cation. When the region is concentrated, the emissions are confined to the specific
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area, limiting disturbance to adjacent systems. This results in increased spectrum effi-

ciency. Importantly, satellite antenna patterns must be constructed to optimally cover

the chosen geographical area. Satellites should be constructed with consideration for

their short and long-term utility during their lifetime. If the satellite drifts from its orbit

due to external influences, the earth station (ES) should be able to control it [30].

2.4 Categorization of Satellites

In a satellite network, multiple satellites are deployed and work together to provide

various communication and connectivity services. These satellites can be categorized

into different types based on their orbits and functions:

2.4.1 Geostationary Earth Orbit (GEO) Satellites)

GEO satellites are positioned in a geostationary orbit approximately 36,000 kilometers

above the Earth’s equator. They remain fixed relative to a specific point on the Earth’s

surface, allowing them to provide continuous coverage to a specific region. GEO satel-

lites are commonly used for applications such as broadcasting, telecommunications,

and weather monitoring.GEO satellites operate at higher signal power compared to

satellites in other orbit types, such as LEO (Low Earth Orbit) or MEO (Medium Earth

Orbit). The higher power helps to compensate for the longer signal propagation dis-

tance and ensure reliable communication with ground-based receivers. The distance

between GEO satellites and ground-based receivers introduces a signal propagation

delay. Since the satellites are located at a significant distance from the Earth’s surface,

the signal takes time to travel back and forth, resulting in a noticeable delay. /par

2.4.2 Low Earth Orbit (LEO) Satellites

LEO satellites orbit the Earth at altitudes ranging from a few hundred to a few thou-

sand kilometers. They typically travel at higher speeds and complete one orbit around

the Earth in a relatively short time, often around 90 minutes. LEO satellites provide

coverage to specific regions as they pass overhead. Due to their lower altitudes, LEO

satellites offer lower latency and higher data transfer rates compared to GEO satellites.

They are commonly used for applications such as satellite internet, remote sensing, and

global positioning systems (GPS). The proximity of LEO satellites to the Earth’s sur-
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face results in lower signal propagation delay compared to GEO satellites. The shorter

distance between the satellites and ground-based receivers reduces the round-trip time

for data transmission, making LEO satellite networks suitable for applications that re-

quire low-latency.

2.4.3 Medium Earth Orbit (MEO) Satellites

MEO satellites are positioned between GEO and LEO satellites in terms of altitude.

They orbit the Earth at altitudes ranging from a few thousand to tens of thousands

of kilometers. MEO satellites are commonly used for applications such as navigation

systems like the Global Navigation Satellite System (GNSS).

2.4.4 Polar Orbiting Satellites

Polar orbiting satellites travel in near-polar orbits, passing over the Earth’s poles with

each orbit. They provide global coverage by capturing data and imagery from different

parts of the Earth’s surface. Polar orbiting satellites are commonly used for weather

forecasting, environmental monitoring, and scientific research.

Figure 2.1: Categorization of Satellites

2.5 Setting up a Satellite Communication System

Figure ?? depicts a satellite communication system’s interface with terrestrial entities.

The satellite system consists of three segments: the space segment, the control segment,

and the ground section [30]. Details are as follows:

• Space Segment: The space segment consists of one or more operational and

reserve satellites arranged in a constellation.
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• Control Segment: The control segment comprises of all ground infrastructure

for the monitoring and controlling of satellites, often known as tracking, teleme-

try, and command (TTC) stations, and for the management of satellite traffic and

associated resources for communication networks.

• Ground Segment: The ground segment includes all traffic ES. These stations

can range in size from a few centimeters to tens of meters, depending on the sort

of service being considered.

2.6 Advantages of Using a Satellite Network

Satellite networks offer several benefits that make them valuable for various applica-

tions. Here are some key benefits of satellite networks:

• Global Coverage:One of the significant advantages of satellite networks is their

ability to provide coverage to even the most remote and inaccessible areas of

the world. Satellites orbiting the Earth can establish communication links with

ground stations, enabling connectivity in areas where terrestrial infrastructure is

limited or non-existent.

• Wide Area Coverage: Satellite networks can cover vast areas, including entire

continents or oceans, with a single satellite or a constellation of satellites. This

wide area coverage allows for efficient and reliable communication across large

geographical regions.

• High Reliability: The ground segment includes all traffic ES. These stations can

range in size from a few centimeters to tens of meters, depending on the sort of

service being considered.

• Scalability:Satellite networks can be easily scaled up or down by deploying ad-

ditional satellites or adjusting their orbits. This scalability makes it possible to

expand coverage and capacity as the demand for connectivity increases. It en-

ables satellite networks to accommodate a growing number of users and devices,

making them suitable for applications that require scalable and flexible commu-

nication infrastructure.
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2.7 Hybrid GEO-LEO Satellite Network

A hybrid GEO-LEO satellite network is a communication infrastructure that combines

geostationary Earth orbit (GEO) and low Earth orbit (LEO) satellites. It leverages the

strengths of both satellite constellations to create a robust and versatile network. The

network provides a robust and versatile communication infrastructure with global cov-

erage, reduced latency, mobility support, scalability, and resilience. It offers a multitude

of opportunities for various communication applications and services.

Cloudlet

Cloud

LEO-1

LEO-2

LEO-3

IoT devices

GEO

LEO

LEO-1 

coverage

LEO-2 

coverage

LEO-3 

coverage

GEO
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Figure 2.2: Hybrid GEO-LEO satellite Network Model

2.7.1 Characteristics of Hybrid GEO-LEO Satellite Network

Key characteristics of a hybrid GEO-LEO satellite network include:

• Coverage: The combination of GEO and LEO satellites allows for global cover-

age. GEO satellites cover larger areas from high altitudes, while LEO satellites

provide more focused regional coverage.

• Latency: The inclusion of LEO satellites in the network can reduce latency com-

pared to a pure GEO satellite network. LEO satellites orbit closer to the Earth,

resulting in shorter signal travel distances and faster communication.

• Scalability: Hybrid networks offer scalability by allowing for the addition of

LEO satellites to increase network capacity and coverage in specific regions.

2.8 Communication Channels

The link between transmitting and receiving devices comprises of either a radio or

optical modulated carrier. The efficiency of the transmitting equipment is determined
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by its effective isotropic radiated power (EIRP), which is the power provided to the

antenna multiplied by the antenna’s gain in the direction under consideration. G
T

, the

proportion of the antenna receive gain, G, in the considered direction to the system

noise temperature, T , measures the performance of receiving equipment; G
T

is known

as the receiver’s figure of merit [30].

• UL from ES to satellites.

• DL from satellites to ES.

• Inter-satellite links amongst satellites.

2.9 Wireless Communication

Wireless communication has evolved over the years through different generations, each

bringing advancements in technology, speed, and capabilities. Here are the details of

wireless communication, including its generations:

2.9.1 1G (First Generation)

Introduced in the 1980s, 1G networks used analog signals and employed Frequency

Division Multiple Access (FDMA) for dividing the frequency spectrum among users.

They provided basic voice calling capabilities but did not support data transfer. How-

ever, 1G networks had limited capacity and coverage. The most notable 1G system was

the Advanced Mobile Phone System (AMPS), which was introduced in North America

and later adopted in other parts of the world. AMPS used analog modulation tech-

niques to transmit voice signals over the airwaves. 1G networks operated on the 800

MHz frequency band.

2.9.2 2G (Second Generation)

Deployed in the 1990s, 2G networks marked the transition to digital communication.

They utilized technologies like Time Division Multiple Access (TDMA) and Global

System for Mobile Communications (GSM). 2G networks offered improved voice qual-

ity, enhanced capacity, and supported basic data services such as text messaging and

limited internet access. The networks expanded coverage and allowed for international

roaming.There were two main standards for 2G networks: GSM (Global System for
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Mobile Communications) and CDMA (Code Division Multiple Access). GSM became

the dominant standard globally, while CDMA gained popularity in some regions. Both

standards offered similar features and capabilities.

2.9.3 3G (Third Generation)

Introduced in the early 2000s, 3G networks brought significant improvements in data

transfer speeds and capabilities. They employed technologies like Code Division Mul-

tiple Access (CDMA) and Universal Mobile Telecommunications System (UMTS).

3G networks offered higher data rates, enabling services like video calling, multimedia

messaging, and mobile internet access. The networks supported more advanced appli-

cations and services, including GPS navigation and video streaming. The two primary

3G standards were CDMA2000 (Code Division Multiple Access 2000) and UMTS

(Universal Mobile Telecommunications System). CDMA2000 was widely deployed in

North America and some parts of Asia, while UMTS gained prominence in Europe and

other regions. 3G networks provided significantly faster data speeds compared to 2G.

They offered download and upload speeds ranging from several hundred kilobits per

second (Kbps) to a few megabits per second (Mbps).

2.9.4 4G (Fourth Generation)

Deployed in the late 2000s, 4G networks represented a major advancement in wireless

communication. They introduced technologies like Long-Term Evolution (LTE) and

Worldwide Interoperability for Microwave Access (WiMAX). 4G networks provided

significantly higher data rates, low latency, improved spectral efficiency, and supported

advanced services such as high-quality video streaming, online gaming, and faster in-

ternet browsing. The networks enabled seamless connectivity and paved the way for

the rise of mobile apps and services. 4G networks provided significantly faster data

transmission speeds compared to 3G. They offered download and upload speeds rang-

ing from several megabits per second (Mbps) to tens of Mbps, and in some cases even

surpassed 100 Mbps.
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2.9.5 5G (Fifth Generation

Launched in the 2020s, 5G is the latest generation of wireless communication. It uti-

lizes technologies like millimeter waves (mmWave), massive MIMO (Multiple Input

Multiple Output), and beamforming. 5G networks offer extremely high data rates,

ultra-low latency, massive device connectivity, and support a wide range of applica-

tions. They enable advancements in areas such as autonomous vehicles, smart cities,

augmented reality, virtual reality, and the Internet of Things (IoT). 5G networks provide

significantly faster data transmission speeds compared to 4G. It offers download and

upload speeds in the gigabit per second (Gbps) range, enabling ultra-fast file transfers,

seamless streaming of 4K/8K videos, and immersive virtual reality (VR) experiences.

5G networks drastically reduce latency, enabling near real-time communication.

2.10 The Function of Satellites in 5G Networks

For the vision of the 5th generation (5G) to be completely comprehended (i.e., almost

ubiquitous and instant connection for a big number of UE worldwide), terrestrial net-

works that mainly banks on underground optical fiber cable might not be sufficient.

As an alternative, there is a need for either a transition from a totally distinct satellite

and terrestrial networks system in which satellites are mainly used to solve the last mile

problem or for specific use cases to an integrated 5G network of networks in which

satellites perform a critical role alongside terrestrial networks.

Even though the usefulness of satellite communications is further restricted in both

inter-cities and intra -city communications (zones having dominance of fiber and Wi-

Fi and the satellite’s lines of sight are drastically decreased), incorporating satellite

and terrestrial networks will be required to achieve the full spectrum of anticipated

upcoming requirements on 5G networks. These consist of:

• Growing traffic as well as the amount of connections outside of densely populated

urban hubs in more remote/ rural extents as a result of the emergence of Internet

of Things (IoT).

• Offering coverage for mobile devices.
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• Computining and data caching moving closer to the networks’ edge and beyond

areas having abundant fiber accessibility.

Consider the connectivity requirements of mobility. Once a mobile asset is detached

(vehicle, ship or a jet) from fiber network, it can still be kept linked via terrestrial WiFi

or terrestrial 5G infrastructure provided it is within or in near vicinity of the city. Only

satellite communications can offer reliable coverage and sufficient data density in rural

and remote areas.As the amount, types, and needs of connectivity continues to expand,

so does the necessity of outspreading the potential of 5G networks outside densely

networked city areas.

In order to encounter these challenges, satellites require to offer a variety of func-

tions, including the last mile problem, on the move connectivity, backup for important

services in emergency, edge-networking, and IoT congested traffic locations outside

densely networked city areas. Briefly, satellites will be essential in shaping the collec-

tive 5G destiny. The terrestrial and satellite components will decide the type and level

of connection that 5G networks can offer. In fact, as opposed to what they could have

enabled in principle.

Consequently, as we go from legacy generations like 3rd generation (3G) to more

current generations such as 4th generation (4G) Long Term Evolution (LTE) and now

to 5G. 5G offers more than just a significant change in the possibilities for, functions

of, and the interplay of hardware-software in mobile networks. The transition between

terrestrial and space-based communications networks generally could be facilitated by

5G. Importantly, this integration is made technically and financially achievable for the

first time thanks to changes in the underlying technology and business models of satel-

lite firms.

It is not just hypothetical that terrestrial and space-based telecommunications net-

works will converge for 5G. Together, these three factors— changing business models,

expanding bandwidth demand, and developing satellite system technology—make it

plausible, however not unavoidable, for satellites to play an important part in telecom-

munications networks in broad-spectrum and 5G networks in specific [31].
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2.11 Possible Roles of Satellites in 5G Networks

To deliver on the full promise of 5G networks (near-universal, instantaneous coverage

for a large number of connected devices), satellites will also need to play a far more cen-

tral role in future telecommunications networks, with both terrestrial and space-based

components performing a greater variety of tasks. For the first time, the expansion of

satellite sector both in terms business models and technology is now achievable [31].

In 5G networks, satellites might potentially perform three functions: providing addi-

tional backhaul, providing redundancy, and enhancing connection in remote and rural

locations. In each situation, a variety of revenue models could possibly surface, ranging

from D2D connections to end user to core network links.

2.11.1 Redundancy in communication systems

With the trend towards proliferation of LEOs, currently satellites possess the ability to

provide overlay networks that duplicate portions of the terrestrial networks in addition

to meeting the rising demand. If current terrestrial networks become less functional

as a result of either a man-made or some sort of natural disaster, an overlay network

may replace or supplement those networks. Even though their usefulness would be

limited, they could be able to provide priority to vital services and give operators some

breathing room until they restore connectivity to terrestrial networks. In short, 5G net-

works pose a potential single catastrophic point of failure because they will indeed be

neccessary not just for the everyday running of ones business, but also for the commu-

nity, governments, and the armed forces. In the case of a disaster, satellite systems that

are overlaid on portions of terrestrial systems and are considered tactically significant

or necessary for emergency procedures might increase the resilience of those systems

through redundancy.

2.11.2 Improving Access to Internet Services in Remote and Rural Areas

GEO has historically been essential in addressing the ”last mile” issue. That role could

expand in terms of size i.e., the quantity of links alongwith scope with the expansion

of swarms of LEOs where those links can be established. Mobile phones and a wide

range of IoT devices, including billions of sensors, will be among the exponentially in-
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creasing number of connected devices that 5G networks will enable. Think of interstate

travel by vehicle, air travel by plane and sea travel by ship, and sensor-filled agricultural

fields. Also consider rural hospitals doing remote surgery. While satellites need line

of sight to connect directly to a device, which limits their usefulness in densely pop-

ulated areas, the possibility for massive machine-type communications and the reality

that most of these equipment will be dispersed over large geographic space will in-

crease the requirement of collection and dissemination of data across 5G networks. By

utilizing the extensive satellite coverage made possible by the proliferation of LEOs,

satellites incorporated with terrestrial networks via novel network architectures can of-

fer a significant answer in this situation as well. One of the main advantages in this

aspect is that LEOs, as opposed to GEOs, can now provide a true interactive experi-

ence, a level of connectedness that has hitherto been unavailable in rural and isolated

locations. The connection of rural locations where installing fiber is neither practical

or economically viable can be increased through incorporation of satellite systems that

are more thoroughly integrated into 5G networks.

2.12 The drawbacks of using a cellular network

Cellular networks, while providing extensive coverage and reliable connectivity for

mobile communication, have certain limitations that can impact their performance and

functionality. One limitation is coverage constraints, as there are areas with limited or

no cellular coverage, such as remote rural regions or underground locations. Signal

strength and coverage can be affected by physical obstructions, leading to dead zones

or weak signal areas.

• Bandwidth Constraints: Cellular networks allocate a limited amount of band-

width for data transmission. With the growing demand for data-intensive appli-

cations, such as streaming videos, large file downloads.

• Latency: Latency refers to the delay experienced in data transmission between

devices and network servers. Cellular networks, especially in certain network

generations like 4G, can have higher latency compared to other network tech-

nologies.
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• Reliability: While cellular networks generally offer reliable connectivity, they

can experience service disruptions or downtime due to various factors like natural

disasters, network outages, or technical issues.

• Power Consumption: Mobile devices connected to cellular networks consume

significant amounts of power, especially when using high-speed data connections

or in areas with weak signal strength.

2.13 Task offloading in Hybrid GEO-LEO satellite network

Task offloading in a hybrid GEO-LEO satellite network refers to the process of trans-

ferring computational tasks from user devices to the satellite network for remote pro-

cessing. This approach leverages the capabilities of both geostationary (GEO) and low

Earth orbit (LEO) satellites to offload computing tasks and reduce the workload on

user devices. In a hybrid GEO-LEO satellite network, GEO satellites are positioned at

a fixed point above the Earth’s equator, providing wide coverage but with higher latency

due to their higher altitude. LEO satellites, on the other hand, orbit at lower altitudes

and offer lower latency but limited coverage. By combining these two satellite types,

the network can benefit from both global coverage and reduced latency.

The process of task offloading in a hybrid GEO-LEO satellite network typically in-

volves several steps. First, the network needs to determine which tasks are suitable

for offloading based on certain criteria, such as task complexity, available satellite

resources, and network conditions. Once identified, the tasks are transmitted to the

satellite network through the appropriate communication channels. Upon receiving the

offloaded tasks, the satellite network performs the necessary computations and pro-

cesses the data. The results are then transmitted back to the user devices, completing

the offloading process. This enables user devices to offload computationally intensive

tasks and utilize the satellite network’s computational capabilities, leading to improved

performance, reduced energy consumption, and enhanced user experience.

Task offloading in a hybrid GEO-LEO satellite network offers several advantages.

It enables efficient utilization of satellite resources, reduces the processing workload

on user devices, and mitigates latency issues associated with traditional terrestrial net-
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works. Overall, task offloading in a hybrid GEO-LEO satellite network plays a crucial

role in optimizing resource utilization, enhancing computational capabilities, and im-

proving the efficiency of networked systems.

2.13.1 Task offloading via LEO

Task offloading via LEO (Low Earth Orbit) satellites in a hybrid GEO-LEO network

refers to the process of transferring computational tasks from user devices to LEO satel-

lites for remote processing. In a hybrid network architecture that combines both GEO

and LEO satellites, task offloading via LEO offers several benefits, including reduced

latency and improved responsiveness. LEO satellites are positioned at relatively lower

altitudes, resulting in shorter communication links and lower signal propagation delays

compared to GEO satellites. Once the tasks are selected, the user devices establish a

communication link with the LEO satellites for task offloading. The LEO satellites re-

ceive the offloaded tasks and execute them using their onboard processing capabilities.

The computational results are generated within the satellite network, taking advantage

of the high-performance computing resources available in space.

Task offloading via LEO in a hybrid GEO-LEO network leverages the proximity and

computational capabilities of LEO satellites to enhance the overall performance of net-

worked applications. By offloading computationally intensive tasks to LEO satellites,

users can benefit from reduced latency, improved response times, and enhanced scala-

bility, particularly for applications that require real-time or near real-time processing.

This approach enables the seamless integration of satellite-based computing resources

into the hybrid network architecture, opening up new possibilities for distributed com-

puting and advanced applications in various domains.

2.13.2 Task offloading via GEO

Task offloading via GEO (Geostationary Earth Orbit) satellites in a hybrid GEO-LEO

network involves transferring computational tasks from user devices to GEO satellites

for remote processing. While LEO (Low Earth Orbit) satellites offer lower latency,

GEO satellites provide global coverage and are well-suited for certain types of appli-

cations. In a hybrid network architecture that combines both GEO and LEO satellites,
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task offloading via GEO can be advantageous for applications that have less stringent

real-time requirements or can tolerate higher latency. Here’s a step-by-step overview

of task offloading via GEO in a hybrid GEO-LEO network:

• Task Selection: The task offloading process starts by identifying computational

tasks that are suitable for offloading to GEO satellites. These tasks are typically

less time-sensitive.

• Communication Setup: User devices establish communication links with the

GEO satellites to initiate the task offloading process.

• Task Execution: The GEO satellites receive the offloaded tasks and execute

them using their onboard computational resources. The satellites perform the

required computations and generate the results based on the provided task in-

structions and data.

• Result Retrieval: Once the tasks are processed, the computed results are trans-

mitted back to the user devices over the established communication links.

Task offloading via GEO in a hybrid GEO-LEO network leverages the global cov-

erage and stable communication links provided by GEO satellites. It is particularly

beneficial for applications that have less stringent real-time requirements or can toler-

ate higher latency. By offloading computational tasks to GEO satellites, users can take

advantage of the computational capabilities of the satellite network and reduce the pro-

cessing load on their devices, enabling more efficient resource utilization and improved

scalability in the network. The decision of whether to offload a task to GEO satellites is

based on various factors such as task characteristics, network conditions, and user pref-

erences. Load balancing techniques can be employed to distribute the computational

workload among the available GEO satellites, ensuring efficient resource utilization

and optimal performance.

Overall, task offloading via GEO in a hybrid GEO-LEO network enhances the scal-

ability and efficiency of networked systems, supporting a wide range of applications
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and services that can benefit from the global coverage and stable communication links

provided by GEO satellites.

2.14 Theoretical framework for optimum resource utilization

Optimization theory can be applied to address various challenges related to IoT as-

sociations, such as maximizing utility, throughput, quality of service (QoS), energy

efficiency (EE), and spectrum efficiency. Here are some optimization approaches that

can be utilized:

• Throughput Optimization: This focuses on maximizing the data throughput in

the IoT network. By optimizing parameters such as transmission power, resource

allocation, and scheduling algorithms.

• QoS-based Optimization: QoS optimization aims to meet specific performance

requirements, such as latency, reliability, and packet loss rate, for different IoT

applications. This involves optimizing network parameters, such as transmission

power, routing paths.

Optimization theory provides a mathematical framework to model and solve these

problems. Techniques such as linear programming, convex optimization, stochastic

optimization, and game theory can be applied to formulate and solve optimization prob-

lems in IoT associations.

2.14.1 Optimizing Resource Allocation in 5G Hybrid GEO-LEO Satellite Net-

works for IoT Association

In the context of a 5G Hybrid GEO-LEO satellite network, the association problem in

IoT refers to the challenge of efficiently allocating and managing resources to maxi-

mize the utility and performance of IoT devices. This problem becomes more com-

plex due to the presence of resource constraints, such as limited bandwidth, processing

power, energy, and storage capacity. The association problem involves determining

which IoT devices should be connected to which network access points (e.g., satellite

nodes, ground stations, or base stations) to optimize resource utilization and enhance

the overall system performance. The goal is to ensure that each IoT device is associ-
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ated with the most suitable access point that can provide sufficient resources to meet its

requirements and achieve its intended functionality.

To address these challenges, sophisticated resource allocation and management tech-

niques need to be employed. These techniques aim to optimize the allocation of avail-

able resources, taking into account the requirements and constraints of the IoT devices.

This may involve dynamic resource allocation algorithms that consider factors such as

device priorities, traffic demands, channel conditions, and energy efficiency.

Moreover, in a hybrid GEO-LEO satellite network, where IoT devices can connect

to both terrestrial base stations and satellite nodes, the association problem becomes

more intricate. The optimal association of IoT devices with access points needs to

consider factors such as the distance to the access points, signal strength, latency, and

cost-effectiveness of using satellite or terrestrial links.

2.15 Understanding delays in network channels

Delays involved in network channels refer to the time it takes for data to traverse

through various components of a network. There are several types of delays that can

occur in network channels. These delays collectively contribute to the overall latency

or delay experienced in network channels. Minimizing and managing these delays are

crucial for ensuring efficient and timely communication in a network.

2.15.1 Transmission Delay

Transmission delay refers to the time it takes for a data packet to travel from the source

to the destination in a communication network. It is an important parameter that affects

the overall performance and responsiveness of the network. The type of medium used

for data transmission, such as copper wires, fiber optics, or wireless channels, can affect

the transmission delay. Each medium has different propagation characteristics, and the

speed of signal propagation varies accordingly. It is influenced by factors such as the

bandwidth of the channel and the size of the data being transmitted.

2.15.2 Propagation Delay

Propagation delay, also known as signal propagation time or transit delay, refers to the

time it takes for a signal or data packet to travel from the source to the destination in
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a communication system. It represents the time delay caused by the physical transmis-

sion medium, such as cables, optical fibers, or wireless channels. The physical distance

between the source and destination directly affects the propagation delay. As the dis-

tance increases, the propagation delay also increases because the signal needs time to

travel through the transmission medium. Propagation delay is an inherent characteristic

of the physical transmission medium and cannot be eliminated entirely.

2.15.3 Processing Delay

Processing delay refers to the time it takes for a device or system to process a received

signal or data packet before it can be forwarded or acted upon. It is a delay introduced

by the processing capabilities and operations of the devices involved in the communi-

cation network. It occurs when data passes through network devices, such as routers

or switches, where they undergo various operations, including data packet inspection,

routing decisions, and protocol processing. The processing delay is influenced by the

capabilities and workload of the network devices.

2.15.4 Queuing Delay

Queuing delay refers to the delay experienced by data packets or signals while waiting

in a queue at IoT or LEO for processing or transmission in a network. It is a delay

that occurs when there is congestion or limited resources in the network, and packets

must wait their turn to be processed or transmitted. Managing and minimizing queu-

ing delay is crucial for maintaining good network performance and providing quality

of service (QoS) guarantees. Techniques such as traffic shaping, congestion control,

and quality-of-service mechanisms can be employed to regulate packet arrival rates,

allocate resources effectively, and prioritize packets based on their importance or QoS

requirements.
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Chapter 3

SYSTEM MODEL AND PROBLEM FORMULATION

3.1 System Model

The Internet of Things (IoT) devices, cloudlet, and cloud are depicted in a three-tiered

architecture in Fig. 3.1. Here, LEO and GEO satellites are performing the functions of

cloudlet and cloud, respectively. We assume that IoT devices are located in far flung/ re-

mote areas where telecommunication infrastructure is not available. These IoT devices

are equipped with sensors to collect the data from the surrounding and transmit data

to third party for storage, data fusion, and computation. Since, these IoT devices lack

storage, and computation capabilities, however, LEO and GEO satellites are equipped

with plenty of on-board storage, and computation capabilities. Hence, LEO satellite as

cloudlet and GEO as cloud offer the services like storage, and computation to the IoT

devices in the far flung areas void of telecommunication infrastructure.

Cloudlet

Cloud

LEO-1

LEO-2

LEO-3

IoT devices

GEO

LEO

LEO-1 

coverage

LEO-2 

coverage

LEO-3 

coverage

GEO

coverage

Figure 3.1: GEO and LEO hybrid satellite network.

Lets consider a system with time slots and indexed as t ∈ T = {0, 1, 2, 3, ...}. Lets

a set of IoT devices denoted by K(t) where k(t) ∈ K(t) = {1, 2, 3, ..., K(t)} are

operating in the time slot t and this set of IoT devices are served when M(t) number

of LEO-cloudlets where m(t) ∈ M(t) = {1, 2, 3, ...,M(t)} fly over the K(t) IoT
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devices in far flung area. These LEO-cloudlets are inter-connected via microwave links

to share the traffic load of K(t) IoT devices with fairness. Moreover, M(t) LEO-

cloudlets have a high capacity microwave link with the GEO-cloud. The GEO-cloud

will share the work load in case the LEO-cloudlet m(t) can’t entertain the storage, and

the computation request from a IoT device k(t). Thus, there are two different modes of

communication and discussed separately in sub-section 3.3.

3.2 Resource allocation model

Few binary variables to show IoT device k(t) ∈ K(t) admission, association, and

availability of LEO-cloudlet are defined below:

• 1st definition: Let the 0/1 indicator to show wether a IoT device k(t) ∈ K(t) is

admissible or not is given below:

αk(t) =

{
1, IoT device is admissible (3.1a)

0, Otherwise (3.1b)

• 2nd definition: Let the 0/1 indicator to show wether a IoT device k(t) ∈ K(t) is

associated with LEO-cloudlet m(t) ∈M(t) or not is given below:

βk,m(t) =

{
1, IoT device is associated (3.2a)

0, Otherwise (3.2b)

• 3rd definition: Let the 0/1 indicator to show wether a LEO-cloudlet m(t) ∈

M(t) is available to fulfill request of the IoT device k(t) or not is given below:

γk,m(t) =

{
1, LEO-cloudlet is available (3.3a)

0, Otherwise (3.3b)

Here, a LEO-cloudlet m(t) ∈ M(t) can provide services to more than one IoT de-

vices, however, an IoT device k(t) ∈ K(t) can associate with only one LEO-cloudlet

m(t) ∈ M(t). This association of IoT devices should be such that fairness is main-
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tained while distributing the traffic load among all LEO-cloudlets. Mathematically, the

fairness is ensured using Jain’s fairness index [32] as below:

δk,m(t) =

 ∑
m(t)∈M(t)

 ∑
k(t)∈K(t)

βk,m(t)

2

M(t)

 ∑
m(t)∈M(t)

 ∑
k(t)∈M(t)

βk,m(t)

2
, (3.4a)

0 ≤ δk,m ≤ 1), (3.4b)

where δk,m(t) in (3.4a) is the user fairness index (UFI) and it’s value ranges between

zero and one as shown in (3.4b). The value of UFI is one when the distribution/ asso-

ciation of K(t) IoT devices traffic load to the M(t) LEO-cloudlets follow the optimum

fairness.

Every IoT device k(t) ∈ K(t) can transmit data file to the LEO-cloudlet m(t) ∈

M(t) using it’s power within upper limit of Pk. Mathematically, the range of allocated

power with in the upper limit is given below:

0 ≤ pk,m(t) ≤ Pk, ∀ k(t) ∈ K(t), m(t) ∈M(t), (3.5)

Every IoT device k(t) ∈ K(t) can associate and transmit data to a LEO-cloudlet

m(t) ∈ M(t) [33]. The signal in the UL suffers path loss, attenuation due to rain, and

attenuation due to atmospheric gasses when a IoT device k(t) ∈ K(t) associates and

transmits data to LEO-cloudlet m(t) ∈ M(t). The channel gain between a IoT device

and a LEO-cloudlet in the UL is given by [34].
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hk,m(t) =
GTx

k G
Rx
m

ξPL
k,m(t)ξ

Rain
k,m (t)ξGas

k,m (t)
, (3.6a)

ξPL
k,m(t) =

(
4πfcsk,m(t)

υ

)2

, (3.6b)

ξRain
k,m (t) = JrℜµrLe, (3.6c)

ξGas
k,m (t) =

AwAo

sinθk,m(t)
, (3.6d)

where GTx
k and GRx

m are the antenna gains of IoT device and LEO-cloudlet, respec-

tively. The ξPL
k,m(t), ξ

Rain
k,m (t), and ξGas

k,m (t) are the free space path loss, rain attenuation,

and atmospheric gases attanuation, respectively. fc is carrier frequency, sk,m(t) is the

distance between IoT device k(t) ∈ K(t) and the LEO-cloudlet m(t) ∈ M(t). The υ

is the speed of light. Jr and µr are the coefficients which depends on the frequency. Le

is the wave effective path length in the rain and ℜ is the rain fall intensity. Aw and Ao

are the absorptions due to water vapours and oxygen, respectively [35]. θk,m(t) is the

elevation angle between IoT device k(t) ∈ K(t) and LEO-cloudlet m(t) ∈M(t) [36].

According to shannon’s capacity theorem, the achievable uplink data rate ψk,m(t)

from IoT device k(t) ∈ K(t) to the LEO-cloudlet m(t) ∈ M(t) is determined as

below:

ψk,m(t) = bk,m(t)log2 (1 + βk,m(t)Φk,m(t)) , (3.7a)

Φk,m(t) =
pk,m(t)hk,m(t)

Ik′ ,m(t) + σ2
, (3.7b)

Ik′ ,m(t) =
∑

m(t)∈M(t)

βk′ ,m(t)pk′ ,m(t)hk′ ,m(t), (3.7c)

where k′ ̸= k, βk,m(t) = 1 when IoT device k(t) ∈ K(t) associates with the LEO-

cloudlet m(t) ∈ M(t), and βk,m(t) = 0 otherwise. The bk,m(t) is the channel band-

width, Φk,m(t) is the signal to interference and noise ratio, σ2 is the noise, and Ik′ ,m(t)

is the interference from IoT device k′
(t) ∈ K(t) to LEO-cloudlet m(t) ∈ M(t) in the

UL.

The resource blocks are allocated to a IoT device k(t) ∈ K(t) by LEO-cloudlet
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m(t) ∈ M(t) as per the requirement of quality of service (QoS). Mathematically, the

number of resource blocks required to fulfill a particular data rate QoS and resource

block fairness index (RFI) are given below:

rk,m(t) =

⌈
Qk,m(t)

ψk,m(t)

⌉
, (3.8a)

ζk,m(t) =

∑
m(t)∈M(t)

rk,m(t)∑
m(t)∈M(t)

βk,m(t)
, (3.8b)

φk,m(t) =

 ∑
m(t)∈M(t)

 ∑
k(t)∈K(t)

ζk,m(t)

2

M(t)

 ∑
m(t)∈M(t)

 ∑
k(t)∈M(t)

ζk,m(t)

2
, (3.8c)

0 ≤ φk,m(t) ≤ 1, (3.8d)

where rk,m(t) in (3.8a) denotes the number of resource blocks required to fulfill

Qk,m(t) data rate requirement. ζk,m(t) in (3.8b) is the normalized number of resource

block by associated IoT devices with a LEO-cloudlet. φk,m(t) in (3.8c) is the RFI and

it’s value ranges between zero and one shown in (3.8d). The value of RFI is one when

the allocation of resource blocks to IoT devices follow optimum fairness.

3.3 Task offloading model

In this cellular environment, there are two modes to fulfill the data storage, and compu-

tation requests by the K(t) IoT devices,i.e., LEO-cloudlet mode or GEO-cloud mode.

LEO-cloudlet mode is the first choice of the IoT device since involves little latency

due to less distance between IoT device and LEO-cloudlet. Second choice is the GEO-

cloud mode if the data storage, and computation request by the IoT device k(t) ∈ K(t)

is not fulfilled by the LEO-cloudlet m(t) ∈ M(t). The detail of two modes is given

below:

1. LEO-cloudlet mode: Let the IoT device k(t) ∈ K(t) is operating in the far flung

area and records two data files f s
k,m(t) and f c

k,m(t) from the surrounding environ-
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ment. The f s
k,m(t) and f c

k,m(t) are the data files to be stored, and computed,

respectively, by the IoT device k(t) ∈ K(t) to the LEO-cloudlet m(t) ∈ M(t).

The ΩLEO
s and ΩLEO

c are storage and computation capacity of the LEO-cloudlet,

respectively. The storage and computation tasks need to be performed by LEO-

cloudlet m(t) ∈ M(t). These tasks are scheduled, queued, and transmitted to

be accomplished in available N time windows. Latency experienced while com-

pleting these tasks is given below:

dLEO
k,m,q(t) = τ(N − 1), (3.9a)

dLEO
k,m,tr(t) =

f s
k,m(t) + f c

k,m(t)

ψk,m(t)
, (3.9b)

dLEO
k,m,ρ(t) =

sk,m(t)

υ
, (3.9c)

dLEO
k,m,c(t) = η

(
f c
k,m(t)

ΩLEO
c

)
, (3.9d)

dLEO
k,m,T (t) = dLEO

k,m,q(t) + dLEO
k,m,tr(t) + dLEO

k,m,ρ(t) + dLEO
k,m,c(t), (3.9e)

where dLEO
k,m,q(t) is the queue delay, dLEO

k,m,tr(t) is the transmission delay, dLEO
k,m,ρ(t) is

the propagation delay, dLEO
k,m,c(t) is the computing delay, and dLEO

k,m,T (t) is the total

delay occur while completing the tasks of the IoT device k(t) ∈ K(t). The η

is the number of CPU cycles required to compute the data at LEO-cloudlet and

ΩLEO
c is computing ability of the LEO-cloudlet in cycles/second. The sk,m(t) is

the distance between IoT device k(t) ∈ K(t) and LEO-cloudlet m(t) ∈ M(t).

The τ is the length of a time window, N is the total time windows.

2. GEO-cloudlet mode: GEO-cloud is contacted if the request by IoT device

k(t) ∈ K(t) to store and compute the data files is not entertained by the LEO-

cloudlet m(t) ∈M(t). LEO-cloudlet m(t) ∈M(t) sends the request to store and

compute the data files to GEO-cloud. As the distance involved between LEO-

cloudlet and GEO-cloud is very much high, so propagation delay involved will

add too much latency to fulfill the request of IoT device k(t) ∈ K(t). In this

case, the propagation delay [37] involved in storing and computing the requested
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data files is given below:

dGEO
k,m,ρ(t) =

sGEO
m (t)

υ
, (3.10a)

dGEO
k,m,c(t) = η

(
f c
k,m(t)

ΩGEO
c

)
, (3.10b)

dGEO
k,m,T (t) = dGEO

k,m,ρ(t) + dGEO
k,m,c(t). (3.10c)

The propagation delay dGEO
k,m,ρ(t) is distance dependent where sGEO

m (t) is the dis-

tance between LEO-cloudlet m(t) ∈ M(t) and GEO-cloud, and ΩGEO
c is com-

puting ability of the GEO-cloud in cycles/second. Using Eq. (3.9) and (3.10),

the maximum latency experienced in this communication environment is given

below:

dk,m(t) = γk,m(t)d
LEO
k,m,T (t) + (1− γk,m(t)) dGEO

k,m,T (t), (3.11)

where dk,m(t) is the maximum delay which can be caused to a IoT device while

completing its tasks.

3.4 Problem Formulation

In this sub-section, we formulate the joint admission control, IoT device association,

and power allocation problem for the network shown in Fig. ??. This problem also

considers fairness in distribution/ association of K(t) IoT devices with M(t) LEO-

cloudlets. Fairness is also maintained while spectrum resource blocks are allocated to

the IoT devices in the network. First, lets introduce the objective function along with

the constraints. The mathematical model of the problem is formulated in the later part.

The objective function and constraints are given below:

• Objective function: Using (2) and (3.7), the objective of this work is to maxi-

mize the throughput of the network and is given below:

U (βk,m(t), pk,m(t)) =
∑

m(t)∈M(t)

∑
k(t)∈K(t)

βk,m(t)ψk,m(t). (3.12)
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• IoT device association: Using (2), the constraints that ensures association of

IoT device k(t) ∈ K(t) with just one LEO-cloudlet m(t) ∈M(t) is given below:

∑
m(t)∈M(t)

βk,m(t) ≤ 1∀ k(t) ∈ K(t). (3.13)

• Power allocation: The power pk,m(t) is allocated by the IoT device k(t) ∈ K(t)

if its admitted in the network. Using (1), and (3.5), the constraint to ensure power

allocation to admitted IoT device is given below:

0 ≤ αk(t)pk,m(t) ≤ Pk, ∀ k(t) ∈ K(t), m(t) ∈M(t), (3.14)

• Achieved data rate versus QoS data rate: Another QoS requirement is the

minimum data rate required to complete the offloading tasks if IoT device k ∈ K

is admitted in the network . Using (1), (3.5), (3.6), and (3.7), the constraint to

ensure QoS minimum data rate is given below:

ψk,m(t) ≥ αk(t)Ψk,m, ∀ k(t) ∈ K(t), m(t) ∈M(t), (3.15)

• Achieved data rate versus QoS latency: Another QoS requirement for the ad-

mitted IoT device is that achieved data rate should be such that maximum latency

threshold is not compromised. Using (1), (3.5), (3.6), and (3.7), the constraint to

ensure QoS minimum data rate is given below:

ψk,m(t) ≥ αk(t)

(
f s
k,m(t) + f c

k,m(t)

Dk,m(t)

)
, ∀ k(t) ∈ K(t), m(t) ∈M(t), (3.16)

• Latency: One of the quality of service (QoS) requirement is the minimum la-

tency in accomplishment of task offloading to the LEO-cloudlet. Using (3), (3.9),

(3.10), and (3.11), the constraint to ensure QoS minimum latency is given below:

dk,m(t) ≤ αk(t)Dk,m, ∀ k(t) ∈ K(t), m(t) ∈M(t), (3.17)

43



• LEO-cloudlet storage: The constraints that ensures sum of data size of files to

be store at LEO-cloudlet m(t) ∈ M(t) is with in its storage capacity is given

below:

∑
k(t)∈K(t)

γk,m(t)f
s
k,m(t) ≤ ΩLEO

s ∀ k(t) ∈ K(t). (3.18)

• Fairness in IoT device association: The distribution of K(t) IoT devices traffic

load in terms of association with M(t) LEO-cloudlets should follow fairness

to avoid over loading of a LEO-cloudlet. Using (3.4), the constraint to ensure

fairness in distribution IoT devices traffic is given below:

δk,m(t) ≥ αkQUFI, ∀ k(t) ∈ K(t), m(t) ∈M(t). (3.19)

• Fairness in RBs allocation: The distribution of K(t) IoT devices traffic load

should follow fairness to avoid overloading and underloading of M(t) LEO-

cloudlets. Using (3.8), the constraint to ensure fairness in distribution RBs is

given below:

φk,m(t) ≥ αkQRFI, ∀ k(t) ∈ K(t), m(t) ∈M(t). (3.20)

The objective function and constraints defined in ( 3.12) - (3.20) helps in formulating

a mathematical model to achieve latency aware resource allocation, i.e., fairness in

IoT device association and resource blocks allocation etc and task offloading in GEO-

LEO Satellite Networks. The symbols and notations used in problem formulation are

summarized in Table ??. To achieve throughput maximization in GEO-LEO satellite

networks, the mathematically problem with objective function U is given below:
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maxU (βk,m(t), pk,m(t)) (3.21a)

s.t.
∑

m(t)∈M(t)

βk,m(t) ≤ 1∀ k(t) ∈ K(t), (3.21b)

0 ≤ αk(t)pk,m(t) ≤ Pk, ∀ k(t) ∈ K(t), m(t) ∈M(t), (3.21c)

ψk,m(t) ≥ αk(t)Ψk,m, ∀ k(t) ∈ K(t), m(t) ∈M(t), (3.21d)

ψk,m(t) ≥ αk(t)

(
f s
k,m(t) + f c

k,m(t)

Dk,m(t)

)
, ∀ k(t) ∈ K(t), m(t) ∈M(t), (3.21e)

dk,m(t) ≤ αk(t)Dk,m, ∀ k(t) ∈ K(t), m(t) ∈M(t), (3.21f)∑
k(t)∈K(t)

γk,m(t)f
s
k,m(t) ≤ ΩLEO

s ∀m(t) ∈M(t), (3.21g)

δk,m(t) ≥ αkQUFI, ∀ k(t) ∈ K(t), m(t) ∈M(t), (3.21h)

φk,m(t) ≥ αkQRFI, ∀ k(t) ∈ K(t), m(t) ∈M(t). (3.21i)

Each IoT device k(t) ∈ K(t) is not allowed to associate with more than one LEO-

cloud m(t) ∈ M(t) is ensured by constraint (3.21b). The power allocated to an ad-

mitted IoT device k(t) ∈ K(t) in the UL transmission should be within maximum

power available is ensured by constraint (3.21c). The achieved data rate of an IoT de-

vice should be more than minimum QoS data rate requirement is ensured by constraint

(3.21d). Similarly, the achieved data rate of an IoT device should be such that data

transmitted take time less than QoS latency is ensured by constraint (3.21e). QoS max-

imum threshold for latency is ensured by constraint (3.21f). Sum of the data files to

be stored at a LEO-cloudlet should be within the storage capacity of a LEO-cloudlet

is ensured by constraint (3.21g). The fairness in the IoT devices traffic offloading is

ensured by constraint (3.21h). The fairness in allocation of resource blocks among IoT

devices is ensured by constraint (3.21i).
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Chapter 4

PROPOSED ALGORITHM

The problem in (3.21) is a typical combinatorial optimization case with a mix of dis-

crete, continuous, and non-linear variables. The problem at hand is complex, challeng-

ing, and non-deterministic polynomial-time hard (NP-hard) [38]. In (3.21), the maxima

of the objective function with discrete domain can be searched using brute force algo-

rithm. In brute force algorithm, all possible search spaces are touched/solved to reach

the optimal solution. However, the brute force algorithm implies exponential increase

in the search space with the increase in the number of IoT devices, i.e., the solution of

2|X| optimization problems is required in the simulations. Therefore, we involve OAA

to solve combinatorial optimization problem in (3.21).

After relaxation, the OAA divides the problem in (3.21) into two below sub-

problems:

• Non-linear problem (NPL)

• Mixed integer linear problem (MILP)

4.0.1 Description of Outer Approximation

Lets O and ∆3.21b−3.21i are the objective and constraints in (3.21), W =

{xd
n, x

u
n, p

d
n,f , p

u
n,f} and Z = x ∪W. Following prepositions should be satisfied:

1. W is compact, non-empty, and convex. Fixing W with Z changes the objective

O and constraint ∆3.21b−3.21i to a convex function inW.

2. O and ∆3.21b−3.21i can be differentiated.

3. Fixing Z, problem in (3.21) changes to a NLP problem and constraints

∆3.21b−3.21i are satisfied fully.

4. Fixing Z, NLP problem gives the ϵ = 10−3 optimal solution (upper bound).
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Algorithm 1 : Outer approximation algorithm
1: i← 1
2: Initialize Z
3: ϵ← 10−3

4: Convergence← FALSE
5: while Convergence == FALSE do

6: Wi ←

{
arg min

W

−O (Z,W)

subject to ∆3.21b−3.21i (Z,W) ≤ 0;

7: Upper Bound← O (Zi,W∗)

8: (Z∗,W∗, κ∗)←



arg min
Z,W,κ

κ

subject to
κ ≥ −O (Zi,Wi)

−∇O (Zi,Wi)
(
W−Wi

0

)
∆3.21b−3.21i (Z

i,Wi)

−∇∆3.21b−3.21i (Z
i,Wi)

(
W−Wi

0

)
≤ 0

9: Lower Bound← κ
10: if Upper Bound− Lower Bound ≤ ϵ then
11: Convergence← TRUE
12: else
13: i← i+ 1
14: Zi ← Z∗

15: end if
16: end while
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4.0.2 NLP-Stage

In this stage, Z is fixed to change the problem in (3.21) to NLP problem and its solution

gives the upper bound of the ϵ optimal solution. At ith cycle, Zi is the value of binary

indicators that gives optimal solution (upper bound). The solution of NLP-Stage drives

the MILP problem in MILP-Stage. NLP problem is given below:

min
W
−O(Zi,W)

subject to:

∆3.21b−3.21i(Z
i,W) ≤ 0

(4.1)

The optimal solution (upper bound) including binary indicators Zi are obtained after

solving the NLP problem in (4.1). The formulated problem in (3.21) can be reframed

as under:

min
Z

min
W
−O(Zi,W)

subject to

∆3.21b−3.21i(Z
i,W) ≤ 0

(4.2)

The (4.2) can be rewritten as:

min
Z
−Φ(Z) (4.3)

such that

Φ(Z) = min
W
−O(Zi,W)

subject to:

∆3.21b−3.21i(Z
i,W) ≤ 0

(4.4)

The problem in (4.3) is projection of (3.21) onZ space. As all constraints ∆3.21b−3.21i

hold true for the NLP problem in (4.1) for all Zi, so solution of the new projection

problem can be given as under:
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min
∆

min
W
−O(Zi,Wi)−∇O(Zi −Wi)

(
W −Wi

Z− Zi

)
subject to:

∆3.21b−3.21i(Z
i,Wi)−∇∆3.21b−3.21i(Z

i,Wi)

(
W −Wi

Z− Zi

)
≤ 0

(4.5)

Another variable κ is introduced to minimize the problem as under;

min
∆,W,κ

κ

subject to:

κ ≥ −O(Zi,Wi)−∇O(Zi −Wi)

(
W −Wi

Z− Zi

)
∆3.21b−3.21i(Z

i,Wi)−∇∆3.21b−3.21i(Z
i,Wi)

(
W −Wi

Z− Zi

)
≤ 0

(4.6)

4.0.3 MILP-Stage

The binary indicators Zi obtained in NLP-Stage are used in MILP-Stage. Another

optimal solution (lower bound) is obtained after solving the MILP problem in (4.6). ϵ

- optimization algorithm linearizes the objective O and constraints ∆3.21b−3.21i in (4.1)

and drives the problem in MILP-Stage using optimal solution (upper bound) including

binary indicators Zi at ith cycle [39, 40]. After each cycle, optimal solution (upper

bound) and optimal solution (lower bound) are compared and algorithm ends if the

difference of both solution is less then ε = 10−3. Otherwise, algorithm moves to next

cycle to get new binary indicators Zi+1 at (i + 1)th cycle. The algorithm ends when

reaches the optimal solution when optimal solution (upper bound) and optimal solution

(lower bound) difference is below ϵ.

4.0.4 Convergence and Optimality of Outer Approximation

According to [41, 42], OAA converges linearly. For a given value of Z, OAA provides

the best answer to the MINLP problem with a function with objectives and convex

limitations. For all constant values of Z, OAA uses the branch and bound approach to

find the best possible solution, which it finds to be within a factor of ε = 10−3. After

reaching an optimal solution with ε = 10−3 [41], OAA stops in the finite cycles if four

prepositions hold for all values of Z. To be W optimal in (4.6), a point must satisfy
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the condition that κ ¿ O(Zi,Wi). It is impossible to find a workable solution to the

MILP issue for any values of Z if κ is less than O(Zi,Wi). Values of Ziin (4.6) for

which no possible solutions will be omitted from future MILP problems. It leads to the

convergence of OAA.

4.0.5 Complexity of Outer Approximation

The difficulty of OAA is discussed here. The number of F flops quantifies the complex-

ity. Real floating-point arithmetic is performed using a flop. One flop is added when

operating, such as addition, division, or multiplication. On each complicated addition

and multiplication, two and four flops are added. Multiplying a matrix with dimensions

m × n by a matrix with dimensions n × o uses 2mno flops. Each flop is increased by

one when an element is added to or removed from a set. Flop [43] is increased by one

for each logical and assignment operator.

OAA is initialized by including 5 flops by these guidelines. To solve the NLP issue

and find the upper bound of the most effective approach, we add 2XY and 4XY∆ flops

correspondingly. The MILP issue can be solved with an additional 4XY∆ flip, and a

lower bound on the optimal solution can be obtained with an additional 2XY∆ flop.

When comparing lower and higher bounds, 2 flips are added. Creating and setting up

new binary variables costs an additional 4 flops. As a result, the following is the whole

flop count FOAA for OAA:

FOAA = 5 + 2XY + 4XY∆+ 4XY∆+ 2XY∆+ 4

FOAA = 9 + 2XY + 10XY∆

FOAA ≈ 2XY + 10XY∆

(4.7)

In 4.7, the OAA’s intricacy is described. It is also possible to express the complexity

of the OAA in terms of Big O, with the formulaO(X×Y )+O(X×Y ×∆) when total

LEO-cloudlets Y , unlimited Internet of Things X , and total constraints ∆ are entered.
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Chapter 5

SIMULATION AND RESULTS

Eq. (21), representing the MINLP problem, is effectively solved using the Outer Ap-

proximation Algorithm (OAA). The advantages and benefits of the proposed algorithm

are demonstrated through comprehensive simulation results in this section. To imple-

ment the OAA, we utilize the widely recognized open-source software Basic Open-

source Nonlinear Mixed Integer Programming (BONMIN) [44]. By leveraging the

OAA, we are able to efficiently tackle the complexities inherent in the MINLP problem

formulation.

The key performance parameters to show the advantages of the proposed strategy are

as follows:

• Number of IoT associated.

• Fairness in IoT association.

• RB allocation.

• Fairness in RB allocation.

• Average throughput achieved.

5.1 Simulation Setup

The simulation incorporates specific system parameters, as detailed in Table III. The

maximum power levels for various components are set throughout the simulations: The

LEOs Pl at a maximum power of 43 dBm and the GEO Pg at 46 dBm. Furthermore,

the maximum radius values are assigned as 1000 km for LEOs, and 4200 km for GEO.

The height at which LEO satellites Hl are from the IoT devices is 1000 km, and GEO

satellite Hg is 37786 km. Minimum data rates of 0.2, 0.4, 0.6, 0.8, and 1.0 Mbps are

mandated to ensure optimal performance. The system permits a minimum of 5 IoTs,

51



while the maximum allowed is 40, with an increment of 5 IoTs. The total number of

available Resource Blocks TRB for user allocation is 160. Additional system charac-

teristics include a zero mean Gaussian random variable denoted as with a 10 dB value,

and the maximum allowable latency was set to 5 ms. These specific system parameters

govern the simulation, contributing to its uniqueness and ensuring its originality.

Table 5.1: System Parameters
Parameters Value
Pl 43 dBm
Pg 46 dBm
Hl 1000 km
Hg 37786 km
TRB 160
Rd

m {0.2,0.4,0.6,1.0}Mbps
bk,m 0.1 Mbps
Ru

m {0.2,0.4,0.6,1.0}Mbps
G 50
ζx,y(t) 10 dB
f c
l 109 c/s
f c
g 5× 109

f s
l 2 Gbps
f s
g 50 Gbps
lk,m(t) 5 ms
Min IoTs 5
Max IoTs 40
Increment 5

5.2 Results and Discussions

In this section, simulation results exhibit advantage of the proposed algorithm for at-

taining fairness-based admission control, UA, power distribution and Throughput max-

imization.

5.2.1 IoT Association

Fairness and non-fairness-based [45], [46] IoT association scenarios are discussed in

Fig 2, which depicts the total number of IoT devices and IoT devices associated with

a hybrid GEO-LEO satellite network. The plot illustrates how the two parameters are
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related, with IoT devices ranging from 5 to 40 IoTs with an increment of 5. The re-

sults indicate that in both scenarios (fairness and no fairness-based IoT association),

many IoT devices are effectively associated with the LEO and GEO satellites due to

the proposed algorithm. In both scenarios, the plot reveals a slight difference in the

association of IoT devices. The plot reveals that less no. of IoT devices are associated

with the fairness-based association scenario compared to the non-fairness-based IoT

association scenario. Figure 3 portrays a positive association between the number of

IoTs in the hybrid GEO-LEO satellite network. It’s important to note that our proposed

algorithm is highly effective in scenarios where user acquisition is based on fairness

and scenarios where it’s not.
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Figure 5.1: No. of IoT Devices vs IoT Devices Associated in a hybrid GEO-LEO
Satellite Network.

Observe Figure 3, which clearly illustrates the correlation between the number of IoT

devices connected to each satellite in the hybrid network and the desired quality of ser-

vice (QoS) rate. The graph includes multiple satellites (LEOs and GEO) with different

orbital velocities and QoS rates ranging from 0.2 to 1 Mbps. The findings unequivo-

cally indicate that GEO has significantly fewer IoT connected to it when compared to

other LEO satellites. The possible cause for this issue may be the long propagation,

processing, and transmission delay from the IoT device to the GEO, and the other rea-

son can be the task offloading when LEO cannot entertain the request. GEO will be
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requested to process it; hence, GEO has fewer associations than LEOs. Additionally,

the graph indicates that LEO1, LEO2, and LEO3 have a similar number of IoT de-

vices associated with them, regardless of the required QoS rate. The evidence indicates

that LEO has a fair distribution of more IoT devices, and GEO has fewer IoT devices.

Additionally, according to Figure 3, the association of the IoT devices to the satellites

declines (24 to 22 IoTs) when there is an increment in the required QoS rate. It is log-

ical as higher QoS rates demand more resources from the satellites, resulting in fewer

IoT devices being associated with them.

The graph in Figure 4 illustrates the QoS rate requirements versus UA (no fairness)

for each satellite (LEO1, LEO2, LEO3, and GEO) about varying quality of service

rate requirements. The plot reveals an IoT association load imbalance among different

satellites in a system where fairness is not considered. It is crucial to ensure fairness to

achieve optimal resource utilization and efficient IoT offloading in hybrid GEO LEO

satellite networks; it is crucial to ensure fairness.
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Figure 5.2: QoS Rate Requirement vs IoT Devices Associated (fairness based).

5.2.2 IoT Fairness

Figure 5 illustrates the correlation between the suggested algorithm governing the fair-

ness of IoT Association and IoT devices and the overall total of the IoT devices. Fair-

ness increases from its initial value of 0.84705 when the no. of IoT devices and the

association of IoTs increase to their maximum value of 0.98676. It occurs because
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fewer opportunities exist for fair IoT association across different satellites when there

are fewer IoT devices. We can overcome this problem by increasing the no. of IoT

devices. The graph demonstrates a significant boost in fairness when IoT devices in-

crease from 5-20, i.e. (0.84705 to 0.96694). The prospects for fair IoT distribution can

be achieved when there is an increase in the number of IoT devices other than it is more

challenging to accomplish justice with fewer IoT devices. Furthermore, when there is

an increment in no. of IoT devices from 20-40, the fairness index exhibits a moderate

rise (0.96694 to 0.98676), indicating that as the network’s IoT devices increase, the

fairness index value gradually approaches 1, ensuring 100% IoTs association fairness.

In essence, the findings presented in Figure 5 affirm the effectiveness of the proposed

algorithm in ensuring fairness in IoT distribution, even when the network comprises a

vast number of IoT devices. The algorithm achieves optimal resource utilization and

efficient task offloading, thus improving the hybrid network’s overall performance.

In figure 5.4, Uneven distribution of devices can result in congestion in certain areas

or on specific satellite beams, leading to performance degradation and potential service

disruptions. Unfair distribution of IoT devices may result in some devices receiving a

disproportionately higher share of network resources, such as bandwidth or processing

capabilities. This can lead to congestion, increased latency, and degraded performance

for devices that receive inadequate resources. Consequently, the overall network effi-
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Figure 5.4: QoS Rate Requirement vs IoT Devices Associated (Without fairness).

ciency and user experience may suffer.
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Figure 5.5: IoT Devices vs IoT Devices Fairness.

The graph in Figure 6 illustrates the relationship between the aggregate amount of

IoTs and the fair distribution of IoT devices and IoT associated with the different quality

of service (QoS) rates (0.2- 1.0 Mbps). The graph demonstrates that as more IoTs

access the network, there is an improvement in the fairness of IoT association. These

results are consistent with the findings of Figs. 2 and 5. According to the results of

Figs. 3 and 4 show that QoS is raised from 0.2 Mbps to 1.0 Mbps the association of

IoT devices reduces as the For instance, IoT devices requesting 0.2, 0.4, 0.6, 0.8 Mbps
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in the presence of 40 IoT devices, all have comparable fairness values for associations

were 0.968, 0.985, 0.968 and 0.986. The results speak for themselves, demonstrating

that our proposed approach is highly effective in improving association of IoT device’s

fairness, even when higher QoS rates are involved.
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Figure 5.6: IoT Devices Associated vs IoT Devices at different QoS rate require-
ments

Figure 7 shows how the fairness index is affected by the number of IoT devices,

IoT associations, and allocated RBs. The suggested method improves Fairness in al-

locating RBs, as shown by the rising pattern (0.5955 to 0.9380) as the number of IoT

devices and IoT associations increases from 5 to 40 and subsequently from 5 to 30. Re-

duced opportunities for fair RB distribution exist when the total IoT devices decrease.

However, with more randomly placed IoT devices in the network, the fairness index

improves due to the increased opportunity for fair RBs distribution. From 5 to 26 IoT

devices, a clear and substantial increase in fair value (from 0.5955 to 0.8908) exists. As

the number of IoT devices increases from 26 to 40, the fairness index gradually rises

until it reaches 0.9380 for all but the smallest of these increases. As the number of IoT

devices increases, the fairness index of the RBs is approaching 1, which suggests the

fair distribution of Resource Blocks (RBs).
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Figure 5.7: IoT Devices vs IoT Devices Associated and RB (Fairness Distribution)

5.2.3 RB Fairness

Using the different QoS requirements (0.2, 0.4, 0.6, 0.8, and 1.0 Mbps), Fig. 8 plots the

total number of IoT devices against IoTs associated and RB fairness distribution. Figure

8 demonstrates how the association of IoT and RB improves their ability to meet the

minimal QoS requirements of each user as the total IoT devices increase. As previously

mentioned, the required rate for Quality of Service lowers from 0.2 Mbps to 1.0 Mbps,

and the decrement in the total number of IoT devices is associated accordingly. Values

0.873, 0.902, 0.921, 0.9401, and 0.953 for the fairness of RBs allocation when there are

40 IoT devices and QoS requirements of 0.2, 0.4, 0.6, 0.8, and 1.0 Mbps, respectively,

are calculated. By demonstrating that the RB allocation process becomes fairer with

rising QoS rate requirements, our results provide credence to the usefulness of the

suggested algorithm.

5.2.4 RB Allocation

The total no. of IoT devices versus IoT devices associated and the Total RBs allocated

is depicted in Figure 9. A direct correlation exists between increased IoT association

and the total RBs allocated. The distribution of RBs increases with the increase in the

association of IoT devices. The system allows 14 RBs to service 5 IoT devices, which

rises to 138 when the total no. of associated IoT devices increases to 40. Distinct

Quality-of-Service rating criteria (0.2, 0.4, 0.6, 0.8, and 1.0 Mbps) association of IoTs
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Figure 5.8: IoT Devices vs IoT Devices Associated and RB at different QoS rate
requirements.
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Figure 5.9: IoT Devices vs IoT Devices Associated and Allocated RBs.

and RB allocation can be proportional to the number of IoT devices in Figure 10. As

shown in Figure 5, the trend for the IoT association depends on the rate. It can be

proven that the number of RBs allocated to a given number of IoT devices will vary

according to their individual QoS rate requirements. 40 IoT devices will require 61, 87,

106, 123, and 132 RBs depending on whether the necessary Quality of Service (QoS)

rate is 0.2, 0.4, 0.6, 0.8, or 1.0 Mbps. The algorithm efficiently allocates an adequate

number of resource blocks to ensure the desired level of service quality requested by

the IoT devices.
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Figure 5.10: IoT Devices vs IoT Devices Associated and RB Fairness at different
QoS rate requirements.

Figure 11 shows the needed quality of service (QoS) for IoT devices associated with

allocated RBs in a hybrid GEO-LEO satellite network. According to Fig. 11, as the

demand for a higher quality of service among hybrid GEO-LEO satellite IoT devices

increases, the ratio of associated IoT devices to allocated RBs increases. With higher

QoS rate requirements comes a lower IoT association, as it takes more power to sustain

high data rates and, consequently, with high data rates, the power demand for an IoT to

get associated also increases.
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Figure 5.11: QoS rate requirement vs IoT Devices Associated and Allocated RBs.
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5.2.5 Throughput

Throughput and IoT device association are plotted against the total no. of IoT devices

in Figure 12. The throughput of an associated IoT is proportional to the total number

of IoT devices in use. Consistently maximum throughput has been obtained, proving

the main objective.
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Figure 5.12: IoT Devices vs IoT Devices Associated and Throughput.

No. of IoT devices versus associated IoTs and throughput for varying quality of

service (QoS) requirements (0.2, 0.4, 0.6, 0.8, and 1.0 Mbps) is displayed in Fig. 13. As

was previously mentioned concerning Figs. 6, 8, and 10, the IoT association behavior is

consistent. Maximum throughput is achieved for low QoS rate requirements, whereas it

drops significantly as the rate needed for QoS increases in a hybrid GEO-LEO satellite

network.

The QoS required rate vs. associated IoT and throughput is plotted in Fig. 14. At

a rate of 0.2 Mbps, there are 15 IoT devices and 94.3 Mbps of throughput. When the

minimal QoS rate requirement is met, throughput is at its highest; then, it decreases

when the rate is progressively increased from 0.2 Mbps to 1.0 Mbps. Since higher data

rates need more power, throughput naturally decreases with time.

For both the fairness-enabled and -disabled cases, shown in Figure 15, the relation-

ship between throughput and the number of IoT devices is illustrated. Compared to the

no-fairness situation, the throughput in the fairness-based scenario is higher. In a hybrid
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Figure 5.13: QoS rate requirement vs IoT Devices Associated and Throughput.
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Figure 5.14: QoS rate requirement vs IoT Devices Associated and Throughput.

GEO-LEO satellite network, throughput increases when associated IoT is distributed

relatively among satellites and where RBs are likewise allocated fairly but decreases

in the scenario where associated IoTs are not distributed fairly in Fig 15. As in the

fairness-based scenario it promotes better load balancing in the network. It ensures that

no single IoT or group of IoTs monopolises the resources, preventing congestion. This

balanced distribution of resources enhances the overall network capacity and increases

the achievable throughput.
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Figure 5.15: IoT Devices vs Throughput (both fairness-based and without fair-
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5.2.6 Effect Channel on Throughput

Fig 16 reveals that the throughput is significantly affected by the presence of rain in

the channel of the hybrid GEO-LEO satellite network. In the absence of rain, the net-

work experiences favourable conditions, increasing throughput. However, the network

performance is adversely impacted when rain is considered in the channel. Raindrops

introduce additional attenuation, scattering, and absorption of the transmitted signals,

leading to signal loss and degradation. It causes a decrease in the overall throughput of

the network. The impact of rain on the network can be further quantified by consider-

ing factors such as rain rate, frequency of operation, and path length. Higher rain rates

and longer path lengths exacerbate the attenuation and signal loss, resulting in a more

significant decrease in throughput.
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Chapter 6

CONCLUSION

In conclusion, this research paper proposes a practical solution to address various chal-

lenges in the Hybrid GEO-LEO satellite network context. The study focuses on solv-

ing admission control collaboratively, a fairness of IoT association, power control, and

fairness of Resource Blocks (RBs) allocation. The proposed algorithm has been exten-

sively tested through simulation. The outer approximation algorithm (OAA) is utilized

to achieve a near-optimal solution within a specified threshold, i.e., ϵ = 10−3. The sim-

ulations involve the random distribution of IoTs, and the algorithm intelligently selects

combinations of IoTs that satisfy all constraints. The design process involves numerous

trade-offs as the constraints impose diverse restrictions to attain a feasible and optimal

output. The simulation results prove the proposed model to be viable. The research

contributes to the field by providing a practical solution that addresses the complexities

of admission control, IoT association fairness, power control, RBs allocation fairness,

and throughput maximization.
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