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ABSTRACT 

Requirement Prioritization plays an important role in the software development. To 

achieve effective outcome, a variety of techniques have been employed to prioritize software 

requirements. There are two disagreeing aspects; maximizing the satisfaction of the customers 

and minimizing the costs of development, that we face while selecting an optimal set of 

requirements and it is categorized as NP-hard problem. If we focus on the acquiring the 

approval from the customer, the price of the development increases whereas when we focus on 

cost, there are high chances of reduction in customer satisfaction. To solve this problem of 

prioritization, many meta-heuristic algorithms have been used and researches on including 

many genetic and evolutionary algorithms. Some focus on single-objective where others 

develop solutions for multiple objectives. Some of the simple methods such as hierarchy 

methods, ranking and numerical assignments have been discussed as well. In our research, we 

focus on the artificial bee colony algorithm to provide effective results for requirement 

optimization. We have proposed a method to prioritize requirements using the clustering 

technique with the help of artificial bee colony algorithm. The requirements with similar 

importance are assembled together in same groups. Our goal is to improve the prioritization 

results and reduce the errors obtained in the results as much as possible while maintaining the 

best outcome. The algorithm is executed on selected datasets of RALIC and the results are 

analyzed. In this research, a benchmark study is used to compare the results of the prioritization. 

The experimental results show that using clustering with ABC algorithm, the prioritization of 

requirements has been effectively improved.  

 

Key Words: Software requirements; Prioritization; Artificial Intelligence; ABC Optimization; 

Clustering; Quality Solutions. 
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CHAPTER 1:  INTRODUCTION  

1.1 Background 

Requirement Engineering is an essential phase in the process of software development. 

An increasing number of methods and techniques have been employed to control the 

requirements until now. Larger software systems have much more complex development 

processes with numerous requirements. And in such cases, it is mostly impossible to implement 

all the elicited requirements due to the lack of time and finances. Subsequently, it is imperative 

to select an ideal subset of the formative prerequisites that can give most extreme fulfillment 

to the clients, with negligible time and taken a toll for the improvement group. [1] And to obtain 

an ideal set of requirements, we have to select techniques to prioritize the requirements. 

Efficient optimization algorithms are almost needed in every aspect of technology to deal with 

the increasing and complex optimization problems. For our research, we focus on the Artificial 

Bee Colony algorithm for optimizing the requirements set. The optimization algorithm was 

developed by Karaboga, [2] is based on the intellectual behavior of honey bee swarms when 

searching for a quality food source and it is applied to solve numerical optimization problems. 

ABC is a population-based algorithm which is relatively easy-to-use and is a quick search 

method. [3] 

1.2 Aim & Objective 

Requirement optimization has a dynamic role in the progress of large and complex 

software systems. There are two approaches for optimization i.e., single objective and multi 

objective. In the former type of optimization approaches, only one objective is considered 

whereas in latter approaches, more than one goal is considered to be optimized. And there are 

researches that analyze the multi objective optimization algorithm, such as genetic algorithms, 

neural networks and evolutionary algorithms etc. It is important to optimize the requirements 

to make them efficient and effective that provides customer satisfaction within minimum 

budget. The basis objective our research is to perform the optimization of requirement set using 

optimization algorithm i.e., Artificial Bee Colony algorithm that is a swarm-based population 

algorithm. The aim is to facilitate the software development industry by providing them with 

a process to get optimal set of requirements. 
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1.3 Scope of Proposed Work 

Scope of our proposed research work includes the study of the artificial bee colony 

algorithm. in order to find how to improve the optimization with regards to requirements set. 

We will tune the algorithm and look for a method that can help us in achieving our required 

optimal set of requirements. Benchmark case study will used for further validation and 

comparison of results. 

1.4 Title of Research 

“Software Requirement Optimization using Artificial Bee Colony Algorithm” 

1.5 Motivation behind the Research 

In software development, we deal with different kinds of requirements which vary 

according to the software system to be developed. In case of large and complex systems, there 

are so many requirements that are gathered by the time of implementation. It is improbable to 

implement all these requirements keeping in mind the different constraints for the system, such 

as cost, time and effort constraints. Therefore, we need to narrow the requirements by 

prioritizing them. We cannot simply prioritize it manually as it is time taking, and it is likely 

that several important requirements might skip out which affect the working of the end product. 

To address the above-mentioned problems, we implore the use of optimization algorithm. 

1.6 Structure of Thesis 

The study consists of the following sections. Chapter 1 includes an introduction of the 

thesis, and objectives of the research and motivation for topic selection and structure of this 

thesis. Chapter 2 contains a detailed review of research related to the selected topic. Chapter 3 

elaborates the applied research method and implementation of our proposed idea. Chapter 4 

outlines the results and validation to the applied approach. Chapter 5 summarizes the research 

findings that concludes the thesis along with idea for further improving the existing work under 

the heading future work. 
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CHAPTER 2:  LITERATURE REVIEW 

2.1 Overview 

In the process of Requirement Engineering, the focus is on recognize the stakeholders 

and their priorities and supporting them in a way that allows for analysis, communication and 

then later on execution. [4] In this process, we define and document the requirements for the 

desired system. It is important to perform requirement engineering process to achieve a better-

quality output in the field of software engineering. As accurately documented requirements are 

essential for any software development. Failing to achieve an appropriate set of requirements 

may result in failure of the software product. In the world of innovation and new technology, 

many techniques and methods have been proposed to deal with the requirements, which has 

made the process of requirement engineering much easier and effective. 

 

Figure 1: Research Process 

The result of our research process is shown. Through sequential steps, the search process 

is carried out. For example, as shown in figure, the accepting and rejecting criteria were set 

beforehand. And according to those particular criteria, only those papers were taken into 

account that were accepted. 

 Requirement Prioritization 

As prioritization assists in dealing with difficult decision issues, requirement 

prioritization helps in recognizing the most important requirements from the set by separating 

the few important ones from the many insignificant requirements. The following actions are 

supported by the requirement prioritization process. [5]  
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• to manage conflicting demands, concentrate the negotiation process, and settle 

difference among clients and stakeholders. 

• to determine the importance of each condition in order to offer the best value at 

an affordable cost. 

• to estimate expected customer satisfaction 

• to design and pick the best collection of requirements to be implemented in 

upcoming releases.  

• to choose just a subset of the specifications while creating a solution to satisfy the 

client(s). 

 Approaches to Requirement Prioritization  

With the help of an extensive literature review, we have stumbled upon many different 

techniques to prioritize the requirements that are described in detail, in [5], [6] [7], [8], [9]. A 

few of these are briefly described below. 

• Analytical Hierarchy Process (AHP) 

It has been a widely used efficient and organized way of making decisions used for the 

prioritization of the software requirements. This method uses a matrix for the comparison of 

the requirements to determine the rate of parameters such as cost and effort. [5] As the set of 

requirements grow larger, the contrasts increase drastically therefore it is not recommended for 

systems with bigger set of requirements. The output achieved from AHP prioritization is a list 

of weights on a ratio scale. AHP is, generally, found to be clear, easily understood, and provides 

a good indication of the cost/value ratio for prioritizing requirements. [13] Research has 

discovered frameworks to making correct decisions in different fields using AHP. [27] 

Similarly, the analytical hierarchy process has also been employed for the prioritization of the 

non-functional requirements. [42] 

• Numerical Assignment 

Numerical Assignment is an important technique for prioritizing the requirements in which 

requirements are assigned one of the many clusters that are made on the basis of their priority.  

multiple clusters of requirements are created. On the basis of their priority given to them by 
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the customers, the requirements then fall under the particular grouping. [6] The requirements 

in divergent groups depend on a priority measure so that while decision making, the clients can 

refer to that to group the requirements accordingly. [28] 

• Minimal Spanning Tree (MST) 

Software requirements can easily be ordered on the basis of priority with the help of spanning 

trees. The requirements are plotted via directed graph and then these graphs are transformed 

into spanning trees. High priority requirements reduce the different kinds of interrelated 

dependencies and ensure that projects are completed on schedule. [7] The concept of MST 

method considers the perfect and reliable decisions to ensure the lack of redundancy, thereby 

minimizing the evaluations being made. Consequently, we can minimize the number of times 

we have to compare intensely as compared with AHP. However, it is difficult to spot 

conflicting assessments.  [30]  

• Planning Game 

In XP Programming, a planning game is a prioritization technique for software requirements. 

To prioritize requirements, it combines the numeral assignment prioritization approach and 

ranking prioritizing technique. In the planning game, the users' requirements are gathered, and 

then these requirements are put on the story board. Customers then sort these requirements into 

three heaps depending on their perception of their relevance. [5] Whereas, the developers are 

asked to do the same based on factors that might affect the end product such as effort, cost or 

time required to fulfil the particular requirement. In this way, the requirements are narrowed 

down based on their priority with respect to every stakeholder. 

 Requirement Optimization using Artificial Intelligence 

With the advance of technology, the fields such as artificial intelligence propose 

challenging yet efficient and effective methods to complete our task and achieve quality results 

with higher accuracy and precision. The development time has been reduced as well as there 

are many different kinds of tools available to complete the tasks for the developers. To obtain 

efficient and accurate results, developers have resorted to use machine learning algorithms 

instead of manual labor.  

Therefore, where manually obtaining a set of optimal requirements is difficult with high 

chances of inaccuracy, the use of complex algorithms has taken the lead. Clearly, with the use 
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of machine learning algorithms, the development time has been reduced evidently as well as 

the quality of results. Here, we discuss some of those algorithms that have been used in research 

to prioritize the requirements. 

• Parallel Multi-Objective Artificial Bee Colony Algorithm  

Many researches have made use of this particular algorithm to optimize the software 

requirement. In [20][21][22], single-objective ABC algorithm and in [23][24][25], multi-

objective ABC procedure has been employed to resolve the particular issue. However, in [1] , 

an advanced approach of master slave model is suggested to solve the NRP problematic issue 

in an architecture where the memory is being shared among models. [14] With the help of 

multiple core machine, a module is selected as the master, while all the other modules run the 

algorithm together and autonomously. Each module produces an output colony for the 

algorithm. After execution, the NDS sets are sent to the master core which removes any 

repeated solutions. The combination of the generated solutions produces a larger number of 

NDS in comparison to other models. With the help of this method, the output solutions 

achieved have the best quality as compared to the output from the other modules. The time 

required to achieve the perfect solution has been decreased while the quality of solution has 

been improved.  

• Fuzzy Artificial Chemical Reaction Optimization Algorithm 

Work has been done on requirement prioritization using the artificial chemical reaction 

technique. A meta-heuristic optimization algorithm based on artificial chemical reaction is used 

to optimize the requirements. [10] The property of molecules interrelating with each other is 

employed as when they transformed into those molecules that have less energy which is 

considered as a fitness function. The algorithm begins with the molecules in a population. At 

that point, some particles are dominated whereas others are generated through the chemical 

reaction and when the criterion of problem is satisfied, the algorithm terminates. There exist 

various operators such as crossover, mutation etc., that results in examining the complete 

search space and discover the best solutions in the minimum time. Using the NDS record 

technique, the fine solutions that are found during every run are stored in the collection.  

• Non-Dominated Sorting Genetic Algorithm (NSGA) 
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Greer and Ruhe [15] have employed the use of genetic algorithm to select the optimal 

set of requirements. Assume, that we have a collection of requirements and the group of 

customers that are involved in the development. There is a set of weights that are associated to 

all the customers that indicates the level of their importance.  V is the set of values that are 

assigned to the requirements by the customers. The two goals for the system requirements can 

be expressed as: maximizing the customer satisfaction and minimizing total cost requirements. 

[16] A multiple objective evolutionary algorithm was proposed in the study to solve the system 

requirement selection problem. 

Using the required conditions, the objective function of the proposed method is 

formulated. The NSGA will keep all the results at hand and it is restructured at the completion 

of each generation with the NDS of the population. Although genetic algorithms, in general, 

cannot guarantee optimality [15], the identical and superfluous, both such, solutions are kept 

uninvolved to protect from getting identical solutions to provide a chance for new solutions 

and more diversity.  

• Swarm Intelligence Evolutionary Algorithm 

According to [17], the ideas from both NSGA-II, i.e., the concept of organizing the 

solutions in the population into various sets based on the dominance, and also from PAES, i.e., 

idea of ND archive is to hold the restructured the best solutions found during execution for the 

multi-objective ABC in this work are included. Utilizing the three phases of ABC approach, it 

incorporates the operators for a verification process to be checked efficiently.  

A probability vector is generated that produces the best outcome; a chance to be opted in 

the next stage. Also, the results achieved from the suggested method show less distribution for 

each boundary. In conclusion, we can clearly declare that the improvement in results obtained 

by the approach is indeed prominent. 

• Fuzzy Logic Inference System 

The Mamdani implication method is used to combine fuzzy rules to regulate the 

capability of each and every requirement for development in the next developing iteration. [18] 

For this evaluation, the fitness of every objective or condition, few input variables and one 

output variable, all fuzzy variables,  for development in the next release are used and for each 

requirement characteristics, namely the development time, the development cost and the 
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satisfaction rate, an input fuzzy variable is defined. The requirements are evaluated in a circuit 

for better fitness in order to look at the restrictions. Then, the testing outcomes of the suggested 

algorithm are analyzed with those of the genetic algorithm. The chosen outcome depicts more 

fitness or satisfaction from the suggested technique as compared to the genetic algorithm. 

• Multi Objective Ant Colony Optimization 

Here, a comparison analysis is executed with NSGA-II and the GRASP algorithm to 

evaluate the ACO system after the algorithms are revised to the problem. One ant will develop 

a solution depending upon the weighted results of the matrices of every objective. Each goal 

will have a different pheromone matrix. The weights that ants assign to the different attributes 

determines the importance of the prioritization criteria. It has to be scattered evenly across the 

different regions. Ever curve that is being included in the best solution repository, the 

pheromone is updated. It is highlighted that the accurate values for the ordering of the indicators 

achieved by the algorithm when used in search. [19] 

• Clustering Algorithms 

Research has shown that requirements are also being prioritized into group of their 

importance by the means of clustering algorithms. The stakeholders are asked to rate the 

requirements according to their priority and with the help of clustering technique, the 

requirements are classified into groups such as very important, important or less important. 

According to [46][47], the requirements are prioritized by using k-means clustering with using 

the weights of attribute of requirements as the input producing centroids in result to classify 

the requirements.  

Clustering technique has also been helpful in the process of regression testing in order 

to prioritize the test cases. [48][49] By using the technique, the test cases are classified into 

clusters which are then prioritized with respect to some important aspects. In [50], it has also 

been used for performance evaluation of test case prioritization. Clustering has been used for 

prioritization in different scenarios such as in risky monitoring systems [51] and in fault 

prediction [52] and many others such as in [53][54][55][56][57]. 

• Parameter Tuning and Feature Selection  

Hyperparameter tuning is a method of selecting set of optimal hyperparameters for the 

particular algorithm in use. The technique has been used in many researched such as [38] 
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whereas [37] provides a detailed overview for the similar process for different algorithms. 

Research has been on the use of ABC algorithm using hyperparameter tuning for other 

purposes such as discussed by Deniz Ustun et al [39]. 

2.2 Research Gap 

With an extensive and detailed study of the literature, we have come to the conclusion 

that there exist some gaps that needs to be bridged. Requirement engineering is a widely spread 

domain and a lot of work has been done its multiple branches. Our research focuses on the 

topic of prioritizing those requirements. Many studies have been conducted on multiple 

algorithms and different techniques or methods in this domain to prioritize the requirements. 

Even though, work has been done on the algorithm that we have in mind but, according to our 

best knowledge, no work has been done on clustering the requirements using artificial bee 

colony algorithm for large datasets.  

Following a thorough review of existing research on requirement prioritization methods, 

we have concluded that no research yet has combined the two techniques to achieve better 

results. We suggested a solution to acquire the benefits of two techniques that will help in 

achieving far better accuracy in prioritization. The technique further uses multiple process for 

further accuracy to be obtained. 

 

 

 

 

 

 

 



22 

 

 

Chapter 3 

Proposed Methodology & 

Implementation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



23 

 

CHAPTER 3:  PROPOSED METHODOLOGY & 

IMPLEMENTATION 

3.1 Problem Definition 

Requirement Engineering is the basic step in the development of the software products. 

Proper work must be done on requirements to achieve the desired results in the end product. 

Negligence at this phase in the development of software can lead to increase in costs, increase 

in development time and reduction in quality which will result in failure of customer 

satisfaction. Customers and stakeholders play a major role in the process of requirement 

elicitation. There are a lot of approaches and procedures that ease the process of gathering 

requirements. Recognizing the customer requirement accurately is important which is being 

done by different new methods. [26] 

The bigger challenge after elicitation is prioritizing the requirements. The need arises as 

because of the lack in resources and time and cost, and in most cases, it is not possible to 

implement all the requirements. It might be the case that the requirements conflict with each 

other and that is why it is impossible to develop them. It has to be kept in mind that; our main 

goal is to satisfy the customer. Therefore, a set of optimal requirements must be chosen from 

the originally proposed development requirements that provides maximum satisfaction to the 

customer with minimum cost and effort for the development process. In complex projects, it is 

difficult to select a small collection of requirements. It is important to have techniques that can 

help the software developers to select such requirements that are important and needed for the 

end result. Researches have made to help with this particular problem using different methods 

and algorithms. 

There are two conflicting objectives; customer satisfaction and development costs. As, 

if the customer satisfaction increase, and cost is reduced, it is clear that by doing so the quality 

will be compromised. Less requirements will be developed in return which will impact the 

customer satisfaction. As opposed to that, if a large set of requirements are developed and 

satisfaction of the customer is taken into account, it is obvious that it will lead to higher costs. 

Our research aims to propose a method that can help in determining the prioritized 

selection of requirements that must be included in the successive releases during development 

of the software. Requirements with the highest priority that results in maximized customer 

satisfaction and requires minimum time and efforts to be developed. We discuss our proposed 
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approach in detail which will help us to improve the prioritization of the requirements to 

achieve the required results. The research methodology is explained in this chapter.  

3.2 Research Methodology 

In the figure below, we have shown the research methodology that has been followed for 

this study. As an initial idea, software prioritization of requirements was chosen. And after 

studying different approaches for the particular objective, the use of artificial bee colony 

algorithm was selected as our tactic to deal with this problem. Datasets were collected after 

conducting the extensive literature review. The artificial bee colony algorithm is modified in 

order to prioritize the requirements with the help of clustering technique on the basis of their 

importance. 

In our approach, we use the implementation of the artificial bee colony algorithm to 

perform the task of clustering the requirements. As we observe the clustering problem and we 

realize that we can easily convert it into an optimization task. Since a well-defined optimization 

problem uses a search space and a set of input decision variables. An objective function is also 

used to either maximize or minimize the results on basis of the relationship between decision 

variable or some constraints. In the artificial bee colony algorithm, the food searching behavior 

of bees is implemented to look for ideal solutions for the problem. Each bee can be considered 

as a whole solution for the particular clustering problem at hand and it can then represent a 

complete set of candidate centroids. As a result, the requirements are then classified into groups 

based on the level of their importance. There are many other approaches that can be used to 

achieve the maximum level of accuracy for prioritizing the requirements; these include feature 

selection and parameter tuning. 

After the implementation of the proposed approach, we achieve the clusters of 

requirements. For the partitional clustering approach, we have to increase the outer distance 

between two discrete groups or clusters and decrease the inner distance within a group. We 

have selected the Sum of squared errors as our objective function for this approach to chance 

the errors for the predicted values.  

The research methodology for the suggested approach is described in given figure. Later 

on, every step is discussed in detail in this chapter. 
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Figure 2: Proposed Methodology 

   

 Data Collection  

RALIC datasets were used to validate the proposed method. It contains various datasets 

of stakeholders and their requirements on a real software project. RALIC stands for 

replacement access, library and ID card. [43] The datasets are publicly available at [58]. The 
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three aspects of the requirements datasets, PointP, RateP and RankP were used. RankP is a 

ranked profile which contains customer priorities for each requirement ranging from 1 to X 

based on the level of difficulty and effort required for the requirement. RateP is a rated profile 

that is a dataset that contains the stakeholder rate for a list of requirements. And PointP is a 

point test profile where stakeholders give points to the requirements according to their priority. 

[44].  

After the collection of the datasets, the requirements with missing values were given 

the value of 0 as a way of preliminary processing the datasets. A snippet of these datasets is 

shown below. 

 

Table 1: Point P Dataset 

The above given table shows the snippet of point test profile; rating of five customers 

for one of the general requirements and its subset of specific requirements. It can be seen that 

the missing values were rated 0. 

Table 2 shows the rating of the same five customers the same set of requirements but 

for a ranked profile. The complete set of requirements were marked ranging from 0 to 5. 

Whereas the Table 3 shows the priority of those five customers for the similar set of 

requirements ranging from 0 to 5 for a rated dataset. 
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Table 2: Rank P Dataset 

 

Table 3: Rate P Dataset 
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 Execution of Artificial Bee Colony Algorithm 

Artificial Bee Colony algorithm has been used for problems where there is a need to 

achieve optimal results, where the objective is to find the finest solution from among all the 

feasible solutions. The problem at hand is represented by the objective function; a rule that 

describes the problem and the different variables in relation. The purpose is to find the variables 

that affect the objective function i.e., either minimize or maximize it which is our fitness value. 

ABC algorithm was encouraged by the intellectual searching performance of honey 

bees. [40] It replicates the collective action of bees at the time of finding the food, which in our 

case would be a solution, motivation for finding the and searching the place, the authority of 

the food source and looking for new food sources. Here, the food source means the position in 

search space i.e., the solution for our problem.  

The algorithm makes use of bees as agents to look for the optimal solution. These bees 

are categorized into further groups depending upon the type of task it should perform. Initially, 

the amount of food sources available is equivalent to the total number of employed bees. The 

quality of food sources is judged by the value of objective function at that particular position. 

In the artificial bee colony algorithm, the problem undergoes through the three main 

phases in artificial bee colony algorithm. As specified in the Figure 2, there are three types of 

bees. But as we are executing the algorithm, there are actually only two types of bees, i.e., 

employed and onlooker. Scout bee is an exploratory behavior exhibited by both of these bees. 

The general structure of the artificial bee colony algorithm is shown in the figure below. 

It shows the phases involved in the algorithm and the different tasks that are assigned to the 

bees are also displayed in the figure. 
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Figure 3: Scheme of ABC Algorithm 

The brief explanation of each of the different phases of the artificial bee colony 

algorithm is discussed.  

• Initialization Phase 

First, the algorithm produces an initial population of SW solutions at random, i.e., the 

food positions where the size of the swarm is denoted by SW.  

Suppose 𝑋𝑖 = {𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝑛}; signifies the ith solution in the bee swarm where n denotes 

dimension size.  

After the values of the collection of the food sources are assigned with values 

accordingly, we assign the control parameters with values according to our conditions at this 

stage. There can be multiple control parameters such as colony size, limit or numbers of bees, 

that can affect the output of the algorithm. As each of the food source is the solution to the 

problem; which is equal to the number of the bees available. These values are to be optimized 

according to the objective function used for the problem.  

After the initialization, the solutions are exposed to a repetition of iterations, D = 1, 2, 

…, MCN of the search processes to look for any improvement.  
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• Employed Bee Phase 

In this phase, the employed bee looks for the food sources and extract the food. In the 

algorithm, this behavior corresponds to each employee bee 𝑋𝑖 generating a new position 𝑉𝑖  in 

the neighborhood and evaluating if the new position has better quality solution.  

𝑉𝑖𝑗 =  𝑋𝑖𝑗 +   𝛷𝑖𝑗(𝑋𝑖𝑗 −  𝑋𝑘𝑗) 

The algorithm uses the given expression to produce a new candidate solution where 

𝑘 ∈ {1, 2, … , 𝑆𝑁} and 𝑗 ∈ {1, 2, … , 𝐷}. Both of these values are selected at random whereas 

𝛷𝑖𝑗 is a random number between [-1, 1]. Based on the greedy selection, the outcome at this 

position is memorized or ignored in comparison to the old solution. If the fitness value of the 

new solution 𝑉𝑖𝑗 is better then, the previous value is updated with the new one i.e., 𝑉𝑖𝑗. 

Otherwise, it remains unchanged.  

After the search process of all the employed bees is complete, the outcome of the search 

is shared with the other bees through a special dance called waggle dance. In this dance, the 

bees indicate the direction and distance of the food source from the hive and the quality of the 

food source. 

• Onlooker Bee Phase 

In this phase, the onlooker bee analyzes the work of the employed bee. They check the 

progress and evaluate the food being gathered. In the algorithm, the onlooker bee looks for the 

best outcome from the employed bee phase and try to improve those food sources. Here, the 

food source is chosen by the onlooker bee on the basis of the probability value associated with 

it.  

The probability value 𝑝𝑖 is calculated using the following equation which considers the 

fitness value of the food source. 

𝑝𝑖 =  
𝑓𝑖𝑡𝑖

∑ 𝑓𝑖𝑡𝑛
𝑆𝑁
𝑛=1

 

 In the expression, 𝑓𝑖𝑡𝑖 is the fitness value of the solution i in the swarm whereas SN is 

the total number of food sources which is equal to the number of employed bees, as discussed 

before. After specified number of cycles which is called the limit, the onlooker bee indicates 
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that the source has been exhausted, which means that no further solutions with better results 

could be found.  

 Here, the onlooker bee uses the same previous expression to update the food source if 

the fitness value is better in comparison to the old one otherwise it is kept unchanged.  

• Scout Bee Phase 

After the employed bees have collected food at their respective initial food sources and 

onlooker bees are done with analysis of better-quality food source, it checks if the food source 

is exhausted. If it is, then either of the bees become a scout bee and explores randomly in search 

for a new food source. The abandoned food source is then replaced with new food source that 

is discovered using the following expression. 

 

Here, random function implies that value between 0 and 1 is used randomly whereas 

𝑥𝑚𝑖𝑛
𝑗

 and  𝑥𝑚𝑎𝑥
𝑗

 are the lower and upper limits of the solution i. In the algorithm, if there is no 

improvement in the new solution, the specific position is discarded and bees start with the 

random selection of food source. In conclusion, the process of random search of food source is 

repeated again and again until the termination conditions are met i.e., the number of repeated 

cycles indicated for the specified problem. 

 



32 

 

 

Figure 4: Flow Diagram of ABC Algorithm 

 The above figure displays all the steps covered in the implementation of the artificial 

bee colony algorithm. [60] As discussed before, and as per the flowchart, the initialization is 

performed of the food sources. These food sources are then evaluated by different types of bees 

based on their own varying criteria to select the best quality food source at the end. 

  

 The algorithm is repeated again and again until a specified number of cycles or trials 

are complete; which is the limit, a control parameter to determine if the exhausted food source 

can be further improved or it should be abandoned. 
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 There are a few selection processes that are followed in the working of the artificial bee 

colony algorithm. First of all, the employed and the onlooker bees carry out a local search in 

the region around the hive. And then there is a global search done by only the onlooker bees to 

look for other food sources, if there are any. Greedy selection is performed by the bees when 

they compare the previous solution with the new solution based on their fitness value.  

 And the end, the scouts perform the random selection process once the food sources are 

exhausted to look for new food sources. 

 

3.3 Clustering Technique using Artificial Bee Colony Algorithm 

Clustering is a technique that performs grouping of data having similar patterns. It is an 

optimization problem where the objective is to classify the provided data instances into a 

particular number of groups to evaluate the distance between those instances. [45] It is an 

unsupervised learning technique used for statistical data analysis.  

We can solve our problem by finding a k-partition of the original requirements dataset. 

And the groups that are formed as results would have to make sure that no requirement must 

belong to more than one group which indicates that the intersection between these groups must 

be empty. The union of these groups or clusters would ultimately results in the original 

requirements dataset.  

Since a well-defined optimization problem requires a search space and a set of input 

decision variables, we can use our artificial bee colony algorithm to form clusters. The 

algorithm uses bees as agent and if we look at each bee as a solution then it can represent the 

candidate centroid. And we have our d-dimensional variables and k-partitions, then each bee 

will be k∙d dimensional vector.  

 In the clustering technique, we either have to increase the outer distance between the 

distinct clusters or decrease the inner distance between the data objects within a cluster. We 

have selected sum of squared errors (SSE) as the objective function to further improve our 

results. As we know, that the sum of the squared errors is a measurement which calculates the 

square of the distance between each data object and the closest centroid to it.  

𝑆𝑆𝐸 = ∑ ∑ ‖𝑥𝑖 − 𝜇𝑘‖2

∀𝑥𝑖∈𝐶𝑘

𝐾

𝑘=1
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The above given equation is used to calculate the sum of squared errors for the 

requirement dataset. The 𝑥𝑖 in the equation indicates to the ith data point which is compared 

with the centroids to determine the centroid that is near to it.   

Sum of squared error (SSE) indicates the difference between the prediction and the 

true value. And our goal is to minimize this function through our algorithm to get better 

results. 

The files included carrying out the proposed approach has been displayed in the figure 

below. The main phases are covered and the objective function has also been presented 

separately.  

 

Figure 5: Project files 
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CHAPTER 4:  RESULTS & DISCUSSION 

After performing all the steps specified in the research methodology, we achieve our 

required results. The requirement datasets, RALIC, has been used to validate our proposed 

solution. All the requirements along with their priorities specified by multiple stakeholders 

were analyzed by the algorithm and the result shows that the requirements are classified into 

clusters. 

 As previously discussed, the datasets were collected and then pre-processes as a means 

of cleaning the data and filling out the missing values. 

4.1 Results of ABC Clustering 

Three aspects of the RALIC dataset have been used for the validation of the proposed 

methodology. These datasets include the rated profile, ranked profile and the point test profile 

named as RateP, RankP and the PointP respectively. These profiles contain the customers’ 

priorities for the given requirements as discussed previously.  

The proposed algorithm was executed on the RankP, RateP and PointP datasets and the 

output files generated as results are displayed respectively. It consists of four output files each, 

which are discussed later on. At first, the algorithm was executed on each of the dataset for 

1000 iterations. The number of clusters to be formed is kept at 20. So, for each of the dataset, 

the algorithm performs 1000 iterations and as a result, it groups the data objects into clusters 

of 20, based on the level of their importance.  

The results of the algorithm include the original data spread across the plot and then the 

grouping of the data objects is displayed. Afterwards, the partitions of the data objects are 

displayed where the centroids are marked for each cluster.  

The objective function used in our methodology is the sum of squared error (SSE) 

which the difference between the predicted value and real value. The output of SSE for the 

three datasets are also displayed in this section.  

 

• Ranked Profile – RankP  

Ranked profile contains the responses of the stakeholders based on their priorities of 

the requirements. The stakeholders prioritized the requirements based on the importance of the 

requirement towards them, 1 being the most important.  
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Figure 6: Ranked Profile Outputs 

The output that is produced is shown below. It shows how the data objects that follow 

the similar patterns are grouped together following the clustering technique. The centroids are 

marked and then further analysis is performed on the results obtained. 

 

The figure given below is a combination of two plots. The first plot shows the data 

objects scattered on the plot in its original form as per the stakeholder input. The second plot 

shows that the data objects have grouped together based on their importance. The figure 

highlights the groups that are formed as a result in different colors.  
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Figure 7: RankP - Grouping of Data 

 

The centroids of each of the clusters are marked in the figure given below. It indicates 

that the instances that fall near to the particular centroid is clustered together with that centroid 

accordingly. In other words, data is partitioned by the artificial bee colony algorithm.  

 

 

Figure 8: RankP - Partitioned Data 
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 The figure below displays the result of the objective function that is being used in our 

proposed methodology. The objective function used is the sum of squared errors as discussed 

in the previous section.  

The results of the algorithm after it has completed the 1000 iterations as specified is 

given below. As displayed in figure, the SSE value remains constant throughout the iterations. 

However, the error has been minimized as shown in the figure as it displays the best result that 

can be achieved for RankP dataset.  

 

 
Figure 9: RankP - SSE Output 

 

• Rated Profile – Rank P 

 

Rated profile contains the numeral priorities assigned to each requirement by every 

stakeholder; where the value is based on the importance of the requirement towards them. In 

other words, the stakeholders rate those requirements high that are more important to them in 

comparison to those requirements that pertains less priority. 

The outputs that are produced have been displayed through the figure. It consists of 

four files; the original data, grouping of data and data partitions where the centroids are marked. 

Last figure displays the output of the objective function.  
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Figure 10: Rated Profile Outputs 

 

The overall outcome of the algorithm depicts that the instances that have the similar 

rating are assembled together in a particular group following the clustering technique. The 

centroids are marked and then further analysis is performed on the results obtained. 

 

The figure given below is a combination of two plots. The first plot shows that the 

instances are scattered on the plot in its original form as per the stakeholder rating. Whereas 

the second plot shows that those same instances but now they have been grouped together based 

on their rating.  

The plot displays that the instances from particular group appear to be highlighted in a 

particular color. Different groups are assigned varying colors to differentiate between them on 

the plot.  
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Figure 11: RateP - Grouping of Data 

 

The figure given below shows the centroids marking on the plot. Now that the clusters 

have been made, the centroids are marked for further assessment of the result. Clusters are 

formed until the instances in particular groups are closest to its assigned centroid. 

 

  

 

Figure 12: RateP - Partitioned Data 

 

The output of the objective function is displayed in the figure below. The function used 

is the sum of squared errors as discussed in the previous section. After the algorithm completes 
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the 1000 iterations as specified, the SSE output in generated which is presented below. As 

displayed in figure, the SSE plot remains constant throughout the iterations but it doesn’t 

increase. We can easily state that the error has been minimized as the figure below displays the 

best result that can be achieved for RateP dataset.  

  

 

Figure 13: RateP - SSE Output 

 

• Point Test Profile – Point P 

 

Point Test Profile or Point P dataset consist of points from the stakeholder. Here, the 

stakeholders are allocated points to assign to each requirement. The stakeholders regard those 

requirements with more points that are of high importance to them and less points to those 

requirements that are less important for them.  

The four output files that are generated as a result have been shown through the figure. 

The four files include, the original data, grouping of data and data partitions and lastly, the 

figure that displays the output of the objective function.  
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Figure 14: Point Test Profile Outputs 

 

The outcome of the approach depicts that the instances that have more points are 

grouped together in a particular cluster following the clustering technique. The centroids are 

marked and then further analysis is performed on the results obtained. 

 

The figure given below is a combination of two plots. The first plot shows that the 

instances are scattered on the plot in its original form as per the points given by the 

stakeholders. And the second plot shows that those same instances but now they have been 

grouped together based on their points.  

 

The plot displays that the instances from particular group appear to be highlighted in a 

particular color. All the groups are assigned different colors to differentiate between them on 

the plot. 
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Figure 15: PointP - Grouping of Data 

 

The figure given below shows the centroids marking on the plot. Now that the clusters 

have been made, the centroids are marked for further assessment of the result. Clusters are 

formed until the instances in particular groups are closest to its assigned centroid. 

 

 

Figure 16: Point P - Partitioned Data 

 

The output of the objective function is displayed in the figure below. The function used 

is the sum of squared errors as discussed in the previous section. After the algorithm completes 
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the 1000 iterations as specified, the SSE output in generated which is presented below. As 

displayed in figure, the SSE plot remains constant throughout the iterations but it doesn’t 

increase. We can easily state that the error has been minimized. The figure below shows the 

best result achieved by far for the PointP dataset.  

 

 
Figure 17: PointP - SSE Output 
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4.2 Comparison of Clustered Requirements 

Analysis of Variance is statistical technique with the help of which we can easily 

determine the variances of different groups and then perform the comparison between the 

variance across the mean of such groups. 

We have applied the same technique to validate the results achieved so far to compare. 

This technique has been applied to a subset of the three datasets that we have used in our 

methodology.  

 

Table 4: Datasets Overview 

 The figure below presents the outcome when the proposed algorithm is on the algorithm 

for 10 clusters. It shows the clusters containing the requirements with weights and the variance 

within clusters. 

 

 

Figure 18: Within-class variance 

The table below displays the summary of the datasets which includes the number of 

objects in these three datasets. The size of each cluster varies from 1 to 30 whereas the mean 

and the standard deviation as shown in the table lie in the 0-15 and 1-30 boundaries 

respectively. 

 Next, we focus on the results of the clusters in the form of centroids. Analysis of the 

multiple iterations of the algorithm has been discussed. The centroids markings that were 
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presented before are now discussed in details. Each of the datasets were divided into 10 clusters 

hence the resulting 10 centroids. The table below shows those centroids for each RankP and 

RateP and PointP datasets which were computed after the stakeholder priorities. The sum of 

weights for every cluster is calculated and then the within-class variance is determined. 

 In [46], the study has been focused on prioritization using the same clustering technique 

where the variance is determined at the end. A good cluster has comparatively low value of 

within-class variance. Details of the clusters and its within-class variance achieved from the 

proposed approach is displayed below in the table. 

 

Table 5: Centroids Summary 

To compare the results from our approach, we had to manually manipulate the data and 

apply the same technique on the achieved results from clustering to display the slight 

improvement in variance. Our objective here was to minimize the within-class distance of the 

instance and as we can clearly see from the table below, that the within class variance is 

comparatively low. 

A comparison table has been presented in the given table to display the outcomes from 

both the techniques i.e., clustering with the help of ABC algorithm which is the proposed 

approach and the k-means clustering technique used in the benchmark study. After using the 

similar datasets, we have obtained the results displayed in the above sections and it is compared 

with the case study. 
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Table 6: Comparison of variance 

 The above table shows the difference in the results of variance obtained by the both 

techniques. The within class variance is compared as it depicts the quality of clusters. The 

lower the within-class variance is, the tighter the cluster is which means that the clusters are 

formed as a result of high priority basis.   

The benchmark study [46] that has been kept in focus while working on our approach 

had applied cluttering technique for the prioritization of requirement sets. We have applied the 

clustering technique but with the help of the artificial bee colony algorithm. It has made 

improvement in the results in comparison to the benchmark in terms of clustering.  
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Chapter 5 

Conclusion & Future Work 
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CHAPTER 5:  CONCLUSION & FUTURE WORK 

5.1 Conclusion 

In this research, a formal approach for developing a method to help achieve the maximum 

prioritization of the software requirements is presented. All phases of the prioritization method 

from data collection to running the particular algorithm and then analyzing the results were 

discussed in detail. Our research has employed the use of clustering technique with the help of 

artificial bee colony algorithm to achieve the maximum prioritization of requirements. Three 

aspects of RALIC dataset have been used in our research for prioritization. Our approach has 

been validated with the help of these datasets. Each of datasets contained requirements with 

their numeric priorities assigned by the stakeholders. Our objective was to prioritize the 

requirements and improve it. After the requirements had been clustered in groups, the mean 

and the standard deviation for each aspect was calculated to determine the within-class variance 

at the end. The proposed approach is validated by the benchmark study mentioned before. The 

experimental outcome of our technique show that it has improved the within-class variance of 

clusters.  

5.2 Future Work 

In the future, we intend to further improve the technique with the use of hyperparameter 

tuning. We can tune the important parameters for the artificial bee colony algorithm, we can 

aim to improve our results. In addition to that, the resulting clusters can further be analyzed 

with the ANOVA technique which focuses on variance. Although, the proposed technique is 

not time consuming, in the future we can aim to modify the approach to work in less time.  

The technique has been specially designed for the requirements datasets in the field of 

requirement engineering. We can, however modify the approach to prioritize other aspect of 

real life. 
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