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Abstract

In recent times, Sentiment analysis has become a significant means for framing a

successful business and can be very helpful in predicting customer trends to help or-

ganizations in their decision-making process. Though many software applications are

available in the market for text analysis, one of the major limitations of such appli-

cations is that they are developed for rich languages like English, German, Spanish,

Arabic, etc. and less popular languages like Urdu, Hindi, Roman Urdu are neglected

due to lack of availability of resources. Therefore, this research project will provide an

implementation of sentiment analysis in the Urdu language. Firstly, preprocessing is

performed and a small-scale manual dictionary of 830 Urdu stem words is introduced

for stemming. Then a deep learning-based framework of LSTM is used for Urdu sen-

timent analysis. Experimental results show a high classification accuracy of 86.03%

with LSTM that captures sequence information effectively to analyze sentiments than

the conventional supervised machine learning approaches.

Keywords: Sentiment Analysis, LSTM classifier, Urdu, Preprocessing, Dataset
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Chapter 1

Introduction

Definition of the sentiment word defines various terms, including awareness of the

anonymous performance regarding emotions, opinions, views, and feelings. Different

authors have introduced it as “opinion mining” [2]. In those days, research in senti-

ment analysis played a significant role; people could examine emotions and show their

feelings in their own words. Both categories, such as thoughts and opinions, are emo-

tional. They communicate somebody’s feelings or emotions which may be written or

spoken. Classified the emotion can be as positive or negative [3]. Social media have

become a significant and vital part of our life. It unites individuals with the world.

Therefore, it is expected that individuals should encourage online entertainment for

the right and accurate data. However, tragically, while investigating the posts on on-

line entertainment, then, at that point, it was seen that individuals had incorrect data

by posting figures references.

1.1 Background Study

In the most recent times, quite a considerable number of researchers have been at-

tracted to blogging websites, social media networks, and online discussion forums.

The exchange of information on various social networking platforms has resulted in

advanced applications to facilitate firms and individuals in their decision-making pro-

cess [4]. Big enterprises bring about a significant advancement in their planning and
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Chapter 1: Introduction

decision making to structured and unstructured data by applying analysis on data and

sentiments. Sentimental analysis has extended over multiple fields such as marketing,

social analysis, and customer information. In addition, sentiment analysis is utilised

to improve product quality or to better understand public opinion on various topics.

Sentiment analysis, also known as opinion mining, is the study of people’s feelings,

opinions, emotions, ratings, and behaviour in relation to objects such as products,

services, firms, people, events, subjects, and traits [5]. Sentiment analysis has recently

been applied to a variety of sectors, including marketing, customer information, and

sociological analysis. Many business domain applications of sentiment analysis may

be found, including brand reputation, recommender systems, e-commerce, and social

media monitoring.

Sentiment mining of the English Language holds diverse literature. Currently, a small

number of scholars are focusing on the sentiment classification of other languages such

as Italian, Arabic, Urdu, and Hindi. Pakistan’s national language is Urdu. For written

and oral communication, there are around 200 million individuals who speak Urdu

[6]. The Urdu language is hard to understand and process due to challenging script,

complex morphological structure, vague word boundaries, and difficulty in stemming

[7]. In comparison to other languages, the Urdu language has a dearth of language

processing resources such as stemming and lemmatization tools, as well as stop words

lists. In addition, the use of deep learning approaches for Urdu sentiment analysis has

received little attention [8]. Sufficient literature exists on the difficulties, utilization,

and policies of SA for the English language. However, researchers have done very little

research on the SA of the Urdu language. As a result, a comprehensive framework for

text processing in Urdu is required to meet preprocessing needs such as stop words

removal, stemming, and normalising. Our research intends to improve the quality

of classifiers in terms of accuracy, precision, f-measure, and recall using a superior

deep learning approach in sentiment analysis, and to develop a framework that is

particularly suited for dealing with the scarce resources language Urdu. The proposed

methodology is done by preprocessing followed by a deep learning approach of LSTM.

2



Chapter 1: Introduction

1.2 Motivation

Social media platforms spread negativity and positivity. Negativity severely affects the

younger generation, prompts social conflict, and spreads false impressions. This should

be featured, halted, and eliminated from social media to keep away from social conflict.

Nowadays, the presence of different websites, including Urdu, has altogether expanded.

The majority of Pakistan’s official language is Urdu, and also India’s specific language

is used by a colossal number of people overall for conveying. In Pakistan, for the

most part, visited sites presenting their substance in Urdu [9]. Urdu shows a couple

of challenges in the handling of language. For instance, Urdu uses the formal and

easygoing type of action word, and each thing has two prospects, i.e., either masculine

or feminine.

Research is being conducted on sentiment analysis and gaining interest in academics,

industry, and academia. It is the natural ability of humans to analyze sentiments

by using expressions or tone of voice. Still, it is challenging to train the machine

and produce accurate output. The fundamental methodologies for performing text

analysis in English (lexicon-based, machine learning, and hybrid method) can also be

applied for Urdu. Despite the considerable variations in grammar, orthography, and

morphology between English and Urdu, research and development are still required.

Furthermore, English morphological analyzers and POS taggers cannot be rigorously

employed due to Urdu’s complicated morphology and unstructured format.

The suggested thesis’ major purpose and motivation is to use a deep learning approach

to facilitate sentiment analysis for the Urdu language, as there has not been much

research done on the subject. As a Pakistani, our research will also support the Urdu

language in sentiment analysis to help it gain traction in digital marketing.

1.3 Problem statement

Dissimilar to English, the Urdu language is made from right to left side. The limit

between the words isn’t perceivable with the end goal that all of the time, what lies

3



Chapter 1: Introduction

there is sensible despite the fact that it contains no additional areas between different

words. By applying the NLP dealing with strategies, sentiment analysis can remove

emotional data. It is used to describe the text as neutral as O, positive as P, and

negative as N regarding different scenarios like thing, organization, subject, and event.

This direction is to investigate to help the researchers, which is rotated to help plan

strategy. Nevertheless, minimal research work has been done in sentiment analysis

of Urdu [10]. Sentiment analysis planned for English is not adequate for the Urdu

language because of the different substance and structure of morphological [11].

Urdu has linguistic components that are different and similarly conflicting with the

English language. Like a few one or two dialects, the online asset of Urdu is as well as

getting popular as individuals should share impressions and pass on sentiments in their

nearby dialect. The Urdu language has different varieties of words that have the same

meaning. For example, the word “KAY” in the Urdu language can be confused for

“KEH” and correspondingly “PEH” with the “PAY.” It implies that similar rhyming

words might have different meanings. In Urdu Compositions, space utilization isn’t

contagious, and when a rule, space addition or prompts exclusion of space issue in

words. Another example of the word “INKA” has an issue with space exclusion;

cardinal words are a combination of hybrid processes as an individual word. Also, the

addition of space issue, for instance, “AQALMAND,” meaning as Intelligent, however

when the split into the tokens in all single actuality word, for example, “AQAL” and

“MAND,” then the machine will consider this word as a compound word, which is

tended to by a 2-phase framework [11].

In comparison to English, sentiment analysis for the Urdu language is underdevel-

oped. For sentiment analysis of the English language, a number of approaches have

been developed. However, because scholars have not focused on Urdu, the number of

strategies and methodologies for Urdu is limited. Furthermore, English morphological

analyzers and POS taggers cannot be rigorously employed due to Urdu’s complicated

morphology and unstructured format. As a result, our research intends to improve

the accuracy, f-measure, recall, and precision of deep learning approaches based on

sentence polarity.

4



Chapter 1: Introduction

1.4 Generic Solution Steps

Literature represents various sentiment analysis procedures that have a few basic steps.

These steps are primarily used, which are shown in Figure 1.1.

Figure 1.1: Sentiment Analysis’ Basic Steps

The first step is Preprocessing. A progression of all basic steps is completed in this

stage, for example, Part of Speech Tagging, Noise Removal, Detection of Sentence

Boundary, and sometimes Tokenization of Words, Detection of Sentence Boundary.

After that, related issues with preprocessing steps are more needed to handle. The

next step is to use the label and its enduring popularity. Then, a word is considered,

sentence and text or instant messages to discover whether it is neutral, positive, or

negative. It is fundamental to give accurate data training to models that plan different

algorithms effectively. Besides, data should be appropriately big to set up the trained

model effectively. The next step of sentiment analysis of Urdu or any other language is

Tokenization, which is performed. The “Tokenization” method separates or breaks the

given density into the units called “Tokens.” These tokens can be words, punctuation

marks, and digits. Tokenization does this work by searching the boundaries of the

word. At this stage, the exact meaning of words when different tokens are produced

5
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utilizing the different sentences, and then it proceeds to the identification of polarity

confirmation stage. Polarities of each word are ultimately settled as Negative as -1,

Neutral as 0, and Positive as 1. Similarly, when the singular polarities are dispensed to

each word, at this stage, combine the polarity of a sentence is determined—for example,

assuming a particular sentence which has two words of the positive one and negative

word by and huge calculated the polarity and utilizing the summation of polarities.

For instance, +1 (+2 - 1) is considered a sure sentence because of its positive worth.

The result shows that the reporter’s remark had a negative-positive and neutral end

towards the news and things.

1.5 Methods for Sentiment Analysis

There are different techniques used for sentiment analysis that incorporate dictionary-

based strategies, techniques based on machine learning and deep learning, and a com-

bination of these methods as hybrid techniques. More discussion on these methods is

followed.

1.5.1 Lexicon-based methods

The lexicon-based approach is an approach that is not supervised or unsupervised

learning by creating dictionaries for various domains. This technique relies upon emo-

tional research, labeled with the sentiment and data about every section’s subjectivity.

These all approaches depend upon lexicons of words and phrases. Also, lexicon-based

can be created physically and consequently, using different machine learning techniques

[12, 13]. Many researchers have utilized “WordNet” for sentiment analysis [14, 15].

The learning technique is not required as outrageous term inclusion for marked and

methodology. Because of the vocabulary, the techniques typically use a rundown of

various words connected with the sentiment word. Two automated techniques are

used to gather a list of words. First is a Lexicon-based strategy that works with the

acknowledged heading of words and employs glancing through the same importance

and inverse significance words, i.e., antonyms and synonyms, accessible in straightfor-

6
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wardly open word combinations to improve the variety of the first overview. Until the

never new word is searched, this work of this process is going repetition. In sentiment

analysis, the score is calculated using the summary of the lexicons’ polarity. In senti-

ment, analysis score is made the subtraction then this situation of lexicon-based with

the polarity of negative. The improvement is possible of lexicon dictionary reference

as manual assessment like Wordnet, semi-naturally, and VADER like SenticNet, and

complete automation based. Regularly utilized, mostly word references are n-grams

and unigrams. Additionally, just using unigrams isn’t sufficient for Sentiment anal-

ysis. For instance, an identical text expression might have inverse familiarization in

different conditions. The essential detriment of this stage is the inaccessibility of area-

specific dictionaries [16]. This arrangement relies on a methodology based on a corpus

of words. A summary of seed words, for example, by using a corpus having the similar

domain adjectives are extended. The words that are used together are expected to

have similar polarity.

1.5.2 Machine learning methods

Machine learning (ML) techniques are utilized for automation. These ML strategies

are divided into two fundamental sorts: i.e., i) supervised (classification) and ii) unsu-

pervised (clustering). These approaches work by training an algorithm before applying

it to the testing dataset. Such techniques train an algorithm with known outputs of a

particular input [17]. Also, these techniques proposed by [18] the issues of sentiment

analysis can be classified into two distinct groups: i.e., i) traditional models and ii)

deep learning models. Traditional models represent classical models for example the

Support Vector Machine (SVM) [19]and Naïve Bayes (NB) classifier [20] as depicted

in Figure 1.2.

The input sources are given to such classifiers incorporate lexical features, lexicon-

based features, various adverbs, and different adjectives and parts of speech. These

frameworks’ accuracy depends on which all features of elements are selected. Deep

learning models can give an efficient outcome instead of traditional models. Different

Deep Learning models, such as more complex CNNs, ANNs, and time series RNNs,

7



Chapter 1: Introduction

Figure 1.2: Machine learning classifiers

can be used for sentiment analysis. Such techniques at various levels include the

classification issues: i) document level, ii) at the aspect level, and iii) sentence level.

Machine learning-based elements of these techniques of sentiment for the classification

are [15]:

• Frequency of term presence incorporates different n-grams and unigrams along-

side their frequencies.

• Information of grammatical form as part of speech was utilized for a feeling of

vulnerability, which is used in the choice of element direction.

• Negations have feeling examination words, which can communicate good or pes-

simistic opinions.

In machine learning techniques, there is no need for a dictionary. They show the highest

accuracy of classification. In many scenarios, single-domain training for working is

not appropriate with other trained classifier domains. It is essential to make sure the

availability of data is marked, which could be costly as a result of the modest relevance

of new data.

8
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1.5.3 Hybrid approaches for sentiment analysis

A hybrid approach combines both different Machine learning methods and a lexicon-

based approach [21]. This study proposed [22] the primary hybrid framework to sug-

gestion, which takes benefits content composing and joint effort both techniques are

filtering. For instance, a content-based strategy utilized might incorporate the recog-

nition of client profiles for the proposal. It relies upon the user’s particular interest in

various points brought from different web connection or pages while the coordinated

effort strategy relies upon the reaction of various clients. Although sentiment analysis

is not acted in this work, it could be understanding the precursor of other studies that

are merging approaches that acquire particular user reactions for sentiment analysis.

In the most recent review, [23] related movies have utilized the merging of coordinated

effort strategy and content-based techniques to develop a different initial list of the

proposal obtained which presents a hybrid methodology. In a similar domain, offer

the various purposes of sentiment analysis classifiers present from the feedback of film

as one more strategy after collaboration technique [24].

1.5.4 Deep learning approach

In recent trends, deep learning has set an interest in machine learning. In a traditional

neural network (NN), the hypothetical establishments of deep learning are established

in a wide range. It additionally allows assessment models, which are made from many

layers of processing, to learn defining of data with various levels of reflection [25].

Those approaches have an existing improvement in visual object recognition, object

detection, text analysis, speech recognition, and other different domains, for example,

genomics and drug [26]. In massive datasets, deep learning develops complex designs

by using the algorithm of backpropagation which defines how a machine should convert

its inside parameters of hidden layers to calculate error rates which are used at the

output layer [27]. Different classifiers are used to detect different sentiments from

textual data. These classifiers are defined in Figure 1.3.

A Deep Neural Network (DNN) known as Convolutional Neural Network (CNN) Now,
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Figure 1.3: Deep learning classifiers

they have recently been utilized for multiple NLP domains [28]. Recently, CNNs

have been utilized to analyze textual data and get outstanding results. A standard

CNN comprises a fully connected layer, pooling layer, outcome layer, input layer, and

convolutional layer [29]. The input is processed, and a vector matrix is utilized for the

input layer. Convolutional layer significant functionality that it gets the meaningful

information from the features, spatial wise, and then calculates the outputs result of

these features, which is known as “feature maps” [30]. Different kernels are used to

extract the different information from input features for this purpose. With a reduced

size, the convolutional layer holds the previous layer’s information and then moves to

the next layer. While keeping informative data to decrease the dimension of feature

plots, the pooling layer is utilized. Normally, consisting of the end of the network

and then converts the output of the pooling layer, which refers to the assemble layer.

One-dimensional vector the output layer gives, for example, input and to classify

logistic regression used soft-max. Recurrent neural network (RNN) is a widespread

technique used in NLP issues. For most literature, RNN is appropriate when its

recurrent structure is to process the content size of a sentence. Present in the input

data RNN reproduces the sequential data, for example, while creating predictions

dependency between all words in the text [31]. It is present in the concept that the

input layer saves and takes care of this previous to the contribution to request and
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anticipate the output layer. It is good by a methodology that a grouping of varying

size recursively has to do with a progress capacity to its inner secret part vector of

the input order [32]. In the field of deep learning (DL), Long short-term memory

(LSTM) is used as an artificial neural network (RNN) model [33]. LSTM is typically

allocated in time and space. Its estimation time complexity per phase and weight is

also denoted as O (1). It is a model which extends the whole memory of RNNs. But

RNNs have short-term memory; in that case, they utilize previous persistent data to be

used in the current neural network layer. RNNs are also utilized for the NLP domain

to show better results. Recursive Neural Tensor Networks (RNTN) is a unique neural

network that is helpful for the natural language processing (NLP) domain. They have

a tree design, and each node of the tree has a neural network. RNTNs are used for

colossal partitioning to decide which word categories are negative or positive [34]. In

addition, RNTN provides external components such as Word2vec. Word 2 vectors are

used as a basis for sequential classification and features. They are merged into the

sub-phrases, and the sub expresses are merged into strings or sentences that can be

classified by sentiment analysis and other metrics [35]. A neural network word showed

such as parameters continuous vector can be shown to determine the utilized text.

These words contain not only vectors information about the related word but also the

information related to the nearby words, which contains usage, context, and semantic

information of each word.

1.6 Research Objectives

In order to perform sentiment analysis of Urdu text, the following research objectives

are met. The research objectives are illustrated in Figure 1.4.

• Explored different topics on sentiment analysis of Urdu text specifically and

reviewed the approaches used in this area.

• A literature review is performed to deeply explore the existing methodologies by

critically analyzing their pros and cons.
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Table 1.1: RNN working in different domain

Domain Detail Description

Text generation

and language

modeling

Models doing work by forecasting, the most preferable

the next character and the next sentences or word in

the generated text. A model detects the flow of a complete

body of the given text. It is understood to write some

extra text in a similar way.

Machine

translation

A given sentence is embedded in the network. For example,

a group from beginning to end because the translation is

normally not word to word. In the language, the input is a

stream of continuous words in any given language of source and

while the desired output is same meaning words in target language.

Speech

recognition

The input is in the form of recording analyzed into acoustic

or heard signals and model outcomes the very suitable

syllable section matching equally every part of the recording.

Time series

anomaly

detection

The input is serial or sequential data for example

the response of a user on network throughout month. Such

models can detect which information in the series shows

an anomaly behavior as compared to normal events.

Image

generating

description

The input is an image or picture and the model recognizes

major features in the image and generate a text that sketch

the image.

Video-tagging
The input is a series of video frames and then generates a

model a textual explanation of what is occurring in the

video from frame to frame.
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• Design and implementation of the proposed work are performed.

• Urdu dataset is obtained to perform classification.

• Data preprocessing is performed for the normalization of data.

• Training, validation, and testing of the data are performed using deep learning

approaches.

• Investigation on the results obtained on the classification and error of misclassi-

fication are observed.

• Comparison of the proposed approach is conducted with the previous research

studies to show the improved results.

• In the end, research is analyzed with limitations, and improvements are recom-

mended on Urdu sentiment analysis in the conclusion and future work section.

Figure 1.4: Research Objectives

1.7 Research Contribution

Following are the objectives of the research as shown below:
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• Preprocessing step is executed by removing stop words, digits, and spaces to

eliminate noise from the dataset. Since very few preprocessing resources and

tools for the Urdu language are available, a supporting stop word list is made.

• A small-scale Urdu stemming dictionary of 830 words is created for effectively

performing stemming steps in preprocessing.

• Framework for Urdu text sentiment analysis by implementing a deep learning

classifier of LSTM is proposed.

• Lastly, a comparative analysis of the proposed framework with a related approach

is done.

1.8 Scope of the Research

• Sentimental classification is used in multiple domains like business, politics, and

communication domains. For example, websites of customer reviews, different

search engines, language identification, political debate and discussion forums,

spam filter, and detection systems of emails and messages.

• In the business domain context, it can be used in recommender systems, brand

reputation, e-commerce, and social media monitoring.

1.9 Thesis Organization

The thesis organization is depicted in Figure 1.5. In Chapter 1, an introduction of the

research work is provided, and the rest of the document is organized as follows.

Chapter 2: a literature review is presented, which highlights the detailed review of

research being conducted on Urdu sentiment analysis.

Chapter 3: design and implementation of the research work are provided, and it also

provides the experimental implementation of the research work.

Chapter 4: provides the validation of the research. The discussion about results

achieved by this research is discussed in the chapter. For better understanding, desired
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tables and figures are provided in this thesis.

Chapter 5: conclusion is drawn with future directions.

Figure 1.5: Thesis Organization
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Literature Review

One of the most active areas of computer science is Sentiment analysis (SA). Generally,

SA is defined as opinion mining. Opinion mining of SA is a text-oriented technique that

addresses extracting, detecting, and analyzing the text, determining the positive and

negative opinions, and determining how an entity (people, product, organization, etc.)

is considered positive or negative. Sentiment analysis examines the feelings of people,

their attitude, opinions, attitudes, appraisals, evaluations, and emotions regarding

anything like products, services, individuals, organisations, issues, and themes, as well

as their characteristics [36]. Microblogging websites and social networks have seen

significant growth. Micro-blogging websites are one of the most critical web objectives

for the users, according to the different contexts that are very helpful for the user’s

point of view, which includes opinions and attitudes [37, 38].

The social networking services primarily utilized micro-blogging, Twitter, which gives

enormous data. Researchers recently employed social media data for sentiment anal-

ysis of people’s perceptions on the event context. Furthermore, "opinion mining" is

another term for sentiment analysis, which is important in the NLP sector. Introduce

and explain the text-related sentiment analysis, such as neutral, positive, and nega-

tive [39, 40]. However, computational linguistics represents the sentiment analysis for

recognizing data and categorizing the user’s thinking through NLP and text analytics

implementations. Usually, according to the similar context of the specific contextual

document’s file polarity, the primary purpose of the sentiment analysis is to define the
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researcher’s opinion. An assessment or judgment of the user’s point of view can be,

deliberated communication of emotion and affective condition. Recently, sentiment

analysis is becoming the main research domain in demand under Natural Language

Processing (NLP). English language resources are filled with sentiment analysis. It

also includes a large number of NLP, part-of-speech, and lexicons [41].

Sentiment analysis in an individual language improves the probability of necessary

information in the form of textual data of different languages being left [42]. The

national language of Pakistan is Urdu which is usually spoken. The Urdu language is

also used in India and its different areas. The Urdu language faces different problems in

Sentiment analysis. Resources are not lack acknowledged of Urdu lexical [43–45]. Due

to this shortage, for the most part, includes Urdu sentiment analysis, the converting of

data from the English language overflowing with the resources to the Urdu language

that is needed in these resources [46, 47]. Similarly, Urdu websites were organized

other than an appropriate encoding of the text plan in an exemplified format.

The current situation faces hurdles when trying to design a structure of corpus that

is definitely readable for a machine. Sentiment analysis lexicon in any language is

necessary for making the framework of an opinion examination. The English lan-

guage is a complete resource along with a considerable vocabularies size of opinion

(like Senti WordNet) that is well organized. However, in sentiment lexicons, the Urdu

language has insufficient resources. As a result, many researchers focusing on Urdu

sentiment analysis have been rare. The lack of linguistic resources and language de-

veloper elements can be set down to the absence of awareness.Previous research has

focused on the Urdu language, which emphasises several aspects of language processing

[41, 47]. This includes Urdu language morphology, along with Named Entity Recogni-

tion (NER), stop words identification, and datasets concept stemming and searching.

Moreover, the Urdu language has extraordinary features, and therefore a few basic

steps are needed for the process of sentiment analysis. Such as, from right-to-left,

Urdu language script is composed.
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Table 2.1: Stages of Sentiment Analysis

S.N
Stages of

Analysis

Opinion

Discovery Type
Type of data

Characteristic

of the data

1 Document level Positive, Negative
Document as a

single entity
Everything

2 Sentence level
Positive, Negative,

Neutral
Sentences

Views or

Opinion

3 Aspect level Opinion itself
Documents or

sentences
Opinions

2.1 Different levels of analysis

Remarkable research is done on a word or phrase level of sentiment mining with

different levels such as document level, user-level sentiment analysis, and sentence level.

First, the sentence level is inspected to find the direction of words to determine the

opinion mining. Then, the sentences are analyzed to determine sentence-level opinion

mining. The result shows sentiment classification as negative, neutral, and positive.

While at the document level, the document is analyzed to find out the opinion of the

whole document. In user-level sentiment, the comments of users on social media are

analyzed to find out the user has the same opinion on the topics [48]. These stages

are defined in Table 2.1.

2.1.1 Sentiment Analysis at documents level

Whole document polarity is figured out by analyzing that whole document. Reviews of

one product can be held in one text file. The system estimates the score of negative and

positive comments for the product. Hence determine the opinion about the product.

The opinion about a single product is determined using the document-level sentiment.

The purpose and advantage of opinion mining at document are to find that overall

opinion is getting about one entity. On the other hand, the main drawback is that we

cannot find out opinions about different entities [49].
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2.1.2 Sentiment Analysis at Sentence level

In sentence level of sentiment analysis, the sentence is analyzed to find whether the

sentence shows a positive opinion, neutral or negative. The Neutral opinion is de-

termined as having no meaning. Sentiment analysis at the sentence level is closely

related to the classification of subject and entity in the sentence. Subjective sentences

express information related to the subjective point of view. Therefore, the primary

mission of sentence-level opinion mining is to determine the subjective and objective

classification of the sentence [50].

2.1.3 Sentiment analysis at entity and aspect Level

The object-level sentient mining discovers the actual opinion of the people about the

product. The entity-level had done a perfect Analysis of the people’s points of view.

However, the sentence and document level analyses do not analyze what people actually

say about a product. The aspect level analyzes the opinion rather than the construction

of the sentence. The aspect level consists of the target opinion. Hence, it is considered

that the opinion target helps to understand the problem related to the sentiment.

Consider as an example, "Despite the poor service, I still enjoy this restaurant". has

positive sentiment, but this is not entirely positive. The sentence is negative about

the restaurant’s service but gives positive vibes about the restaurant. The central

theme of this analysis is to find out the entity-level sentiments on the products. Take

one more example “The phone’s quality is good, but its battery life is short.” The

analysis of sentiment explains the negative and positive points of the phone entity. Two

aspects of the entity are evaluated: quality of call and battery life. Call quality shows

positive sentiment, whereas battery life shows negative sentiment. Thus, entity-based

sentiment converts unstructured text into structured ones. The obtained information

is used to analyze quantitative and qualitative attributes [51].
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2.2 Sentiment analysis Approaches

The way of finding out the classification and categorization of texts and opinions

as negative or positive is known as sentiment analysis and opinion mining. However,

labeling sentiment words manually is considered a time-consuming process. Therefore,

two popular techniques are used to obtain the sentiment analysis automatically.

• Weight words are used as a lexicon.

• Machine learning approach to automate sentiment lexicon.

In the lexical-based approaches, a list of words or corpus is used to determine the

polarity of the words. On the other hand, the machine learning approach determines

the sentiment by training the data set using an algorithm and done classification using

features, and done testing to check accuracy [52].

2.3 Classification of Sentiment Analysis Approaches

Similarly, two fundamental classifications techniques are used in sentiment analysis:

automatic detection and manual detection. A detailed diagram of the sentiment anal-

ysis approaches is depicted in Figure 2.1.

Traditional machine learning (TML) methods and Deep Learning (DL) methods are

two types of machine learning approaches. Many TML algorithms use either super-

vised or unsupervised methodologies. DL, on the other hand, is rapidly expanding. It’s

also a popular topic of Machine Learning (ML), which demonstrates these approaches

for encoding learnable characteristics in a progressive system in a supervised or unsu-

pervised manner. For example, in Deep learning-based sentiment analysis techniques,

DL displayed outstanding performance in the multi-layers representation of automatic

features [53]. Moreover, DL performs the best result in the understood semantic re-

movals of components that would help across various domains.

An application for deep learning algorithms in the sentiment analysis area has de-

creased the need for human intervention, feature engineering, and time process cal-
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Figure 2.1: Classification of sentiment analysis approaches

culations [54]. DL techniques that are most widely recognized are based on sim-

ple ANNs, such as the time-dependent Recurrent Neural Networks (RNNs) and the

spatial-based complex Convolutional Neural Networks (CNNs). As the text-based in-

formation is coming promptly, the well-known variants of RNNs are Gated Recurrent

Unit (GRU), Bidirectional long short-term memory (BiLSTM), and long short-term

memory (LSTM). Each DL technique is used, and model RNN is clearly the most

often used procedure in sentiment analysis. Its sequential technique is best suited to

the concept of text data and the capacity to manage varied input and output sizes.

2.3.1 Manual Inspection

Sentiment analysis from text-based data on social networks can be done utilizing man-

ual inspections, but it is a challenging task. The reason is that many resources to

inspect humans are required, and it is not possible to capture each individual opinion

of a million users. However, a human can capture different emotions from the text,
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but not machines do well; it is also a time-consuming task, and the results may be

based on the nature of the inspector.

2.3.2 Automatic Detection

There are several automatic or machine-based detection of sentiment analysis methods,

including Lexicon-based methods and machine/deep learning-based methods.

Lexicon level detection

The lexicon-based approach utilizes a dictionary of different words with opinion words

associated. This method matches words with the dictionary to find out the scoring

value. The lexicon technique does not require any dataset to be trained. While in the

machine learning method, data is preprocessed first and then trained. The sentiment

of the sentence and document is determined by combining the polarities of the single

word present in the document. Combining the score delivers the sentiment of the

whole sentence and document. This approach utilizes a predefined list of words, and

each word has a sentiment in the list. Different Lexicon-based approaches are depicted

in Figure 2.2.

Figure 2.2: Three categories for lexicon based

1. Dictionary Based methodology

Positive opinion words and negative opinion words are identified by utilizing

lexicon-based dictionaries such as Wordnet dictionaries. Dictionary of senti-

ment analysis can be divided into 3 ways: manual approach, dictionary-based
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approach, and corpus-based. However, the work is hard, so that’s why the man-

ual approach [55, 56]is solid. “General Inquirer,” which is developed manually

[57] for the English language, is a significant resource for sentiment analysis.

In dictionary-based approach which is automatically extended sentiment dictio-

nary from a seed of words [58–62]. Generally, for the development of words, two

methods are used, which are Wordnet [63], and Senti WordNet [64].

2. Corpus Based methodology

A large number of words are collected in a corpus. Synthetic pattern-based words

are collected, and words related to other opinions are found within the context.

Corpus-based a seed of words from sentiment lexicon by utilizing a corpus then

it is increased [65–67]. The methodology of Lexicon-based sentiment analysis is

shown in Figure 2.3.

Figure 2.3: Lexicon based sentiment analysis

These techniques rely on lexicons expressions or phrases, and these are also pre-labeled

with sentiment analysis, information according to each entry based on subjectivity or

polarity. By utilizing machine learning (ML) techniques lexicon can be created manu-

ally. For example, data is generated as automatically. However, few researchers have
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utilized (WordNet) for the analysis of sentiment [21]. Each word (to be examined)

in the text is compared with a lexicon entry. Therefore, as a result, it is related to

positive or negative scores. In order to complete the sentence score, it submitted the

result as scores of several words. Let us consider an example of a sentence, “A quantity

range camera.” In this sentence, “quantity range” is the only consisting (semantic unit)

of sentiment analysis. Therefore, the excess words in the given sentence are unbiased;

henceforth, this sentence is considered a not negative one. Many researchers have de-

veloped an Urdu lexicon. Lexicon-based Roman-Urdu Adjective is proposed by [68]. In

this research, they proposed architecture to search the polarity of the sentiment using

the Natural Language Processing technique (NLP). Instead of that, they developed a

lexicon feature that includes adjectives as a negative or positive one. This study also

used three types of a dataset that performed 1620 comments, and also performs; as a

result, comments were wrong classified 21.1%, with an accuracy of 78.9%. A Lexicon-

based work proposed by [69] has a total number of 7335 sentences which includes 4728

as a positive and 2607 as a negative entry. The absolute polarity is the total amount

of all the related weight terms of a sentence. In addition, the dataset includes Urdu-

related comments from various Urdu websites to check the framework’s effectiveness

which the author proposes. The result of this study is that the framework performs

an accuracy at 66%, and the dataset depends on text from many news websites. It

can be attention to handling the several linguistic glitches and linguistic, with the

Urdu electronic text, which can expand the lexicon. One more research work proposed

by [24] is an Urdu language Sentiment analysis Lexicon for adjectives, nouns, and

verbs along with the negative intensifiers and context-dependent 9578 positive words

and 11,739 negative words. As a result, it gained an accuracy of 89.03%, including

a dataset of 6025 sentences with 151 blogs. The different authors have made a vast

range of Urdu lexicon sentiment analyses, including adjectives, verbs, and nouns. The

term negations in Urdu language, intensifiers, and conjunctions are most necessary

for the lexicon. The lexicon-based (for example, sentiment analysis in Urdu) for the

Urdu websites developed rather than a supervised machine learning equivalent. Accu-

racy of this framework is 89.03%, precision 0.86, recall 0.90 and 0.88 F-measure. It is

huge because the whole literature work is done in Urdu language sentiment analysis.
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The biggest accuracy increased by 73.8-89.03% according to handling with the con-

text, negations, and intensifiers, which is totally dependent on the words effectively

and which express those 3 types are utilized in the Urdu text/message often and then

should not be ignored while acting sentiment analysis text of Urdu language. The

Lexicon-based approach functions admirably rather than the SML approach because

of an extreme inclusion of the dictionary. It is a time-consuming process, but if data

is enough to be gathered in each domain, then a productively SML approach can be

managed with the information from different areas [22].

Machine Learning based Detection

This method involves training an algorithm with a training data set before applying

it to real-world data for testing and outcomes. The algorithm can be better trained

for the testing data set if the inputs and outputs of training data are known before

the results. Support vector machines, N-gram sentiment analysis, Nave Bayes, and K-

means are examples of popular machine learning approaches. Unsupervised (without

labels) and supervised (with ground labels or information) ML techniques are two

types of techniques. The more details are given below.

1. Supervised Learning approach

Supervised classification is the most common machine learning strategy used in

sentiment analysis. Training, testing, and validation are all phases of supervised

categorization. We can get correct results when annotated data is used for

training, unannotated data is used for testing, and a classifier is trained on the

training data. With aspect-oriented explanation and justification, it delivers

more structured and comprehensible outputs than pure learning-based systems.

A sample supervised machine learning model is depicted in Figure 2.4.

2. Unsupervised Learning approach

Unsupervised models are more sophisticated than supervised Learning for unan-

notated and unlabeled datasets. Unsupervised Learning aims to uncover hidden

patterns in data that have not been labeled. As a result, no prior training is
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Figure 2.4: Supervised machine learning model [1]

required to examine the data. It was once common to group data into categories

solely based on their statistical features. Common examples include clustering

algorithms, k-means, matrix factorization, principal component analysis, and

many others.

Machine Learning techniques depend on vectors feature that is selected by domain.

A labeled corpus usually trains a single classifier in ML. In this technique, feature

selection is a vital issue that extraordinarily influences the main results. For example,

Urdu blogs of sentiment analysis, in this research work [40], that is based and focused

on the sentence level. Regarding this, different steps are selected. The information is

collected from many internet-based online blogs in the first step. In the second step,

every sentence from text in online blogs is defined as negative, positive, and neutral

through the annotators. In the last third step, the order of sentences (as negative or

positive) is completed by using different classifiers, which consist of Decision Tree (DT)

of J48 type, SVM, and KNN [22]. The result declared in this research work has gained

a precision of 76%, an accuracy of 67%, a recall of 73%, and the f-measure reached 73%.

For this scenario, the dataset is collected and extended from both quality type data

and quantity type. Dataset is taken from various 151 sites utilizing 6025 sentences with

14 different sorts is examined. Therefore, there is a big deal of variety in the messages,

and each type is enough to address. The primary focus of another research is machine
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learning and differentiating between the main classifier in Sentence level, which Urdu

sites utilize for sentiment [70]. The achievement of this stage is made possible through

different steps which are expressed previously. Additionally, the annotator clarified

sentences 2753 as a negative result,1388 sentences as a neutral outcome, and sentences

1876 as a positive. Because of contention between the annotators, eight sentences

are disposed of 3 classes, which characterize all sentences, including neutral, negative,

and positive. It is completed by utilizing the Weka device, which comprises machine

learning algorithms. For example, five different classifiers are utilized for this purpose

Naïve Bayes (NB), DT (J48), KNN, Lib SVM, and PART. Compiling the results after

10-fold cross, a rundown of the top three classifiers is chosen because of better execu-

tion regarding the accuracy, recall, precision, and f-measure. There are three classifiers

selected, including KNN, J48, and SVM. Additionally, the KNN performs better than

J48 and KNN in all the performance metrics. To accept the result of predictions (sen-

tences will be marked as negative, neutral, and positive) is done by these 3 classifiers

with two different training datasets, each dataset consisting of 1800 sentences and six

different test datasets with 180 sentences. By utilizing, 3 evaluation measures and also

these predictions are calculated. This whole evaluation measures McNamar’s test, and

Root Mean Squared Error (RMSE), and Kappa measurement. This study’s accuracy

was calculated at 87%. Urdu Text-based Word Sense Disambiguation (WSD) utilizes

3 different classifiers proposed by [71] those classifiers known as SVM, NB, and DT.

This study has used the dataset from international and national news websites and

performed the result f-measure of 0.71%. The system’s outcome could be enhanced

by utilizing an adjustable window size for unclear Urdu words. To obtain the result of

learning about Urdu and English language tweets, different sentiment analyzers with

the algorithms of machine learning [72] focus on the best accuracy. To calculate in a

text, a lexicon-based in sentiment analysis, semantic orientation is focused on words,

phrases, or sentences. In this research, the main contribution is to sentiment analysis

in the Twitter dataset using the RNN-LSTM model and other machine algorithms,

including KNN, DT, and SVM. Instead of all other algorithms, RNN-LSTM conducts

efficient results and has the highest accuracy. For example, the result produces 92%

for the English twitter data set 87 and for the Urdu Twitter data set. [1] performed
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sentiment analysis on the Urdu language. They extracted their Urdu dataset from

151 Urdu blogs. The researchers have annotated their dataset into positive, negative,

and neutral classes and performed preprocessing step by stop words removal. Then,

they performed supervised classification using three classifiers of KNN, SVM, and de-

cision tree in WEKA using 10-fold cross-validation. They achieved 67.01% accuracy

by KNN. [73] proposed a sentiment analysis system for Roman Urdu on the dataset of

779 reviews. For this task, they used unigram, bigram, and uni-bigram features and

used five diverse classification algorithms to determine accuracy. They concluded that

Naïve Bayes (NB) and Logistic Regression (LR) gave better results than others after 36

experiments. Results were enhanced after feature reduction. [74] gave discourse-based

sentiment analysis on Roman Urdu datasets. They collected a larger Roman Urdu

data corpus from social media websites. Then performed normalization, POS tagging,

and tokenization to clearly identify the discourse element. After taking discourse into

consideration, the system is ready to use for neural network-based sentiment analysis

for future work. Sana et al. [75] developed Emotion Detection System in the Urdu

language from online business tweets using supervised machine learning approaches.

They applied different classifiers of ML methods, such as a basic Naïve Bayes (NB),

an old Random Forest (RF), a simple K-Nearest Neighbors (KNN), and a complex

Support Vector Classifier (SVC), to classify tweets of Urdu emotions. They showed

that SVC gave efficient results, giving 81.09 for the sports dataset and 80.05 for the

smartphone dataset. [76] paper focused on Urdu Roman reviews of Daraz.pk website.

Different experts have annotated 20.286 K total reviews into 3 classes. The bag of word

model is used for feature extraction and passed to SVM for sentiment classification.

MATLAB Linux server is used for experimentation, and the dataset is public.

Deep Learning Models for the Detection

Deep Learning is a comparatively novel approach that has been used to perform Urdu

sentiment analysis. This is the advanced stage of machine learning, in which neural

networks are primarily used for data learning and prediction. Deep Learning has been

found to be better than machine learning, or lexical-based approaches, especially for
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a considerable amount of training data [77]. After the potential of deep learning was

identified, investigations revealed that when employed in sequential data, linguistic

analysis, word recognition, and word prediction, Recurrent Neural Networks (RNN)

produced satisfactory results [78]. As a result, RNNs have been extensively used for the

retrieval of subsequent data.However, because to the well-known gradient exploding

and vanishing difficulties, as well as difficult-to-read long-term patterns, these RNNs

are typically difficult to train. To address these issues, the long short-term memory

(LSTM) was created. The LSTM is the neural network’s recurrent architecture, which

displays the most recent results for sequential data. LSTM is mostly used to calculate

the longer-term dependencies between text data. Figure 2.5 shows a sample deep

learning network architecture with a two-unit output layer, three-unit input layer, and

a couple five-unit hidden layers as an example.

Figure 2.5: Deep Network architecture [1]

The Deep Learning (DL) model is developed for sentiments analysis used for under-

resourced language. On these topics, they developed an open-source corpus of about

10,008 reviews and 566 internet-based strings, for example, entertainment, food, sports,

politics, and software. The main contribution of this research [79] is defined, firstly

for the research work of Urdu sentiment analysis to create a human-defined corpus

and secondly, utilizing a measurement of corpus and model performance up-to-date.

Finally, for evaluation results, they performed their work in the classification of bi-

nary (two) and ternary (three), which used other various models, that are: N-grams,
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tiem dependent LSTMs, Rule-based LSTM, complex ML based SVMs, spatial depen-

dent CNNs, hybrid RCNN. RCNN model shows outstanding performance instead of

other models for the binary classification with the accuracy of 84.98% and 68.56%

accuracy for the ternary classification. To work with many analysts working in a

similar domain, we have publicly displayed the corpus and code created for research.

Urdu Text Sentiment Analysis (UTSA) proposed by [9] they investigate deep learning

(DL) models which gather different representations of word to vector. The resulting

outcome of deep learning (DL) models such as CNN-LSTM, Convolutional Neural

Networks (CNN), attention-based Bi-LSTM, and Long Short-Term Memory (LSTM)

is working for sentiment analysis. Stacked layers in the sequential model are applied

as, C-LSTM, BiLSTM-ATT, and LSTM. Various filters are used with the individual

convolution layer in the CNN model. In addition, the pre-trained and self-trained

embedding models of unsupervised Learning are explored in the sentiment analysis

domain for classification. The complete results show the BiLSTM-ATT outperfor-

mance other than deep learning (DL) models by obtaining an accuracy of 77.9% and

an F1 score of 72.7%. Manzoor et al. [80] proposed a novel approach of “Self-attention

Bidirectional LSTM (SA-BiLSTM)” to deal with varying patterns of text representa-

tion. It addressed the unidirectional nature of traditional architecture. In SABiLSTM,

Self-Attention deals with the sophisticated formation by comparing the complete sen-

tence. BiLSTM handles the lexical variation of appearing embedding in prior and

posterior directions by extracting context representations. For improved performance

of the proposed model, they performed preprocessing and normalized the Roman Urdu

dataset and gave accuracies of 68.4% and 69.3% with the deep learning approach of

SABiLSTM. The fundamental objective of [81] is twofold: (1) to create a standardized

dataset for Urdu and (2) to utilize and assess different machine learning and deep

learning classifiers. They compared two techniques of text representation: fastText

pre-trained word embeddings for Urdu and count-based using n-gram feature vector.

They used the following two models: i) DL models, including LSTM and 1D-CNN, and

ii) supervised machine learning (NB, RF, SVM, LR, and MLP) for Urdu sentiment

analysis. They concluded that the combination of n-gram features with LR surpassed

others with an accuracy of 81.94%. [82]research has two aims a) the formation of a
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human-annotated corpus (b) assessment of performance using a corpus. For this pur-

pose, they executed binary and ternary classification using LSTM, Rule-based CNN,

SVM, and recurrent convolutional neural network (RCNN). The RCNN model outper-

formed others, giving 68.56% accuracy for ternary classification and 84.98% accuracy

for binary classification. Their code and corpus are publicly available.

Hybrid approaches

Machine learning and lexicon-based approaches are combined in Hybrid Techniques.

This combination increases classification performance, according to researchers [83].They

introduce pSenti, a concept-level sentiment analysis system that combines lexicon- and

learning-based techniques. The fundamental benefit of their hybrid technique, which

is built on a lexicon/learning symbiosis, is that it offers the best of both worlds: sta-

bility and readability from a well-designed lexicon and high accuracy from a strong

supervised learning algorithm.
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Table 2.2: Summary of existing Literature on Urdu sentiment analysis

Author Year Task Model Polarity Data Acc

[10] 2010 SA Classification Pos/Neg Urdu 72%

[84] 2011 SA Classification
Pos/Neg/

Neutral
Urdu 86.80%

[85] 2011 Opinion Mining SVM N/A Urdu 69.81%

[86] 2012 SA SVM Pos/Neg Urdu 62.12%

[24] 2014
Expressions

Detection
Classification Pos/Neg Urdu 82.50%

[87] 2016
NEWS Corpus

for Salience

Analysis

Heuristic

Approach
Pos/Neg Urdu 84.5%.

[88] 2017 Opinion Mining Classification Pos/Neg Urdu 50-52%

[46] 2018 Data Cleaning
Lib SVM,

DT, KNN

Pos/Neg/

Neutral
Urdu 67%

[73]. 2018 NA
NB, SVM,

KNN, DT
Pos/Neg

Roman

Urdu
67.58%

[74] 2018
Tokenization,

POS Tagging
N/A Pos/Neg

Roman

Urdu
80%

[75] 2019 NA
SVC, RF,

NB, KNN
NA Urdu 81.09%

[76] 2019 NA SVM
Pos/Neg/

Neutral

Roman

Urdu
60%

[89] 2019 SA LSTM Pos/Neg
Roman

Urdu
90%

[90] 2020 SA RCNN
Pos/Neg/

Neutral

Roman

Urdu
71.30%

[80] 2020 Normalization CNN, LSTM Pos/Neg
Roman

Urdu
69.30%

[81] 2021 SAs ML, DL Pos/Neg Urdu 81.94%.
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Proposed Methodology

In this section, the proposed methodology has been discussed in detail. The abstract

level of the proposed methodology is shown in Figure 3.1.

Our framework has two stages. The first stage is preprocessing of text and the second

step is a classification and categorization of dataset. In the initial step, the dataset is

preprocessed. In the second step, the processed data is given to the classification algo-

Figure 3.1: Proposed methodology
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rithm for sentiment classification. The preprocessing of tweets includes data cleaning,

stemming, and tokenization. In data cleaning, special characters, digits, stop words,

white spaces are removed. In the second step, stemming is done and for that purpose,

a stemming dictionary is manually created. Thirdly, tokenization is performed in pre-

processing. For the classification of preprocessed data, deep learning is performed

by LSTM. Firstly, padding is done to equalize the length of the vector and then one

hot encoding is performed. Then classification is performed by LSTM and results are

obtained.

3.1 Dataset Analysis

We have used a dataset comprising of 3995 sentences in the Urdu language. Dataset

is split into 70:15:15 between training, testing, and validation. Dataset distribution is

depicted in Figure 3.2.

Figure 3.2: Dataset Distribution
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3.2 Dataset Preprocessing

3.2.1 Data Cleaning

The dataset used in this research is in the Urdu Language. This dataset has around

4000 rows and three labels, i.e., Positive, Negative, and Neutral. This dataset has

noise in different forms. These noises are removed by following steps.

1. Removal of special characters The special characters like brackets, quota-

tions, commas, and different signs usually have no information and are considered

noise in natural language processing. These special characters are removed from

the dataset by finding each special character in all the words of all sentences.

2. Removal of digits Like special characters, digits also have no meaning in sen-

timent analysis. Digits are also removed from the dataset by finding out digits.

3. Removal of stop words from the manually generated list Stop words like

“The, To, For,” etc., contain zero information in natural language processing,

and these stop words should be removed from the data. The issue with the Urdu

Language is no stop words list is available. In this research, an Urdu stop words

list is created first, and then all the stop words in the data are removed.

4. Removal of white spaces After removing irrelevant information from the

dataset, some white spaces were left, which were considered words in some cases.

Therefore, these white spaces are also removed from the dataset.

3.2.2 Stemming

1. Manual generation of stemming dictionary

Stemming is one of the most critical steps in natural language processing. There

are many forms of a single word like different forms of word ‘Play’ are; ‘Play-

ing, Played, Plays, Playable.’ All these forms are considered a new word for a

computer, but all the words have the same meaning. An issue with the Urdu
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Language is that there are many forms of a single word and no stemming dic-

tionary is available that maps the different forms of a word to its root or stem

word. In this research, a small-scale stemming dictionary of 830 words is manu-

ally created.

2. Mapping of all relevant words to their stem word

After creating the stemming dictionary for the Urdu Language, an algorithm is

designed for searching, comparing, and mapping all the different forms of words

to their stem or root word based on the stemming dictionary. An overview of

stemming dictionary is shown in Figure 3.3.

Figure 3.3: Stemming dictionary overview

3.2.3 Tokenization

Tokenization of words is a procedure of breaking strings into tokens which in turn

are small units that can be used for tokenization. In this research, our data has gone

through the process of tokenization. The text has been assigned to different tokens.

Firstly, indexing is performed and then replacement is done with the respective indices’
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numbers. For example, the word “Khelna” has given an index number of 37 so it has

been replaced with 37.

Figure 3.4: Tokenization

3.3 Padding

Padding is used to equalize the lengths of vectors. In our case, some sentences have

many words while some have fewer words, leading to the unequal size of vectors. Zeros

are padded to equalize the length of all the sentences. Also, input to a machine learning

model should be of the same lengths.

Figure 3.5: Padding

3.4 One-Hot Encoding

As mentioned before, a computer understands digits and binary numbers only. We

have converted our labels to one-hot form. It means the label “Positive” is converted

to 001, “Negative” is converted to 010, and “Neutral” is converted to 100.
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Figure 3.6: One-hot encoding

3.5 GloVe Embedding

GloVe Embedding has been used for vector representation of words. These are the

pretrained weights that are trained on a well-known English dataset containing differ-

ent English words that are repeatedly used in English vocabulary. The gloVe is used,

since it does not depend just on local statistics but incorporates statistics on a global

level. 200D glove embedding is selected because the vector size of input data is around

200.

3.6 Classification

The dataset used in this thesis contain textual data. The available classification deep

learning models for textual or sequential data is Recurrent Neural Network (RNN).

These models are useful for processing of time-series and sequential data. However,

RNNs are quite difficult to train and fit because of vanishing gradient along with the

exploding issues. This issue is overcome by another advanced version of RNN, which

is known as Long Short-Term Memory (LSTM). The advanced RNN version is also a

recurrent model which contain memory cell and forget gate along with the input and

output gates. The functionalities of these four gates are:

• Forget Gate: The functionality of this gate is to forget less useful or infrequent

information inside Long Term Memory (LTM).

• Learn Gate: A current input (an event) and Short Term Memory (STM) are

merged together for remembering the recently learned information from STM
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and applied to that event.

• Remember Gate: As the name suggests, the main functionality of this gate is

to remember the previous information up to certain limits. LTM information

which are not forgotten. An event and STM which are merged together in this

gate works as updated version of LTM.

• Use Gate: Functionality of Use Gate is to predict the current event’s output by

involving the usage of STM, LTM and an Event.

The detailed working of an LSTM unit/model is further divided into three main steps.

3.6.1 Step 1

Initially, an LSTM unit identifies some irrelevant information used in the data and

disappear such irrelevant information from the cell. A well-known activation function,

sigmoid, is used for the identification followed by elimination. This is done by getting

the final LSTM unit, ht − 1, output at t − 1 time for the available Xt input at t time.

The functionality of sigmoid is to simplify the part which needs to be removed from

the old output. Another thing that needs to be noted down that the output should be

between 0 and 1 for any Ct − 1 cell stage, that is stored in ft vector. Final decision is

takend by the sigmoid function that which data or information should be discarded

or remains kept, depending on the output. The formula explains the step 1 operation

is given by;

ft = σ(Weightf [ht − 1; Xt] + biasf ) (3.6.1)

σ is used for the functionality of sigmoid functionality, while Weightf represents

weighted matrices and biasf the respective biases, corresponding to forget state.

3.6.2 Step 2

After step 1, Xt, the new input, is stored as well as the cell state is updated. Two

actions are executed: one on sigmoid layer while other one on tanh layer. Sigmoid
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layer takes a decision which information needs to be updated or discarded while tanh

layer assigns weights to the passing values. Then to update the cell state, these values

are multiplied and then new memory Yt is added to old memory Yt − 1.

it = σ(Wi[ht − 1; Xt] + bi) (3.6.2)

Nt = tanh(Wn[ht − 1; Xt] + bn) (3.6.3)

Yt = Yt − 1 ∗ ft + Nt ∗ it (3.6.4)

where Yt and Yt − 1 are showing the cell states at time t and t − 1. While W shows

weight matrices and b represents bias to the cell sate.

3.6.3 Step 3

The last step consists of output values ht. These values depend upon output cell state

Yt ; however, in a processed form. In ordered to create output, sigmoid layer selects

the part of cell state. After that sigmoid gate Yt output is multiplied by the new

values that are produced by tanh layer from the cell state Yt.

Yt = (Wo[ht − 1; Xt] + bo) (3.6.5)

ht = Yt ∗ tanh(Ct) (3.6.6)

Wo and bo shows the weight matrices and bias.

3.7 Deep Learning Model Training

During deep learning use glove embedding generation as LSTM training data. Different

activation functions have been applied to discover the best readings.
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Results and Discussion

In this chapter, results are generated and validated to demonstrate the applicability

of the proposed approach. After applying deep learning classifiers of LSTM on our

dataset, we have used the standard definition of precision, recall and F-measure and

confusion metrics for further evaluation of the results. For performance and efficiency

evaluation of the model, precision, recall and F-measure are used.

4.1 Evaluation measures

F1 Score calculation and accuracy were used to assess the accuracy of the results. In

binary classification statistical analysis, the F1 score (F-score/F-measure) is a mea-

surement of how accurate a test is. It looks at the test’s recall r and precision p while

computing the score: p is the number of accurate positive results divided by the num-

ber of all positive results, and r is the number of correct positive results divided by

the number of positive results that should have been returned.

The F1 score can be thought of as a weighted average of recall and precision, with 1

being the highest and 0 being the lowest. The number of accurately anticipated data

points out of all the data points is known as accuracy. It’s calculated by dividing the

number of true positives and true negatives by the total number of true positives, true

negatives, false positives, and false negatives.
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Precision = TP/(TP + FP ) (4.1.1)

Recall = TP/(TP + FN) (4.1.2)

F1Score = 2 ∗ (Recall ∗ Precision)/(Recall + Precision) (4.1.3)

Accuracy = (TP + TN)/(TP + FP + FN + TN) (4.1.4)

4.2 Experimental Setup

Before digging into the results compiled and achieved by the proposed methodology,

let us discuss the experimental setup. For compiling the results, this thesis has used

Python Programming Language in the Jupyter Notebook IDE. Implementation of the

proposed methodology is done using Python 3.0. LSTM model is trained with the

help of TensorFlow library. Different Python libraries used in the implementation of

this code are explained in below sections.

1. Data Exploration

(a) Pandas

(b) Numpy

2. Preprocessing:

(a) NLTK

(b) Sci-Kit Learn

(c) RE

3. Model Training/Testing

(a) Sci-Kit Learn
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(b) Keras/TensorFlow

4. Data Visualization

(a) MatPlotLib

(b) Plotly

(c) Seaborn

4.2.1 Hyper- and Parameters Configuration

Configuration of parameters and hypterparameters is required for the fitting of any

DL model. In this thesis, experiments on various combinations of parameters and

hyperparameters are performed and the best values are found out. For setting up

parameteres and hyperparameters of the LSTM model, Table 4.1 provides all the

configuration of the model. The initial adaptive learning rate was set to 0.001 with

the reduce factor of 0.1 after patience of one epoch upto the minimum value of 0.00001.

The reduction is monitored with the validation loss. The initial weights are embedded

from Glove embedding 200. These weights were trainable for the Urdu data. The early

stopping patience was set to 3. It means that when the validation loss does not reduce

after three epochs, the training of the model stops to avoid overfitting. The optimizer

used in this research is ADAM and loss function used is CategoricalCrossEntropy.

Different values for batch size is tried and the best value found is 512. The number of

epochs for training of the model is infinity.

4.2.2 Model Architecture

A simple LSTM model is used in this research as the given data is already prepro-

cessed intelligently and was neat and cleaned. The input layer has a shape of 200

tokens followed by an embedding layer where trained weights from Glove Embed-

ding are provided as initial weights. Total number of parameters at this layer were

7150200. Then an LSTM layer with an output shape of 256 hidden neurons with a

total of 467968 trainable parameters was implemented in the model followed by two
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Table 4.1: Parameters Configuration

Hyper-\Parameter Configuration

Learning Rate

Initial Value 0.001

Nature Adaptive

Reduce factor 0.1

Patience 1

Minimum 0.00001

Monitor Val Loss

Weights
Initial input Glove 200

Trainable True

Stopping

Criteria

Early Stopping True

Monitor Val Loss

Patience 3

Training-Validation

Optimizer ADAM

Loss
Categorical Cross

Entropy

Max Epochs Inf

Batch Size 512

Val Split 20%

Performance

Metrics

Accuracy

Loss

Val Accuracy

Val Loss

dense layers having 32896 trainable parameters. The LSTM layer outputs are initially

dropped out to avoid overfitting of the model and then normalized using the Batch

Normalization Layer. Final output layers have a total of 3 labels as our problem is of

three classes. The activation function after first dense layer is SeLU where final layer

has SoftMax activation function. The schematic diagram of the architecture used in

this research is shown in Fig.4.1.
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Figure 4.1: Model Architecture

4.3 Results

This section highlights an overview of best results that are achieved for the parameteres

and hyperparameters given in Table 4.1. First data is splitted into train test with a

ratio of 80:20. From training data, before passing it to the proposed model, we have

splitted it further into 80:20 ratio between train and validation set. Moreover, callbacks

are also applied on the basis of validation loss while training the model to save the

best weights. Below figures and graphs represent overall results of training, validation,

testing and comparison. The experimental results using LSTM for Urdu sentiment

analysis and shows the effectiveness of LSTM approach by achieving 86.81% accuracy

and 0.86 F1-score. Standard metrices i.e., precision, recall and F-measure have been

used for evaluation of our deep learning LSTM based framework. Classification results

have been shown in Table 4.2. The average precision of the proposed methodology

for the cleaned Urdu data reaches to 87.21%, while the recall is slightly lower, reaches

86.81%. The F1-score for the proposed model touches 87% value for the same data.

This shows that proposed model is neither underfit nor overfit on the preprocessed

and cleaned Urdu data.

4.3.1 Model training and validation accuracy plot

The training and validation graph is captured during the model training is shown in

the Figure 4.2. Blue line indicates the training curve and orange line is the validation

curve while training. Y-axis indicates how a model is trained (in accuracy) and x-axis
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Table 4.2: Classification Report

Class Precision % Recall F1-score

Negative 83.19 92.52 87.61

Positive 89.36 75.45 81.82

Neutral 89.09 89.91 89.50

Macro Average 87.21 85.96 86.31

Weighted Average 87.06 86.81 86.69

indicates the number of epochs. As number of epochs proceed, the training accuracy

is increased. A comparison of the accuracy between validation, training and testing is

shown in Figure 4.3.

Figure 4.2: Model Training and Validation Accuracy Plot

4.3.2 Confusion Matrix

Confusion matrix is a tabular form of results obtained after applying certain classifier

on the data set. It contains values of actual classified objects and predicted values.

Confusion matrix gives visualization of the performance of the classification technique.

Figure 4.4 shows the confusion matrix. N in confusion matrix represents total number

of sentences in data set.
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Figure 4.3: Accuracy Comparison

Figure 4.4: Confusion Matrix

4.4 Performance of each label

On the basis of different evaluation measures discussed in the section 4.1, the per-

formance values of all the three labels (Positive, Negative and Neutral) in terms of

precision, accuracy and F1-score is depicted in Figure 4.5. Precision for the Positive

and Neutral tweets are more than that of Negative tweets due to the slight imbal-

anceness of the data. As the number of Negative tweets are comparatively more than

Positive and Neutral tweets, that is the reason that Recall for Negative tweets is

92.52%, which is higher than the rest of two performance measures. All the three per-
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formance measures, i.e., Precision, Recall and F1-score of Neutral tweets are almost

the same which depicts that the model is best fit for Neutral tweets. On the other

hand, the Positive tweets have better precision value while comparatively lower recall.

Unlike Positive tweets, Negative tweets has better recall value and lower precision.

The proposed model performance better for Negative and Neutral tweets but slightly

overfits on Positive tweets.

Figure 4.5: Performance of each label

4.5 Comparative analysis

4.5.1 Comparison on the basis of same dataset

In this section, a fair comparison is performed between our proposed method and a pa-

per from literature, which has used the same dataset but different preprocessing steps

and classifiers. Mukhtar et al. [46] used the supervised machine learning technique to

devise a system that identifies positive, negative and neutral sentences from the data

set. In their research, the authors use supervised learning technique to achieve desired
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results and very less focus has been given to preprocessing. They have focused on the

removal of stop words from the data, only, which results is lower accuracy due to noise

in the data. Unlike [46], in our proposed methodology, we have mainly focused on

the preprocessing of the data and have used deep learning technique to improve the

results. We have performed many data cleaning and preprocessing steps, discussed

in chapter 3, including removal of special character, digits, white spaces, stop words,

and last but not the least, the stemming of Urdu words generated by this research.

Table 4.3 shows when comparison is done to the existing paper using same dataset,

our proposed methodology surpassed in terms of utilizing deep learning classifier of

LSTM.

Table 4.3: Comparison on the same dataset

Author Classifier Preprocessing Accuracy

N. Mukhtar

et al. [46]

NB, Lib SVM,

DT, KNN
Stop Word Removal 67%

Proposed

Methodology
LSTM

Removal of special characters,

digits, stop words, white spaces,

and an Urdu Stemming dictionary

of 830 words

86.8%

4.5.2 Comparison on the basis of different techniques and dif-

ferent datasets

As discussed earlier in chapter number 1 and 2 that very less research has been done

on sentiment analysis of Urdu tweets. Different authors have used different datasets

and classifiers. Table 4.4 presents a comparison with existing techniques of supervised

and deep leaning techniques and our proposed methodology outperforms all. The

comparison has been made on the basis of different classifiers and different datasets.

The more details of their datasets is given in Chapter 2 and Table 2.2. This section

discusses the performance of the proposed methodology with the recent literature. In

2018, the accuracy achieved for Urdu data was 67.58%, using simple ML classifiers,
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Table 4.4: Comparative analysis with different techniques having different datasets

Author Year Method Preprocessing Accuracy

K. Mehmood

et al. [73]
2018

KNN, SVM,

DT, LR, NB

Improper preprocessing.

Eliminating reviews written

in English language and

Arabic script.

67.58%

M. A. Manzoor

et al. [80]
2020

CNN, LSTM,

BiLSTM
Normalization 69.3%

I. Safder

et al. [82]
2021

RCNN, SVM,

CNN, LSTM
Removal of junk characters 84%

Proposed

Methodology
2022 LSTM

Removal of special characters,

digits, stop words, white spaces,

and Urdu Stemming dictionary

of 830 words

86.8%

which is quite a low [73]. In 2020, M. A. Mazoor et al. [80] introduced DL techniques

for the Urdu Language but they have not focused on the preprocessing methods which

results in lower accuracy of 69.3% only. In 2021, I. Safder et al. [82], have focused

on the DL methods along with data cleaning steps by removing noise form the Urdu

data. This resulted in a much better accuracy of 84%. The datasets used by these

researchers are quite a small for DL methods. In our proposed method, we have

proposed a list of stop words and a stemming dictionary of 830 stems. The DL model

used in our proposed methodology is a simple LSTM with Glove Embedding but the

preprocessing data cleaning was done intelligently. This results in an accuracy of

86.81%, which outperformed more advanced DL methods.

50



Chapter 5

Conclusions and Future Work

Sentiment analysis is mostly done in English language from last 3 decades. English cor-

pus is available online and many preprocessing tools are also available. Urdu language

is ignored from the researcher because of the morphological issues and challenges.

Novel techniques that have been applied on other languages are not applicable for

Urdu language due to its complex structure. The basic purpose of this research is to

apply state of the art deep learning technique of LSTM to perform Urdu sentiment

analysis. An efficient technique is achieved with significant increase in accuracy of dif-

ficult word identification. 86.8% accuracy and 0.89 F1 Score is attained using labeled

dataset of 3995 sentences. This research shows improved result in terms of accuracy,

precision, recall and f-measure as compared to the previous research done on Urdu

text data and provides a framework that is particularly applicable for dealing with

scarce resource language Urdu. In future, further research is required to discover more

detailed techniques, methods, architectures and its appropriate training algorithms.

Based on the research work done on this topic, some work can be done in future to

improve the results and quality of the research. Some of the directions are as follows:

1. In this research work, we have used dataset comprising of 3995 sentences. In

future, we would like to extend the span of data set by including different dialects

and accents.

2. In future, the system can be upgraded by incorporating different neural networks

techniques which are becoming popular in different fields The results produced by
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textual sentimental analysis can be further improved by linguistic and rule-based

approach.

3. Also, proposed framework can be used for multilingual purpose using multiple

languages other than Urdu.

4. Stemming dictionary can be extended further to achieve desired accuracy.
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