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Abstract

The evolution in E-Learning technologies establishes the significance of automation in students’

assessment process. Particularly, researchers and practitioners are devising new methods to

automatically perform students’ assessments effectively during courses. The development of a

questions bank for students’ evaluation processes like quizzes, exams, etc. is highly important. It

is usually performed manually by instructors and therefore, the development of effective

questions for comprehensive assessment is a very time-consuming activity. Consequently,

artificial intelligence techniques are employed to generate questions automatically. Although

there exist several state-of-the-art studies for the automated generation of questions bank, these

are mostly content-based techniques where rich contents (e.g., paragraphs, book chapters, etc.)

are considered for question bank generation. However, in current e-learning or face-to-face

educational practices, lectures are usually conducted through PowerPoint slides where limited

content or contextual information is available. A detailed literature review of 50 research papers

on question generation indicates the lack of a framework for automated question bank generation

from PowerPoint slides. Consequently, the existing question bank generation approaches are

hard to apply in a real educational environment where slides are the primary mode of lecture.

To tackle this issue, An Automated Questions Bank Generation and Assessment Framework are

proposed in this MS thesis. The proposed framework will employ Artificial Intelligence (AI)

techniques like Natural Language Processing (NLP) etc. to enable the automatic generation of

questions bank from PowerPoint slides. The effectiveness of the proposed framework will be

established through different Postgraduate level software engineering courses where questions

bank will be generated from lecture slides automatically. Our results show the effectiveness of

the proposed algorithm for the text i.e., PowerPoint slides.

Keywords: Student evaluation assessments, Question bank generation, Natural Language

Processing (NLP), Parts of Speech (POS) tagging
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Chapter 1
Introduction

This section provides a detailed introduction to the important concepts related to our research,

the current problem, and an overview of our solution. It is organized into five sub-sections.

Section 1.1 describes the background study; Section 1.2 provides the goals and objectives of the

thesis. Section 1.3 discusses the motivation of thesis work. Section 1.4 gives the problem

statement of the research, Section 1.5 discusses the proposed methodology, and thesis

organization is presented in Section 1.7.

1.1 Background Study

The purpose of this section is to introduce the background study of multiple important concepts

which has been used in this research. These concepts include:

 Students’ assessments system

 Current methodologies of questions generation

 Importance of automation in question generation

 Natural Language processing

 Existing automation methodologies

1.1.1 Students’ Assessments

In the current competing era, education has become the most important part of everyday

life. Instructors impart knowledge to the students by delivering lectures on the education learning

process worldwide. Assessments are being taken to assess the students’ knowledge and to

identify their weak points. Assessment items are mainly categorized into two: objective and

subjective type questions from a specific content used in quizzes and papers. The notion of such

types of assessment items is being used from lower levels to higher levels of the education

system. Objective type questions mainly involve cloze questions i.e., multiple-choice questions

(MCQs), and open cloze questions i.e., fill in the blanks type questions. An MCQ contains one or
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more blanks in a sentence and four options are provided to fill the blanks to complete the

sentence. Following is the example of an MCQ question type. It contains a statement of a

question proceeding with the four options. One is the key option, and the remaining three options

are distractors.

The transformation from the UML model to Java requires:

1. Source model

2. Well-defined language

3. Target model

4. Transformation definition

The correct option here is a Well-defined language. The rest of the three are wrong options also

known as distractors [52]. Distractors are basically to distract the learner and check his

knowledge. Multiple-choice questions have broad usage in educational assessments mostly at

higher grades. They are quick and straightforward to evaluate; they are simple to score

objectively; they may be used to sample a wide range of content, and they only take a few

minutes to administer. This is the reason such types of assessment items are broadly used in

educational assessment. Despite some possible drawbacks, such as the impact of guessing and

unintentionally exposing students to incorrect information. Another type of objective type

question is fill in the blanks. Fill in the blanks type questions are open cloze questions and

provide no options. Here, students need to fill the blank themselves to complete the sentence.

The following example shows the fill-in-the-blanks question type.

Question: The goal of .............is to improve the performance of frequently occurring queries and

transactions? Answer: Denormalization

The aforementioned types of objective-type questions are widely used to check the students’

knowledge of a broad range of domains in a short time. The education system at a higher level is

mainly relying on assessments comprising objective-type questions. These types of assessment

questions play a major role in educational assessments as well as in active learning. They have a

variety of advantages including quick evaluation, less testing time, consistent scoring, and the

possibility of an electronic evaluation. Many examinations use an objective type of question

papers through a computerized environment. Generate questions are the most important part of
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the learning process. It is clearly understood that generating the assessment questions is the

toughest part. In the manual preparation, questions are not assured in excellence and fairness to

assess the students’ skills.

1.1.2 Current Methodologies of Questions Generation

Current academic infrastructure relies on the manual generation of questions for students’

assessments. Question generation is the task of generating questions from various text inputs and

having prospective learning content. Manual preparation of assessment questions is time-

consuming and costly. Teachers are concerned about this duty regularly. Generation of such

types of objective questions is a very challenging task [35] and gave birth to the idea to automate

the question generation task for assessments. To overcome the challenge of creating assessmen

items manually, researchers and practitioners have explored and implemented different strategies.

The research community devoted substantial effort to find the ttechniques for the automatic

generation of assessment questions. The research on the automatic generation of questions

started at least 20 years ago [9].

1.1.3 Importance of Automation in Question Generation

Automation in student assessment tasks involves the generation of assessment questions

automatically from an intended corpus to examine the content knowledge of the students. To

automate the question generation, artificial intelligence techniques aided a lot. Artificial

intelligence techniques i.e., Natural language processing NLP has the main role in generating

automated questions generation. This technique helps in understanding the text structure of the

language.

1.1.4 Natural Language Processing

NLP is the ability of computer software to interpret spoken and written human language, often

known as natural language [54]. It's a part of AI (artificial intelligence) (AI). Natural language

processing is divided into two stages: data preprocessing and algorithm development. Data

preprocessing is the process of preparing and "cleaning" text data so that machines can examine
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it. Preprocessing transforms data into a usable format and highlights text features that an

algorithm can use.

Figure 1- 1- Natural Language Processing

After the data has undergone preprocessing, an algorithm is developed to process it. There are

numerous approaches to natural language processing, but the following two are the most popular:

1) Rule-based system: This system makes use of well-established linguistic rules. This technique,

which is still in use today, was used in the early phases of natural language processing. 2)

System based on machine learning: Machine learning algorithms use statistical methods. They

are taught how to perform tasks using training data, and when more data is processed, they

modify their methods. Using a combination of machine learning, deep learning, and neural

networks, natural language processing algorithms improve their own rules through repeated

processing and learning.

Using artificial intelligence and machine learning techniques, the existing state of the art has

generated questions automatically. NLP is a technology used by researchers and practitioners

who have developed useful algorithms for the development of automatic assessments. To

automate question generation and learning, neural network classification models and a variety of

other techniques based on the method of inputting text are used. Different types of algorithms are

used according to the different types of questions. MCQs and fill-in-the-blank questions are

predominantly generated by the researchers in literature. Text from different sources i.e.,
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Wikipedia pages, and books is used as a dataset for question generation tasks. Text is taken from

these sources as input to the proposed algorithms and generates questions from them.

1.1.5 Existing Automation Methodologies

Different types of algorithms are applied based on the generation of questions and type of the

input taken from the specific domain. For example, if we talk about the medical domain that

contains the concept in such a way that there are relations present between entities and events

that coreferences over multiple sentences. Now algorithms provided for generating questions for

this type of text input would be different compared to the other fields. In literature, many authors

[16] [42] [43] [44] focus on the medical field and provide very graceful methodologies for the

automatic generation of questions. Some researchers used the techniques for question generation

for general domains other than education i.e., for news and sports information, etc. Now for this

type of domain, researchers are generating factual questions. Factual questions such as Who?

Where? Which Country? When? What?, How much?, and What Organization? are among the

questions generated. They can ask specific questions regarding certain facts using factual

questions. This type of data can usually be found in the form of information about people, places,

dates, events, monetary values, or even specific organizations/institutions. Wikipedia pages [39]

are used as datasets for such types of domains to generate questions. Some [11] [17] [19] are

generating automatic questions from the datasets of other educational fields i.e., the computer

science domain. It is concluded that some authors have provided the algorithms for domain-

specific only. Some researchers also proposed algorithms for the open domain. The Open-

domain covers many domains of knowledge and encompasses a wide range of topics.

It has been concluded that researchers offer valuable approaches for question generation for

different fields. Existing methodologies are found beneficial, but the majority of the researchers

utilized the dataset from undergraduate books [18] [44]. Question generation in multiple

languages [25] is also found in the literature. This shows the high attention of researchers

towards the generation of automatic questions and answers. However, it has also been noticed

from the literature that nobody is using the educational dataset for real-time educational

scenarios at the postgraduate level where the mode of delivering the lectures is slides. Learning

from books is not the current notion of the education system, especially at a higher level. The
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current mode of delivering lectures is slides and the text present in slides is very different

compared to the books where the concept is written in detail. In the lecture slides, important

points and clues are present related to a concept while existing methodologies are not giving

promising results to the real-time educational scenario. Therefore, an automated question bank

generation system is needed to address the higher level of the education system. Therefore, the

main aim of this research is to make an automatic question bank generation system that will aid

the instructors at the postgrad level.

1.2Goals and Objectives

The primary goal of this study is to reduce human effort by implementing advanced computing

technology. This study aims to offer a method for automatically creating questions from slide

content. Although the reduced text content and structure in slides results in poorer annotation

quality when compared to long, well-articulated texts, we found that the automatically generated

questions and answers are still applicable and appropriate in many cases. A novel methodology

is proposed in this study to aid postgraduate instructors by focusing on the real-time education

environment. The subject of postgraduate courses is centered on this research. This study

employs artificial intelligence techniques such as natural language processing NLP to smoothly

tailor the text of PowerPoint slides. To accommodate the text structure that is employed in

PowerPoint lecture presentations, the proposed methodology uses a rule-based approach. To

create questions from the text, a variety of methodologies and technologies have been used.

Therefore, this study caters to the text used in lecture slides where sentences are not in the

appropriate order and only the major hint is given.

1.3 Motivation

The imparting of knowledge at the Postgraduates level in universities of Pakistan is not through

books but through PowerPoint slides. Instructors are delivering the lectures through slides and

generate assessment questions from slides as well. They use an assessment strategy to check

their knowledge daily in the form of quizzes. To make questions from every lecture daily is quite

a hard task. As automatic question generation tools are available in the literature, there is still a

lack of MCQ generators for education subjects, especially in Computer Science. Most of the

MCQ generator evaluates general domain questions.
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The automatic question generation features benefit online learning twofold. First, as an instructor,

it reduces the workload to create a quiz, tutorial, or exercise questions for students to work on.

Therefore, the proposed system will help academia greatly where students’ assessments can be

performed automatically. This allows national universities to streamline their educational

activities more efficiently.

1.4 Problem

Education is becoming an essential aspect of daily life. Instructors adhere to a thorough

assessment technique to improve their students' abilities and strictly follow the assessment

strategy regularly. As a result, it is the primary concern of instructors to make assessment

questions daily. Making complete assessments regularly is a time-consuming and labor-intensive

task that could greatly benefit from computational assistance. As previously stated, researchers

offer useful ways for the automatic production of assessment questions. There are various state-

of-the-art studies for automated question bank generation, they are generally content-based

strategies that consider rich information (e.g., paragraphs, book chapters, etc.) for question bank

generation. However, in today's e-learning or face-to-face educational methods, lectures are

typically delivered through PowerPoint slides with limited content or background information.

As a result, existing question bank generation systems are difficult to implement in a real-world

educational setting where slides are the primary mode of presentation. The current educational

situation at the university level is ignored. Therefore, a system is needed that can assist the

instructors of postgraduates.

1.5 Proposed Solution

The entire research is carried out in a very systematic manner. The step-by-step research flow is

depicted in Figure 1-2. The first step is to identify the issue. The optimum remedy for the

problem identified in the first phase was then provided. We conducted a thorough literature

review to assist us in determining the best solution to the situation. We looked over the study that

had been done on our proposed solution, examined it, and compared it. Then we used several

tools and strategies to put our framework into action. Experts then validate our proposed

framework.
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Figure 1- 2-Research Review

Our work presents a novel framework to automatically generate open cloze questions and

answers from the lecture slides of software engineering courses at the postgraduate level. The

proposed framework employs Artificial Intelligence (AI) techniques like Natural Language

Processing (NLP) etc. as shown in Figure 1-3 to enable the automatic generation of questions

bank from PowerPoint slides. Particularly a set of rules are developed to extract the questions

and their corresponding answers from the given input lecture slides as a pdf file. Furthermore, a

complete algorithm is developed for the execution of rules to generate questions. A sophisticated

user interface tool i.e., the QBG tool is also developed. The feasibility of the proposed

framework is demonstrated through the lectures taken from the department of computer and

software engineering department belonging to the national university of sciences and technology

(NUST) Islamabad, Umm ul Qura university Saudia Arabia.

Figure 1- 3-Flow of the proposed methodology
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1.6 Thesis Organization
The report is organized as follows:

 Chapter 1 gives the introduction to the proposed topic, aims, objectives, and motivation.

 Chapter 2 presents the review of state of art in the context of automatic MCQ question

generation techniques.

 Chapter 3 discusses the proposed Question bank generation tool framework using the

NLP technique for Postgraduates levels.

 Chapter 4 gives the implementation detail.

 Chapter 5 discussed the experimentation including the setup used for implementation,

results obtained, and their discussion.

 Chapter 6 discussed the discussion and limitations of the proposed work.

 Chapter 7 concludes the topic by suggesting some future work that is not under the scope

of this research but can be implemented in the

future.

Figure 1- 4-Thesis Outline
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Chapter 2

Literature Review

Automatic question bank generation is an important area of research in the field of natural

language processing. In the last decade, researchers have paid high attention to automatic

question generation. In this section, a thorough but critical attempt is made to review the existing

state of the art and identify its shortcomings. The existing literature that has been discussed

below is mostly focused the natural language processing and machine learning techniques. The

advantages and drawbacks of existing methodologies using these techniques have also been

discussed in detail in this section.

Typically, Question Generation QG can be divided into three distinct categories: syntax-based,

semantic-based, and template-based.

1. Syntax-based Approach

The objective of a syntax-based method [11] is to change declarative phrases into

interrogative sentences utilizing a variety of transformations. Syntactic elements of the

input, such as POS or parse-tree dependency relations, are used to drive question creation

via syntax-based approaches. These techniques don't require that you understand the

semantics of the input (i.e., entities and their meaning).

2. Semantic Approach

When employing a semantic approach [12], semantic role labelling can be used to

determine the semantic parse of a sentence (SRL). Compared to the syntax-based method,

this one can offer a more in-depth level of analysis. Additionally, it makes the appropriate

adjustments.
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3. Template-Based Approach: There are no transformation rules in a template-based

method [13]. Using pre-made question templates, this technique takes pertinent

information out of the text. Using templates, questions are generated. Using predefined

text and placeholders that can be filled with values to create questions, templates define

the questions' outer structure. Additionally, templates outline the characteristics of the

entities (syntactic, semantic, or both) that can take the place of placeholders.

4. Rule-Based Approach: The use of rules is used to produce questions. Approaches that

use text as input are frequently accompanied by rules. Typically, rule-based systems

annotate sentences with syntactic and/or semantic data. They then match the input to a

pattern provided in the rules using these annotations. These rules describe how to choose

an appropriate question type (for example, picking appropriate wh-words) and how to

manipulate the input to create questions (e.g., converting sentences into questions).

5. Statistical methods: This is where training data is used to learn how to transform

questions. Recently, neural networks [8,13, 48] have been used to automatically create

questions from enormous datasets. Question creation, for example, has been treated as a

sequence-to-sequence prediction issue in Gao et al. (2018) [50], in which the question

generator creates a sequence of text representing a question given a segment of text

(typically a sentence) (using the probabilities of co-occurrence that are learned from the

training data). Kumar et al. (49) also used training data to estimate which word(s) in the

input text will be replaced by a gap (in gap-fill questions).

2.1 Syntax-based Approach

The author in [6] proposed a syntactic-based approach for English grammar question retrieval.

They suggested a syntactic-based strategy for retrieving English grammar questions that may

effectively retrieve related grammar questions with comparable grammatical focus. They suggest

a new syntactic tree, the parse-key tree, to capture the grammatical focus of English grammar

problems in the proposed syntactic-based approach. They then presented two kernel functions to

compute the similarity between two parse-key trees of the query and grammar questions in the

collection, namely relaxed tree kernel and part-of-speech order kernel. Danon et al. [11]
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proposed a syntactic-based approach for question generation for a cyber security domain in

which the Word2Vec model is used. They proposed a four-component pipeline, which obtains as

input a training corpus of domain-specific documents, along with a set of declarative sentences

from the same domain and generates as output a set of factoid questions that refer to the source

sentences but are slightly different from them, so that a question-answering system or a person

can be asked a question that requires a deeper understanding and knowledge than a simple word-

matching. BASUKI et al [33] used a syntactical approach to make a question generation system

by using textbooks as a dataset. This study used a syntactical approach to offer an Automatic

Question Generation (AQG) method for generating Open Domain Indonesian questions. This

research incorporates four stages, namely: the identification of declarative sentences for 8

coarse-class and 19 fine-class sentences, the classification of features for coarse-class sentences

and the classification rules for fine-class sentences, the identification of question patterns, and

the extraction of sentence’s components as well as the rule generation of questions.

Table 2- 1-Summary of studies using Syntactical Approaches

Sr. Author Techniques Applied Domain Result
1. Danon [11] Syntactical Approach

Word2Vec model
Cyber
Security

MCQs

2. BASUKI [33] Syntactical Approach Open Domain
Indonesian
questions

MCQs

3. LantingFan [6] Syntactical Approach English
grammar

MCQs

2.2 Semantic Approach

Many researchers use a semantic-based approach and introduce different types of methodologies

according to the intended corpus. Tianlin Zhang et al. [27] use a semantic-based approach in

which some rules and NLP technologies (parsing, named entity recognition, etc.) have been used

for finding the relation between subject and object. The proposed algorithm is searching for an

appropriate word and then deciding question types like what when etc. This technique is

specially designed for generating questions in the medical field.
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Lekshmi R Pillai [26] combined the approach of Word Sense Disambiguation (WSD) and

Semantic Role Labelling (SRL) for generating questions. Text subjected into word sense

disambiguation, then into Wordnet Database and then checking roles i.e., actors and participants

to make factoid like questions i.e., Who did what? In short Factoid based questions (who, what,

when, etc).

Susmita et al. [2] focused on generating diverse questions having the same answers from a single

text. The author here also elaborates that literature offers many methods in which answers, and

passage needs to be given in proposed algorithms and then they will generate questions

corresponding to the answers. But their work overcomes this limitation and without manual

intervention, automatic answers and questions are generated. In the proposed system, the

sentence is fed into the algorithm (NES) and split into three parts in which each part contains

some focused words (keywords), then these three parts are fed into another algorithm, and

questions are created based on these focused contents.

General Deepak et al. [29] used the TD-IDF measure first to obtain relevant topics. Then

summarized paragraphs by proposed algorithms (find a set of proper nouns, adjectives, adverbs)

and then frequent words are filtered out. Sentences are extracted containing these keywords and

used for questions. In this technique, pivotal nouns, adjectives, and adverbs are considered

blanks.

In [1], Araki et al have presented two different methods that automatically generate questions

from multiple sentences for the medical field. The first method requires learners to take specific

inference steps such as event and entity coreferences over multiple sentences. The second

method generates questions using patterns extracted from the relations between entities and

events in a corpus. This technique is applied in the medical field and from the literature it has

been found that this is a good technique for biology concepts.

Afzal et al [30] introduced an unsupervised dependency-based semantic relations approach

consisting of three main components. The first component used IE methodologies to extract

semantic relations and in the second component, automatic question generation occurs using

these semantics. Ainuddin Faizan et al. [20] proposed a technique that is choosing named entities

from the given input and considering them as blanks. They demonstrated a method for
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automatically creating multiple-choice questions (MCQs) from slide content. It extracts named

entities from slides and searches a knowledge library to generate a variety of MCQs with

acceptable answer and alternatives. The author used three decks of slides with the following

topics: 1) World War I (33 slides), 2) The Atom (14 slides) and 3) Geography/General

knowledge (37 slides).

J. Leo [7] and Stasaski [42] proposed an ontology-based approach for generating questions for

the medical field only. The ontology enables the generation of descriptive questions (e.g.,

"Describe X," which is to list its attributes), discriminative questions (e.g., "What is the

difference between X and Y," which is to identify which of their attributes are not shared by

them), closed questions (e.g., "Is it true that X has the property Y," and even inverse questions

(e.g., "Which properties X does not have") in addition to factual.

Thinh Leet al. [8] proposed a technique in which key concepts are identified from a sentence by

using WordNet as a semantic source to generate questions. The author used wiki pages as a

dataset. Teo, N. H. I et al. [10] proposed an ontological-based approach for automatic MCQ

question generation for the domain of undergraduate operating system courses.

S. S. R. Adithyaet al. [14] used regular expression and POS tagging to generate questions from

Wikipedia pages by searching the corresponding articles. Atchariyachanvanich et al. [16] used a

database course to generate questions as queries by using a reverse SQL question generation

algorithm.
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Table 2- 2-Summary of studies using Semantic Approaches

Sr. Author Techniques Applied Domain Result
1. Teo, N. H. I et al.

[10]
Ontology Undergraduate operating

system course.
three textbooks

MCQs

2. A.Agarwal [41] Dynamic self-evolving
Concept Network
technique

8th physics Questions

3. Leo [7], Stasaski
[42], Susmita et al.
[2], Araki [1]

Ontology Medical education scenario
i.e., biology book,
gastroenterology and
hepatology, cardiology,
internal medicine, and
Orthopedics.

MCQs

4. Zhang [27] Semantic approach
(Named entity
recognition)

Medical field Factual
question

5. General Deepak et
al. [29]

TD-IDF measures to
find nouns, adjectives,
and adverbs

Open-domain Fill in the
blanks

2.3 Statistical Methods

Lelkes et al [5] introduced NewsQuizQA and applied the transformer encoder-decoder model for

quiz-style question generation tasks. The author generates questions for news stories only.

Killawala et al [15] used Neural Network models for the general domain to generate factoid

questions, Fill in the blanks, true-false, and MCQs. This technique is computationally overhead

due to the pretraining of the model.

Yibo Sun et al [28], and Angelica Willis et al [22] applied a neural network encoder-decoder

model to generate multiple questions against pre-identified answers. They used Quora and

MARCO datasets in their technique and deals with simple questions. Bang Liu [23] introduced a

neural network model technique for generating multiple factoid questions. SQUAD dataset is

used for training purposes in this technique.
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Wei Yuan [24] used a neural network and proposed a New linguistic technique QAF is invented

instead of POS and NER to generate questions. Bok Lee[46] proposed a hierarchical conditional

variational autoencoder (HCVAE) for generating QA pairs given unstructured texts as contexts

while maximizing the mutual information between generated QA pairs to ensure their

consistency. Rajpurkar [47] used a neural network model by using SQUAD datasets. Duan [48]

used neural networks and convolutional neural networks to improve existing question answering

systems. Zhou et al.[51] proposed a unified model to predict the question type and to generate

questions simultaneously by using SQUAD and MARCO datasets.

Table 2- 3-Summary of studies using Statistical Approaches

Sr. Author Techniques Applied Domain Result
1. Killawala [15] Neural Network General domain Factoid

questions, Fill in
the blanks, true-
false, MCQs

2. Yibo Sun [28]
Angelica Willis
[22]

Neural Network
(Encoder decoder model)

Quora MARCO
dataset

Generate multiple
questions against
pre-identified
answers

3. Bang Liu [23] Neural Network SQUAD dataset Generating
multiple Factoid
questions

4. Adam D. Lelkes
[5]

Neural Network News Stories Domain-specific
simple questions

5. Wei Yuan [17] Neural Network and
The proposed new
linguistic technique QAF
is invented instead of POS
and NER

SQUAD and
MARCO dataset

Domain-specific
simple questions
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2.4 Rule-based Approach

In [3] Shitu et al. used a pattern matching technique with a regular expression for automatic

question generation purposes in a Bangladesh railway domain. Deena Gnanasekaran [36]

introduced rule-based approaches and Natural Language Processing (NLP) techniques for

generating questions and input paragraphs selected from the computer science domain.

Das et al [34] generated factual open cloze questions by extracting informative sentences from

the input corpus by applying rules over them. This algorithm takes simple sentences only from

the corpus which means a sentence having no more than one independent clause and no

dependent clause. In short, complex sentences are skipped by the algorithm. News reports on

Cricket matches were taken by the system as input and produced factual questions as output.

Manish Agarwal [18] presented an automatic open cloze question generation (OCQG) system.

This approach consisted of two steps. In the first step, relevant and informative sentences were

selected, and keywords were identified in the selected sentences in the second step. News reports

on Cricket matches were taken by the system as input and produced factual OCQs as output.

Pedro Azevedo [32] introduced a technique for the generation of factoid questions. POS and

NER techniques are used to select a sentence and then match some rules to generate factoid

questions from them. Their system uses Named Entity Recognition to extract entities from the

text (NER). POS tagging can also be used to find patterns in sentences and extract information

that could be questioned. Regular expressions are used to match specific patterns and generate

questions that follow a set of rules.

Table-2-4 shows the comparison of the techniques that are using rule-based approaches for the

automatic generation of questions.
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Table 2- 4-Summary of studies using Rule-based Approaches

Sr. Author Techniques
Applied

Input Output

1. Tanzim Tamanna Shitu
[7]

Pattern Regular
Expressions

Domain-specific i.e.,
Bangladesh Railway

Factoid
Question

2. Manish Agarwal and
Prashanth Mannem [18]

Sentence selection
by regular
expression

Domain-specific i.e.,
Biology book

Fill in the
blanks

3. Pedro Azevedo [32] Application of POS
and NER to select a
sentence and then
applied some rules

Open-domain i.e.,
Wiki documents
Controlled documents,
Entity questions w/o
ORG
Entity questions
Dependency questions

Factoid
Question

4. Bidyut Das [34] Rules for key
generation and then
generate fill in the
blanks

Eight Wikipedia pages
namely, Amitabh
Bachchan, Ramayana,
Mahabharat, Yoga,
Internet, India, Sachin
Tendulkar, Bengal
Tiger

They search
(dependency
parsing) only
simple
sentences and
make questions
from them.

5. Deena Gnanasekaran
[36]

Rule-based
approach

Computer Science
domain

Procedural
questions

Tanzim [7] used pattern regular expressions to make factoid questions for the railway

information dataset. This approach is not beneficial for education. Manish selected the sentences

for questions by using regular expressions for creating questions for the medical field. Azevedo

is generating factoid questions for the non-educational domain. In [20], sentences with one

clause are fed into the proposed algorithm to make sentences. On the other hand, Deena [36] is

generating automatic questions for the computer science domain. It is seen that the rule-based

approach is used for non-educational domains by the majority of the researchers. In our work, we

employ this approach for slides contents that will benefit educational institutions at the post

postgraduate level.
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2.4 Research Gaps

Although there exist several state-of-the-art studies for the automated generation of questions

bank, these are mostly content-based techniques where rich contents (e.g., paragraphs, book

chapters, etc.) are considered for question bank generation. Books are used mostly in lower

education levels i.e., secondary, and intermediate levels of education. The mode of education at a

higher level is lecture slides and existing literature do not use educational dataset at a

postgraduate level where the mode of delivering the lecture slides. Therefore, the real-time

educational scenario at a higher level has not catered yet. Datasets used in existing research are

either from different books of intermediate level, some Wikipedia pages, and some other

standard datasets i.e., SQUAD is highly used by researchers available on different research

websites. SQUAD is used for statistical approaches. Existing methodologies and datasets used in

them have some drawbacks given below:

 The datasets taken from the books that are being used by researchers in different

techniques are beneficial for education but still not beneficial for real-time educational

scenarios where instructors deliver lectures by using PowerPoint slides and students also

use these slides for self-learning or preparing for the exam.

 There isn't a single paper except [20] in the literature that discusses question generating

using PowerPoint slides. Researchers and practitioners did not include slides as input to

their proposed question-making algorithms.

Table 2-5 shows the approach that is using PowerPoint slides for generating questions. This

approach is only finding named entities from the slides and asking a question. Named entities

here include nouns i.e.., the name of a person, place or a thing. Therefore, it can be concluded

that methodologies designed to extract questions from such types of datasets don’t give

beneficial results for education.
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Table 2- 5-Approaches using PowerPoint slides as input

Sr. Author Techniques Applied Domain Result

1. Faizan [20] Used semantic

annotation tool for

selecting named

entities

World War I,

The Atom,

Geography/General

knowledge

MCQs

2.5 Contributions:

Based on the extensive review of the literature and to overcome all the above-mentioned

shortcomings and drawbacks, this research aims to use a dataset containing lectures of the

software engineering courses that consist of PowerPoint slides. The lectures are taken from the

department of computer and software engineering department belonging to the national university

of sciences and technology (NUST) Islamabad, Saudi electronics university. Text is extracted

from the lectures taken as a dataset for this research. Then proposed rules base methodology is

applied to the extracted text. When rules are applied to the given input, a file of automated

questions bank generation is produced as a result containing suitable assessment questions in it.

The rule-based approach is best suited for the text extracting from the intended lectures as

compared to other benchmark artificial intelligence and machine learning techniques e.g., syntax-

based approach and template-based approach in which neural network models are highly used.

Unlike other deep learning models, it does not need a large dataset for training purposes. That is

the reason, this approach consumed less complexity of the machine. Expert opinion is used for the

validation of the generated results.
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Chapter 3
Methodology

A novel and efficient methodology is proposed by utilizing machine learning techniques to aid in

the daily basis assessment procedure at the postgraduate level. The proposed methodology used

natural language processing NLP for the generation of an automated question bank. A high-level

view of the proposed methodology is shown in Figure-3-1. In this methodology, NLP techniques

and some rules have been made to generate the questions automatically. Rules are composed by

using regular expressions.

Figure 3- 1-High Level view of Proposed Framework

In this methodology, the raw slides are first pre-processed to straighten out semantic aberrations

in the raw data. This is followed by Parts-of-speech tagging to segregate and tag specific

structural elements. After sentence splitting, we use a rule-based approach to generate the

questions automatically. As part of our proposed methodology, we have created a comprehensive

set of rules based on regular expressions for effective question generation. Furthermore, A
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complete framework NLQBG is designed for the application of proposed rules in the proposed

approach. Question bank generation tool (QBG) is generated as a graphical user interface GUI

for the demonstration of the proposed approach.

3.1 Proposed Algorithm

The proposed algorithm consists of several steps to automate the generation of questions from an

input text. The steps of the algorithm are shown in Figure-3-2.

Figure 3-2 Steps of Proposed Framework

Before the implementation of the proposed rules to the text. The input text first needs to be

passed on some steps. Therefore, the whole process is carried out in the following steps.

1. Preprocessing

2. Parts of speech tagging (POS)

3. Sentence Spitting

4. Proposed Rules

3.1.1 Preprocessing
Text is extracted from the input pdf file of a lecture slide. The initial state of the extracted text is

rough and not capable to pass into the rules. Therefore, the cleaning process is done over it in
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which punctuation of the text string is carefully catered. Extra punctuation marks are removed to

clean the text, and some are placed to get the text in a format. As in PowerPoint slides full stop

“.” mark is often not present by the completion of every sentence. But in the proposed technique,

every sentence is separately needed so that rules are applied to it efficiently.

3.1.2 Parts of speech tagging (POS)
The important part of the proposed technique is POS tagging which is done by a POS tagger

library. A Part-Of-Speech Tagger (POS Tagger) is a piece of software that reads the text in some

language and assigns parts of speech to each word (and another token), such as noun, verb,

adjective, etc. (shown in table 3-1), although generally computational applications use more fine-

grained POS tags like 'noun-plural'. A list of POS tagged words abbreviation is given in Table 3-

1. Maxent dictionary of Stanford POS tagger is used in the proposed technique to place tags on

every single word of the input string.

Table 3- 1-List of POS tags

3.1.3 Sentence Splitting
After POS tagging on the whole text string, it splits into single sentences. The string is converted

into a string array by using the split function. The string array is ready to be fed into the proposed
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rules. Sentence splitting is needed before the text is fed into the proposed algorithm because a

rule-based approach is used, and every sentence is separately needed. Every single sentence is

one by one fed into the algorithm to check the synchronization with the proposed rule.

3.1.4 Proposed NLP Rules
This section comprises a set of NLP rules that cover mapping of the sentences in natural

language to question generation. To extract questions, these rules are to be realized over the text

extracted by the lectures of the postgraduate courses in natural language with the help of NLP

techniques.

Rules are comprised of regular expressions. These regular expressions are then applied to the

text using the string-matching technique supported by the Regular Expression Library. The basic

purpose of rules is to match each input sentence with them to see the pattern of the sentences and

select the sentences from which MCQs can be generated. These rules will be applied one by one

to every sentence of the text string to check the synchronization of the rules with the pattern of

the sentences. The pattern is the combination of some (Parts of Speech) POS tags. If the pattern

of a sentence would match the pattern of any one of the rules, then that sentence is selected for

generating the question. When a sentence is selected, then a question is generated according to

the format.

There are ten rules proposed for the extraction of questions and answers from a given input pdf

file. The result from the study shows that as the complexity of a sentence increases the number of

syntactical rules to be considered, therefore, for achieving maximum accuracy more rules to be

included [54]. The proposed rules with their description, regular expression, examples are as

follows:

1) Rule using the pattern of proper noun and verb combination

Figure 3- 3-Graphical representation of Rule1

Regular Expression: “\\w+NNP\\b.\\w+VBZ\\b”

Description: A noun with its POS value NNP and VBZ refers to the verb.
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This regular expression matches the pattern of string-like NNP proceeded by verb VBZ. If in a

sentence combination of NNP and VBZ come, then that sentence is selected for MCQ.

POS Tagging:

UML_NNP is_VBZ a_DT general_JJ purpose_NN notation_NN may_MD limit_VB

its_PRP$ suitability_NN for_IN modelling_VBG some_DT particular_JJ domains_NNS.

Applying_VBG Constraint_NN in_IN Profile_NNP OCL_NNP Editor_NNP opens_VBZ

within_IN Constraint

The above sentence has been selected for generating questions by rule1.

Extraction of right answer:"\\w+NNP\\b.*?(?=\\w+VBZ\\b)"

Regular expression extracts the key option for the answer and separates the question statement.

The further format will place the blank and make an MCQ question.

Extraction-Example:

Question: _______________is a general-purpose notation may limit its suitability for modelling

some particular domains?

Key option: UML

Question: Applying Constraint in ................opens within Constraint?

Key option: Profile OCL Editor

2) Rule using the Pattern of consecutive two singular nouns and verb combination

Regular Expression: \\w+NN\\b.\\w+NN\\b.(?=\\w+VBZ\\b|\\w+VBP\\b)
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Figure 3- 4-Graphical representation of Rule2

Description: Two consecutive nouns with POS value NN proceeded by the verb with POS value

VBZ or VBP.

The regular expression matches the pattern of a string with two NN proceeded by verb VBZ. If

in a sentence combination of these words come, then that sentence is selected for MCQ.

POS Tagging:

When_WRB using_VBG a_DT façade_NN controller_NN leads_VBZ to_IN low_JJ

cohesion_NN and_CC high_JJ coupling_NN.

Extraction of right answer:"\\w+NN\\b.*?(?=\\w+VBZ\\b)"

Regular expression extracts the key option for the answer and separates the question statement.

The further format will place the blank and make an MCQ question.

Extraction-Example:

When does use a ................ lead to low cohesion and high coupling?

Key option: façade controller

3) Rule using the pattern of singular noun and verb combination

Regular Expression: “\\w+NN\\b.(?=\\w+VBZ\\b|\\w+VBP\\b)”

Figure 3- 5-Graphical representation of Rule3
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Description: Noun with its POS value NN and VBZ| VBP refers to the verb.

This regular expression matches the pattern of a string with noun NN proceeded by verb VBZ

and VBP. If in a sentence combination of NN and VBZ come, then that sentence is selected for

MCQ.

POS Tagging:

When_WRB a_DT profile_NN is_VBZ applied_VBN,_, instances_NNS of_IN the_DT

appropriate_JJ stereotypes_NNS should_MD be_VB created_VBN for_IN those_DT

elements_NNS that_WDT are_VBP instances_NNS of_IN metaclasses_NNS with_IN

required_VBN extensions_NNS

This sentence has been selected for generating questions referred to by rule 3.

Extraction of right answer:"\\w+NN\\b.(?=\\w+VBZ\\b|\\w+VBP\\b|\\w+VBN\\b)"

This regular expression extracts the key option for the answer and separates the question

statement. The further format will place the blank and make an MCQ question.

Extraction-Example:

Question 1: When a .............is applied, instances of the appropriate stereotypes should be

created for those elements that are instances of meta classes with required extensions?

4) Rule using the pattern of a proper noun and round bracket combination

Figure 3- 6-Graphical representation of Rule4

Regular Expression:"\\w+NNP\\b.\\ ("

Description: Noun with its POS value NNP and (refers to the punctuation mark “round open

bracket”.

This regular expression matches the pattern of string-like NNP proceeded by verb (. If in a

sentence round bracket comes after a noun with POS value NNP, then that sentence is selected
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for MCQ. Brackets here include the abbreviation of NNP that proceed by bracket. So, the

question can be asked here about the abbreviation or full form of that noun NNP.

POS Tagging:

Building_NNP UML_NNP Models_NNPS with_IN OCL_NNP (_-Object_NN Constraint_NNP

Language_NNP)_-RRB-

This sentence has been selected for generating questions.

Extraction of right answer:"(? <=\\().*?(?=\\))"

This regular expression extracts the key option for the answer and separates the question

statement. The further format will place the blank and make an MCQ question.

Extraction-Example:

Question: what is the abbreviation of OCL?

Key option: Object Constraint Language

5) Rule using the pattern of plural noun and verb combination

Figure 3- 7-Graphical representation of Rule5

Regular Expression:

" \\b(\\w+NNS\\b|\\w+VBP\\b) (?:\\W+\\w+){0,0}?\\W+(\\w+NNS\\b|\\w+VBP\\b)\\b"

Description: Noun with its POS value NNS and VBP refers to the verb.

This regular expression matches the pattern of string in which consecutive nouns with POS value

NNS proceeded by verb VBP is present. If a sentence combination of NNS and VBP comes

consecutively, then that sentence is selected for MCQ.
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POS Tagging:

Because_IN modeling_NN languages_NNS do_VBP not_RB have_VB to_TO be_VB text_NN

based_VBN,_, and_CC often_RB are_VBP n't_RB (_-LRB- they_PRP can_MD,_, for_IN

example_NN,_, have_VBP a_DT graphical_JJ syntax_NN,_, like_IN UML_NNP )_-RRB-,_,

we_PRP will_MD need_VB a_DT different_JJ mechanism_NN for_IN defining_VBG

languages_NNS in_IN the_DT MDA_NNP context_NN ._.

The above sentence has been selected for generating the questions.

Extraction of right answer:

"\\w+NN\\b.?\\w+NNS\\b.(?=\\w+VBZ\\b|\\w+VBP\\b|\\w+VBN\\b)"

"\\w+NN\\b.?\\ here means if any noun with POS value NN may or not present before NNS can

be considered. This regular expression extracts the key option for the answer and separates the

question statement. The key option here is NNS. The further format will place the blank and

make an MCQ question.

Extraction-Example:

Question1: Because ................do not have to be text-based, and often are not (they can, for

example, have a graphical syntax, like UML), we will need a different mechanism for defining

languages in the MDA context?

Key option:Modelling Languages

Question2: In the pattern scope hierarchy, ................are the medium scale patterns?

Key option: Design Pattern

6) Rule using the pattern of a proper noun, singular noun, and verb combination

Figure 3- 8-Graphical representation of Rule6
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Regular Expression:"\\w+NNP\\b.\\w+NN\\b.\\w+VBZ\\b"

Description: Noun with its POS value NNP, noun with its POS value NN and VBZ refers to the

verb.

This regular expression matches the pattern of string-like NNP proceeded by NN which is

proceeded by the verb VBZ. If in a sentence combination of NNP NN and VBZ come, then that

sentence is selected for MCQ.

POS Tagging:

View_NNP architecture_NN is_VBZ popular_JJ choice_NN for_IN documenting_VBG

the_DT architecture_NN

The above sentence has been selected for generating the questions.

Extraction of right answer:"\\w+NNP\\b.*?(?=\\w+VBZ\\b)"

This regular expression extracts the key option for the answer and separates the question

statement. The key option here is NNP and NN. Further formatting steps will place the blank and

make an MCQ question.

Extraction-Example:

Question: ................is a popular choice for documenting the architecture?

Key option: View architecture

7) Rule using the pattern of a plural noun, conjunction and plural noun combination

Figure 3- 9-Graphical representation of Rule7

Regular Expression:"\\w+NNS\\b.\\w+CC\\b.\\w+NNS\\b"
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Description: Noun with its POS value NNS, and conjunction with POS value CC and VBZ

refers to the verb.

This regular expression matches the pattern of a sentence in a string in which two nouns with

POS value NNS are joined by a conjunction CC. If in a sentence combination of the above

pattern is found, then that sentence is selected for MCQ.

POS Tagging:

As_IN with_IN parts_NNS,_, properties_NNS can_MD be_VB connected_VBN to_IN other_JJ

properties_NNS or_CC parts_NNS using_VBG connectors_NNS

The above sentence has been selected for generating the question.

Extraction of right answer:"\\w+NNS\\b.?(?=\\w+CC\\b)"

This regular expression extracts the key option for the answer and separates the question

statement. The further format will place the blank and make an MCQ question.

Extraction-Example:

Question: As with parts, properties can be connected to other ................or parts using connectors?

Key option: properties

8) Rule using the pattern of plural noun, modal, verb base form and verb combination

Figure 3- 10-Graphical representation of Rule 8

Regular Expression:"\\w+NNS\\b.\\w+MD\\b.\\w+VB\\b.\\w+VBN\\b|VBZ\\b"

Description: Noun with its POS value NNS, MD refers to prepositions and VBZ|VBN refers to

the verb.
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The regular expression matches the pattern of string-like NNS proceeded by verb VBZ with the

help of MD and VB prepositions. If a sentence combination of NNS and VBZ comes in the

pattern mentioned above, then that sentence is selected for MCQ.

POS Tagging:

Requirements_NNS should_MD be_VB ranked_VBN according_VBG to_IN importance_NN

and_CC change_NN

The above sentence has been selected for generating questions.

Extraction of right answer:"\\w+NNS\\b.?(?=\\w+MD\\b)"

This regular expression extracts the key option for the answer and separates the question

statement. The further format will place the blank and make an MCQ question.

Extraction-Example:

Question: ...............should be ranked according to importance and change?

Key option: Requirements

9) Rule using the pattern of consecutive two singular noun, plural noun, and verb
combination

Figure 3- 11-Graphical representation of Rule 9

Regular Expression:

“\\w+NN\\b.\\w+NN\\b.\\w+NNS\\b.(?=\\w+VBZ\\b|\\w+VBP\\b|\\w+VBN\\b)”

Description: Noun with its POS value NN and VBZ|VBP|VBN refers to the verb.
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The regular expression matches the pattern of string-like two consecutive nouns NN proceeded

by verb VBZ|VBP|VBN. If in a sentence combination of NN, NN and VBZ come, then that

sentence is selected for MCQ.

Input Example:

When several target pattern elements are specified, they must be separated by commas ( ", " ).

POS Tagging:

When_WRB several_JJ target_NN pattern_NN elements_NNS are_VBP specified_VBN,_,

they_PRP must_MD be_VB separated_VBN by_IN comas_NNS.

The above sentence has been selected for generating the questions.

Extraction of right answer:"\\w+NN\\b.*?(?=\\w+VBZ\\b|\\w+VBP\\b|\\w+VBN\\b)"

This regular expression extracts the key option for the answer and separates the question

statement. The further format will place the blank and make an MCQ question.

Extraction-Example:

Question: When several ................are specified, they must be separated by commas ( ", " )?

Key option: target pattern elements

10) Rule using the pattern of noun and hyphen combination

Figure 3- 12-Graphical representation of Rule10

Regular Expression:"(?=\\w+NN\\b|\\w+NNS\\b|\\w+NNP\\b).\\–"



Chapter 3: Methodology

48

Description: Noun with its POS value NN, NNS and NNP. “|” sign represents “or”. It means

presence of either NN or NNS or NNP.

This regular expression finds the noun with POS value NN or NNS or NNP proceeded by the

hyphen sign “-“. It is because nouns proceeded by hyphen sign are defining themselves in the

text so here term name can be asked from that sentence that is referring proceeded line. If such a

pattern is found in a sentence, then that is selected for the MCQ.

POS Tagging:

Weak_JJ conflict_NN –_HYPH statements_NNS not_RB satisfiable_JJ together_RB under_IN

some_DT boundary_NN condition_NN

The above sentence has been selected for generating the questions.

Extraction of Right Answer:".*?(?=\\–)"

This regular expression extracts the key option for the answer and separates the question

statement. The further format will place the blank and make an MCQ question.

Extraction-Example:

Question: ................refers to– statements not satisfiable together under some boundary condition.

Key option: Weak Conflict

QBG Engine includes all of these rules implemented on an individual sentence of the text in
order to extract the questions.

3.1.5 Application Scenarios

Rules will be applied to the sentences of the input in two scenarios which are explained below.

Steps of the algorithm: Steps of the algorithm are as follows which include the application of

proposed rules to the sentences. Rules will be applied in two scenarios.

Scenario I- Single question generation from a single sentence

Unlike scenario I where all of the rules from r=1 to R are applied to a single sentence, only one

rule is checked on a single sentence shown in Figure 3-13 (a). For example, if a pattern of any

one rule matches with a pattern of a sentence, then a question is generated from that sentence and
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here iteration of the loop is terminated, and n is incremented by 1 here. then next iteration

executes to check the pattern of the next sentence with rules and so on.

The first sentence of the text is set to n=1 to generate the question from a given sentence. In an

iteration, all rules are applied sequentially to a sentence of the text. If the pattern of any one of

the rules matches with a pattern of sentence n=1, then a question is generated from that sentence.

When the rules are checked on a single sentence in an iteration, the following are the states that

occur.

1. A question will be generated if any one of the rules applies to a given sentence n=1.

2. No question will be generated.

Figure 3-13 (b)- Scenario I- Single question generation from a single sentence

Then, the value of n is incremented by 1 i.e., n=1+1, and the next sentence will be checked on

the rules and the whole algorithm is applied to all of the sentences up to N.
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Scenario II-Multiple question generation from a single sentence

The purpose of this scenario is to check either more than one rule can be applied to a single

sentence and to extract more than one question from a single sentence shown in Figure 3-13 (a).

Therefore, every proposed rule is applied to every sentence in different iterations. Following is

the whole process:

The first sentence of the text is set to n=1 to generate the question from a given sentence.

Similarly, the rule is assigned a number r and the total number of proposed rules is R. In an

iteration, all rules are applied sequentially to a sentence of the text. If a pattern of a rule matches

with a pattern of a sentence, then a question is generated from that sentence and then the next

rule is checked on that sentence.

Figure 3- 13 (b)- Scenario I-Multiple question generation from a single sentence
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For example, all the proposed rules from r=1 to R will be applied to the sentence n=1 in a single

iteration and goes up to the sentence N going through multiple iterations.

When the rules are checked on a single sentence in an iteration, the following are the states that

occur.

10) Single question will be generated if the single rule applies to a given sentence n=1.

11)More than one question will be generated if more than one rule applies to a given

sentence n=1.

12)No question will be generated.

In an iteration value of n will be the same. So, when all rules are checked in a single iteration on

a sentence and the aforementioned states have been found then n will be incremented to 1 i.e.,

n=1+1=2. It means the second sentence n=2 is now passed from the steps of the whole algorithm.

It will iterate the steps of the algorithm up to sentence N.

The Figure 3-3 demonstrates the complete flow of the proposed algorithm. The results are stored

in the XML file and a text file. The text files can be downloaded into the device to conduct the

assessment.
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Chapter 4
IMPLEMENTATION

This chapter provides the implementation details of our proposed framework. Section 4.1 gives

the detail of the tools and languages used. The proposed QBG tool interface along with a

description is presented in Section 4.2. Section 4.3 discusses the question generation in detail.

4.1 Tools and Languages

Based on the proposed algorithm, a complete (Question Bank Generation) QBG Tool is

implemented in Eclipse IDE [37] using JAVA language. The input of QBG is a PDF file of the

lecture slide. The output of QBG is an XML file of generated questions.

The process is summarized as follows:

 QBG receives lecture slide documents as input, and text is retrieved from the papers.

 Text is given a light pre-processing to put it in the right format.

 The OpenNLP Maxent tagger library is used to identify noun-verb conjugations,

prepositions, and adjectives.

 Regex (Regular expression library) made it easier to match each word's pertinent tags, and

then to match the resulting string with the suggested rules for extracting MCQ questions.

 By using the suggested rules, the questions are located and saved in the XMI file and a

downloadable text file.

There is no need for manual intervention because all QBG procedures are totally automated.

Figure 4-1 depicts the Eclipse platform's user interface. The proposed methodology is depicted

in Figure 3-1 as a high-level view. The processes of the QBG tool are summarized in this

diagram. Some preprocessing techniques, including a few state-of-the-art NLP techniques, were

adapted from previous publications. Figure 3-1 depicts the proposed methodology by

representing the system's inputs and outputs. In the following sections, we'll go through each

phase of the procedure in greater depth.
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Figure 4- 1-Interface of the Eclipse platform

4.2 Tool Interface

Figure 4-2 depicts the main interface of the QBG tool. As input, the tool uses a pdf file

containing the intended text to produce questions. Then, as demonstrated in the tool via menu

buttons, it has many functionalities. The output of menu buttons is displayed in the text field

labeled "output" below. By just pressing the option in the menu, the output can be downloaded to

the user's device.

The functions of buttons are briefly described below:

Extracted text

Text that is extracted from the input pdf file can be obtained by clicking this button.

POS Tagging

POS tags applied by the maxent tagger library on the extracted text can be seen by clicking this

button.
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Figure 4- 2-Interface of QBG TOOL

Selected Sentences

The text or sentences selected by applying proposed NLP rules for the extraction of questions

can be seen by clicking this button.

Output Questions

This is the main button through which extracted questions from a given input file can be obtained

and the result is shown on the output area given on the tool.

Download Output

When this button is clicked, the output present on the output area is downloaded to the location

of your choice in your device i.e., laptop, or computer.

4.3 Questions Generation Detail

The basic steps required to operate the QBG tool have already been discussed at the start of

section 4. So, these steps must be understood to generate the questions and answers from the

lectures. QBG tool has to input a pdf file to extract the questions from that file. By clicking the
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pdf file button, it will ask the file you need to upload from the device. When a file is successfully

uploaded into the QBG tool, the output can be taken from the menu buttons according to the

choice. But the sequence of buttons tells the functionality provided by the QBG tool. Although

the main desired output of the QBG tool is a file containing questions. But other intermediate

outputs can be seen by using menu buttons from the tool to understand the whole functionality.

Figure 4- 3-Output of QBG tool comprising questions

Each button's functionality has already been discussed. Because the name of the button

suggested its functionality, the output can be seen on the tool's output area by clicking the button

sequentially according to the desired output. Furthermore, by clicking the "download output"

button, the output can be downloaded into the device. Questions that have been generated by the

tool are obtained by clicking the button “Output questions”. Figure 4-3 shows the generated

questions and answers in the output area of the tool.

Now, these are the questions that are generated by the tool from the uploaded pdf file. This is the

desired output of the NLP rules. Questions in the output area of the tool shown in Figure 4-3 can

be downloaded into the device for future use. In the menu buttons of the QBG tool, there is a

button “Download output” is used for downloading the file comprising the questions and their

corresponding answers.
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Figure 4-4 shows the method how downloading the file. It clearly illustrates that by clicking the

button “Download output”, it will ask the desired location of the device at which you want to

save the output questions paper file. The extension of the file is .txt. You can keep the file name

according to your choice. Figure 4-4 shows the downloaded file comprising questions and

answers. Instructors can use these files or question papers as assessment items while taking

assessments of the students.

Figure 4- 4-Downloading the generated questions as a file
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Chapter 5
Validation

The applicability of the proposed framework is presented in this section with the help of courses

from computer and software engineering departments as case studies. Section 5.1 discusses the

datasets used as case studies. Section 5.2 discusses the results obtained by the QBG tool for

different courses. Results of scenario 1 and scenario II are in detail discussed in sections 5.2.1

and 5.2.2.

5.1 Datasets

The dataset for a question bank generation is taken from the computer and software engineering

departments of different universities. The dataset includes the lecture slides of different courses

in the software engineering field. Lectures of Postgraduates software engineering courses i.e.,

1. Model-Driven Software Engineering MDSE (NUST National university of sciences and

technology, Pakistan)

2. Software System Design and Architecture SSDA (NUST National university of sciences

and technology, Pakistan)

3. Software Requirement Engineering SRE (NUST National university of sciences and

technology, Pakistan)

4. Databases (umm ul Qura university of Saudia Arabia)

PowerPoint slides from lectures from the aforementioned courses are included in the datasets.

Lectures from these courses are used to test the efficiency of the proposed question bank creation

mechanism in the proposed system. The results are then evaluated by specialists from these

courses to verify and validate the proposed system's functionality.

It is to be noted that these lectures include PowerPoint slides, and they are in the form of pdf

text files. The proposed algorithm first extracts the text from the slides and then further steps are

applied to the text. The text in the lectures is not initially capable of being fed directly into the
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algorithm to produce questions. It needs to be preprocessed very carefully to get it ready to

generate questions. Preprocessing is done before being fed into the proposed algorithm. This has

been discussed in detail in section 3.

Figure 5- 1-MDSE lecture slide Figure 5- 2-SDA lecture slide

Figures 5-1 and 5-2 depict representative slides from MDSE and SDA presentations. As the

figures clearly illustrate, the language in the slides does not adhere to a suitable punctuation

standard. Each phrase does not end with a full stop. From the standpoint of slides, there is no

problem. However, before feeding this text format into the algorithm, it must be cleansed to

generate questions automatically.

5.2 Results

NLP rules have been applied to the first five lectures of all the courses used in the datasets.

Results have been taken from two scenarios separately to compare the results.
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Figure 5- 3-A text file of Extracted Questions

Figure 5- 4-XML file of questions

Figure 5-4 shows the XML file of the output of the QBG tool. XML file comprises the questions

and their corresponding answers. XML file is basically to store the output.
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5.2.1 Results of Scenario I

The rules have been implemented in this situation in such a way that IF-ELSE conditions are

employed in a loop. So, if a rule pattern synchronizes with a sentence pattern, a question is

formed from that sentence, and the iteration of the loop ends here, and the next iteration begins

checking the pattern of the next sentence with rules, and so on. In this fashion, the QBG tool has

generated questions from the courses of the aforementioned courses. The detailed results of the

courses are shown in Tables 5-1, 5-2, and 5-3. The accuracy of the QBG tool was calculated

with the use of tables. Table 5-1 summarizes the results of the five lectures of the "SSDA"

course. Table 5-2 summarizes the results of the five lectures of the "MDSE" course. Table 5-3

summarizes the results of the five lectures of the "SRE" course. Table 5-4 summarizes the

results of the five lectures in the "Database" course.

Table 5- 1-Summary of SSDA LIST

Sr. Lecture# Questions by QBG tool

Correct
questions

Wrong questions Total

1. 1 28 3 31
2. 2 7 4 11
3. 3 10 4 14
4. 4 22 3 25
5. 5 21 5 26

total 88 19 107

For each generated question through the QBG tool, we have calculated and compared the

number of Correct, Incorrect questions with the opinion of a human expert. This leads to

measuring the accuracy of the QBG tool for case studies.

Particularly, correct questions represent those questions that are correctly generated by the QBG

tool from PowerPoint slides. Incorrect are those questions that are incorrectly generated by the

QBG tool. Incorrect questions here mean the questions that are not meaningful. Based on the

aforementioned parameters, the accuracy is calculated as given below. The formula of accuracy

is taken from [14].
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From the table 5-1, it has shown that the total questions generated by the QBG tool from the

lecture slides under observation are=107 (Placeholder1)

Wrong questions generated by the QBG tool are = 19

Correct questions generated by QBG tool are =88

bolds= ���� ���������
���� ���������+����� ���������

Accuracy=
88

88+19
= 82.2%

Table 5- 2-Summary of MDSE LIST

Sr. Lecture# Questions by QBG tool

Correct
questions

Wrong questions Total

1. 1 28 8 36
2. 2 7 4 11
3. 3 11 1 12
4. 4 20 6 26
5. 5 12 0 12
6. 6 32 5 37

total -- 110 24 134

From the table 5-2, it has shown that the total questions generated by the QBG tool from the

lecture slides under observation are= 134

Wrong questions generated by QBG tool are = 24

Correct questions generated by QBG tool are =110

Accuracy= 110
110+24

= 82.0%
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Table 5- 3-Summary of SRE LIST

Sr. Lecture# Questions by QBG tool

Correct
questions

Wrong
questions

Total

1. 1 19 11 30
2. 2 22 2 24
3. 3 8 2 10
4. 4 15 2 17
5. 5 20 8 28
6. 6 12 4 16
total -- 96 29 125

From the table 5-3, it has shown that total questions generated by QBG tool =125

Wrong questions generated by QBG tool are = 29

Correct questions generated by QBG tool are =96

Accuracy= ���� ���������
���� ���������+����� ���������

Accuracy= 96
96+29

= 77%

Table 5- 4-Summary of Database LIST

Sr. Lecture# Questions by QBG tool

Correct
questions

Wrong questions Total

1. 17 48 6 54
2. 18 25 4 29
3. 19 70 10 80
4. 20 25 2 27
5. 5 71 8 79

total 239 30 269

From the Table 5-4, it has shown that total questions generated by QBG tool =269

Wrong questions generated by QBG tool are = 30

Correct questions generated by QBG tool are =239
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Accuracy= ���� ���������
���� ���������+����� ���������

Accuracy= 239
239+30

= 89%

Now accumulative accuracy of all the courses is calculated. The above tables, it has shown that

the total questions generated by the QBG tool from the lectures under observation

are=107+134+125+269=635

Wrong questions generated by QBG tool are = 19+24+29+30=90

Correct questions generated by QBG tool are =88+110+96+239=533

Accuracy=
���� ���������

���� ���������+����� ���������

Accuracy=
533

533+90
= 83.9%

Accuracy=84%

5.2.2 Results of Scenario II

Every rule was applied sequentially to each sentence of the input text in this scenario. The goal

of this scenario is to see if a statement can be used to extract more than just a question. As a

result of applying rules in this manner, it has been discovered that some sentences are

synchronized with multiple rule patterns. As a result, a single line can create multiple questions.

Aside from that, some of the issues have been brought up such as the discovery of duplicate

questions. For example, some rules, such as rule #3 and rule #4, are closely related. So, if two

successive nouns NN are preceded by VBZ in a sentence, both rules pose the same question with

minor differences. A fruitless attempt was made to consolidate these closely related regulations.

Despite their apparent resemblance, their patterns are distinct, and they must be used

independently to match the patterns of other texts.
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Table 5- 5-Summary of MDSE LIST
Sr. Lecture# Questions by QBG tool

Correct questions Wrong questions Total

1. 1 37 3 40
2. 2 10 3 13
3. 3 13 1 14
4. 4 25 4 29
5. 5 14 4 18
6. 6 38 5 43
total -- 137 20 157

For each generated question through the QBG tool, we have calculated and compared the

number of Correct, Incorrect questions with the opinion of a human expert. This leads to

measuring the accuracy of the QBG tool for case studies.

Particularly, correct questions represent those questions that are correctly generated by the QBG

tool from PowerPoint slides. Incorrect are those questions that are incorrectly generated by the

QBG tool. Based on the aforementioned parameters, the accuracy is calculated as given below.

The formula of accuracy is taken from [14].

From the Table 5-5, it has shown that the total questions generated by the QBG tool from the

lecture slides under observation are=

Total questions generated by QBG tool =157

Wrong questions generated by QBG tool are = 20

Correct questions generated by QBG tool are =137

Accuracy= 137
137+20

= 87.2%
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Table 5- 6-Summary of SSDA LIST

Sr. Lecture# Questions by QBG tool

Correct questions Wrong questions Total

1. 1 29 3 32
2. 2 9 4 13
3. 3 15 2 17
4. 4 32 6 38
5. 5 30 7 37
total 115 22 137

From the table 5-6, it has shown that total questions generated by QBG tool =137

Wrong questions generated by QBG tool are = 22

Correct questions generated by QBG tool are =115

Accuracy= ���� ���������
���� ���������+����� ���������

Accuracy= 115
115+22

= 84%

Table 5- 7-Summary of SRE LIST
Sr. Lecture# Questions by QBG tool

Correct questions Wrong questions Total

1. 1 38 4 42
2. 2 25 3 28
3. 3 10 2 12
4. 4 17 3 20
5. 5 27 5 32
6. 6 18 1 19

total -- 135 18 153

From the table 5-7, it has shown that Total questions generated by QBG tool =153

Wrong questions generated by QBG tool are = 18

Correct questions generated by QBG tool are =135

Accuracy= 135
135+18

= 88.2%
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Table 5- 8-Summary of Database LIST
Sr. Lecture# Questions by QBG tool

Correct questions Wrong questions Total
1. 17 66 10 77
2. 18 32 4 36
3. 19 80 30 110
4. 20 34 2 36
5. 5 77 38 115

total 289 84 374

From the table 5-8, it has shown that Total questions generated by QBG tool =125

Wrong questions generated by QBG tool are = 29

Correct questions generated by QBG tool are =96

Accuracy= ���� ���������
���� ���������+����� ���������

Accuracy= 96
96+29

= 77%

Now accumulative accuracy of all the courses is calculated. The above tables, it has shown that

the total questions generated by the QBG tool from the lectures under observation are

=157+137+153+374=821

Wrong questions generated by QBG tool are = 18+22+20+84=144

Correct questions generated by QBG tool are =135+115+137+298=685

Accuracy=
685

685+144
= 83.4%

Accuracy=83.4%

It has already been discussed that duplication of questions is found in Scenario II. E.g., some

rules like rule#3 and rule#4 are closely related to each other. So, if in a sentence two consecutive

nouns NN come proceeded by VBZ, then both rules make the same question with a little

difference. An attempt has done to merge these closely related rules but failed. Although they are

closely related but their patterns are different, and they both are needed separately to match the

pattern of different sentences.
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Scenario I provide more accuracy than Scenario II, as evidenced by the aforementioned

accuracies of both scenarios. Duplication of questions is evident in Scenario II as well, as

previously discussed. Even though Scenario I give more accuracy than Scenario II. Scenario II,

on the other hand, gives a diversity of questions that Scenario I is unable to provide due to the

application of a single rule to a statement. Therefore, Scenario II is preferable to Scenario I

since it offers us a bigger number of questions.

5.2.3 Comparison with a Previous Study [20] that used Slides as Input

As discussed earlier the author in [20] has used slides as input into the proposed algorithm in

order to generate questions. In literature, there is only a study [20] available that is using slide

content. Therefore, in this section, a comparison is done with our proposed approach with [20].

Table 5-9 shows the summarized result of the questions generated by the proposed QBG tool by

taking the slides used as input by [20]. The evaluation criteria used by the author is the rating of

the questions taken by 50 users. While the accuracy of the proposed QBG tool is calculated by

validating the correct and incorrect questions. Correct and incorrect questions are distinguished

by the experts of particular subjects.
Table 5- 9-Comparison between proposed QBG tool and [20]

Sr. Author Techniques

Applied

Domain Tool Output Accuracy

1. Faizan

[20]

2018

Used semantic

annotation tool

for selecting only

named entities

i.e., nouns

World War I,

The Atom,

Geography/Ge

neral

knowledge

No tool Factoid

nature

MCQs

User evaluation

Maximum

question quality

rating =43.33%

2. Nayab Rule-based

Approach

10 proposed rules

to cover

maximum text

Computer

Science i.e.,

Software

Engineering

courses

QBG

tool

Fill in the

blanks

84%
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This approach [20] is only finding named entities from the slides and asking a question. Named

entities here include nouns i.e.., the name of a person, place or a thing. The author did not

provide the material used in his research so that we can use that dataset in the QBG tool to see

the result.

5.2.4 Comparison with a Previous Study [10] that used Operating system book as
Input

Now we take the study using the same computer science domain as input but using rich content

i.e., book. Chapter 11 of this book containing 20 pages has been used as input in the QBG tool in

order to check the results. Table 5-10 (a) shows the results generated by the QBG tool.

Table 5- 10 a)-Results generated of input used in [10]

Sr. Input Questions by QBG tool

Correct

questions

Wrong

questions

Total

1. Operating system 207 0 207

Table 5- 10 b)-Comparison between proposed QBG tool and [0]

Sr. Author Techniques

Applied

Domain Tool Output Accuracy

1. Faizan

[20]

2018

Used semantic

annotation tool

for selecting only

named entities

i.e., nouns

Computer

Science i.e.,

Operating

system

MCQG

tool

MCQs Whether or not the

generated

questions have a

meaningful or

useful question, this

will be explored in

future studies
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2. Nayab Rule-based

Approach

10 proposed rules

to cover

maximum text

Computer

Science i.e.,

Model-Driven

Software

Engineering,

Database,

Software

System Design

and

Architecture,

Software

Requirement

Engineering

QBG

tool

Fill in the

blanks

100%

Table 5-10 (b) shows the comparison results with a previous study using an operating system

book as the input of the tool. The author of this research is not giving clear accuracy and

mentioned that questions either are meaningful or not will be discussed in future studies. Our

proposed tool gave a good result on the operating system course containing rich content.

Therefore, we can say that the proposed methodology is good enough to make questions.
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Chapter 6
Discussion and Limitations

Sub-section 6.1 contains a detailed discussion of the proposed research work and sub-section

6.2 deals with the limitation of the research.

6.1 Discussion

This article introduces a novel framework to automatically generate assessment questions from

the contents of lecture slides. The feasibility of the proposed framework is evaluated through the

lecture slides of courses university-level as case studies. In our approach, we used the post-

graduate-level courses for question generation where the mode of delivering the lectures is

PowerPoint slides by the instructors. The results, as given in Tables 5-6, 5-7, and 5-8, prove that

the proposed framework can generate a question bank from a lecture with high accuracy. We

target different courses of software engineering courses to generate questions. Every course has

around 15-20 lectures taken from the relevant expert and every lecture has been used to generate

the questions from the QBG tool to see the results. But in this work, the results of the initial few

lectures are included due to space limitations.

The goal is to demonstrate the efficacy of the proposed framework, which is accomplished fairly

through given case studies. In this regard, the QBG tool is freely available [56] for further

evaluation using the various case studies of choice. The biggest advantage of the proposed

framework is to deal with the inappropriate text of slides content without any particular template,

where reduced text content and structure in slides results in poorer annotation quality when

compared to long, well-articulated texts. Therefore, it is quite hard to manage the text of slides as

compared to texts that are well written. In this case, we used a few pre-processing steps to get the

text in a good format before applying the proposed algorithm. These steps are derived from a

standard procedure that is widely used in natural language processing. The given preprocessing

steps for the text of slides contents certainly improve the accuracy of the QBG tool. The QBG
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tool, on the other hand, can generate assessment questions from any text. It has been observed

that the QBG tool gives more accuracy to those lectures that are written with good text structure

when calculating results. Depending on the style of the given text, the accuracy of the QBG tool

may be compromised in this case.

The proposed framework is the first and significant step toward the automation of assessment

questions from the content i.e., PowerPoint slides. The proposed framework is highly beneficial

for both industry and academia. Particularly, the proposed framework helps in building the right

product at the right time at a comparatively lower cost. It yields a positive result, and validation

demonstrates that it will greatly assist university instructors. Questions are generated for various

courses, and it has been discovered that using the QBG tool to create questions is effective. An

accuracy of roughly 80% was obtained while preparing the questions for each course. The key

benefit of the proposed framework is that it significantly reduces the development time of

quizzes and papers as the automatically generated assessment questions.

The precision of the QBG tool can be improved by paying close attention to the preprocessing

procedures. Even though our method for text preparation is sound. However, as we all know, the

content on the lecture slides is not plain text. Natural language processing (NLP) deals with text

that should be simple and well-formatted. Furthermore, the punctuation marks in the sentences

on the lecture slides are incorrect. And any recommended technique for generating questions will

look at the sentences independently to generate the question from a specific sentence. As a result,

to adapt the text of PowerPoint slides, adequate pre-processing processes are required.

The proposed framework is highly extendable and supports further enhancements as per

requirements. For example, the proposed tool generates open closes i.e., fill-in-the-blank

questions. The same approach can be used to generate multiple-choice MCQ questions and

subjective type questions. Therefore, it is straightforward to incorporate more rules in the

proposed framework for the generation of other types of questions like subjective type questions,

generation of distractors to make questions like MCQs, etc. Subsequently, the rules can be

implemented in the QBG tool with simplicity.

6.2 Limitation

We only provide the foundation of the proposed framework in this article by focusing on the fill-

in-the-blank questions with the correct option from PowerPoint slides. In this regard, the
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proposed framework currently lacks questions with distractors. We believe that by using the

methodology (Section 3) and implementation approach provided, such missing distractors

concepts can be easily incorporated into the proposed framework (Section 4).
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Chapter 7
Conclusion and Future Work

This work presented a novel framework to automatically generate open cloze questions and

answers from the lecture slides of software engineering courses at the postgraduate level. The

proposed framework employed Artificial Intelligence (AI) techniques like Natural Language

Processing (NLP) etc. to enable the automatic generation of questions banked from PowerPoint

slides. Particularly a set of rules are developed to extract the questions and their corresponding

answers from the given input lecture slides as a pdf file. Furthermore, a complete algorithm is

developed for the execution of rules to generate questions. A sophisticated user interface tool i.e.,

the QBG tool is also developed. The feasibility of the proposed framework is demonstrated

through the lectures taken from the department of computer and software engineering department

belonging to the national university of sciences and technology (NUST) Islamabad and umm ul

Qura university Saudia Arabia.

The proposed algorithm used a rule-based approach which is best suited for the text extracted

from the intended lectures as compared to other benchmarks i.e., artificial intelligence and

machine learning techniques in which neural network models are highly used. Unlike other deep

learning models, it does not need a large dataset for training purposes. That is the reason, this

approach consumed less complexity of the machine.

Our results showed reasonable performance giving a mean accuracy rate of 84%. For validation,

comparison results are made by taking input from previous studies and good results with high

accuracy are obtained. Based on the obtained results, it can be concluded that:

• Rule-based approach providing high accuracy gave promising results to the real-time

educational environment of the courses of postgraduate’s level leading all state-of-the-art

results.

• Proposed approach provides the fast and easiest way to generate questions automatically

that benefit the real-time education environment. Instructors can easily generate the
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questions by taking only a few seconds and making an assessment activity for the

students on regular basis.

• Students can also get benefit by using this tool in their self-learning for the exams and

especially during a covid-19 pandemic crisis.

The evaluation results prove that the proposed framework is capable of generating the open cloze

questions from the lecture slides of Software engineering courses with high accuracy.

Consequently, the proposed framework is the first and significant step towards the automation of

generating questions at the postgraduate level from the PowerPoint lecture slides. This leads to

several benefits for the instructors like taking students’ assessments regularly without

consumption of time and effort.

The proposed framework is highly extendable for further enhancements. Although the rule-based

approach is efficiently used to extract the cloze questions and gave very graceful results with

high accuracy there is still room to enhance the NLP rules to generate questions to increase the

accuracy. The rule-based approach can be further used to extract the distractors of the answers

and can convert cloze questions to open cloze questions. Furthermore, subjective type questions

can be generated using this approach. QBG tool can be upgraded by inserting more

functionalities. This will be more beneficial to the instructors to make full fledge question papers

for exam points of view.
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