
 

   

 

Prediction of next wave of Coronavirus Disease 2019 

(COVID 19) using regression model 

 

 

 

 

 

Author 

Saffiullah Khan 

Reg. Number 

206522 

 

Supervisor 

Dr. Urooj Fatima 

 

DEPARTMENT OF COMPUTER & SOFTWARE ENGINEERING 

COLLEGE OF ELECTRICAL & MECHANICAL ENGINEERING 

NATIONAL UNIVERSITY OF SCIENCES AND TECHNOLOGY 

ISLAMABAD 

September 2021 

 



 

   

 

Prediction of next wave of Coronavirus Disease 2019 (COVID 19) 

using regression model 

Author 

Saffiullah Khan 

Reg. Number 

206522 

 

A thesis submitted in partial fulfillment of the requirements for the degree of 

MS Software Engineering 

 

Thesis Supervisor: 

DR. UROOJ FATIMA 

 

Thesis Supervisor’s Signature: 

____________________________________ 

 

 

DEPARTMENT OF COMPUTER & SOFTWARE ENGINEERING 

COLLEGE OF ELECTRICAL & MECHANICAL ENGINEERING 

NATIONAL UNIVERSITY OF SCIENCES AND TECHNOLOGY,  

ISLAMABAD 

September 2021



1 

Declaration 

I certify that this research work titled “Prediction of next wave of Coronavirus Disease 

2019 (COVID 19) using regression model” is my own work. The work has not been presented 

elsewhere for assessment. The material that has been used from other sources has been properly 

acknowledged/referred.  

 

 

 

Signature of Student  

Saffiullah Khan 

MS – 17 – CSE 

 

 

 

 

 

 

 

 

 

 

  



2 

Plagiarism Certificate (Turnitin Report) 

This thesis has been checked for Plagiarism. Turnitin report endorsed by Supervisor is 

attached.  

 

 

 

 

 

 

 

Signature of Student  

Saffiullah Khan 

00000206522 

 

 

 

Signature of Supervisor



3 

Copyright Statement 

● Copyright in the text of this thesis rests with the student author. Copies (by any 

process) either in full, or of extracts, may be made only in accordance with instructions 

given by the author and lodged in the Library of NUST College of Electrical and 

Mechanical Engineering (CEME). Details may be obtained by the Librarian. This 

page must form part of any such copies made. Further copies (by any process) may 

not be made without the permission (in writing) of the author. 

● The ownership of any intellectual property rights which may be described in this thesis 

is vested in NUST College of Electrical and Mechanical Engineering (CEME), subject 

to any prior agreement to the contrary, and may not be made available for use by third 

parties without the written permission of the CEME, which will prescribe the terms 

and conditions of any such agreement. 

● Further information on the conditions under which disclosures and exploitation may 

take place is available from the Library of NUST College of Electrical and Mechanical 

Engineering (CEME), Islamabad.



4 

Acknowledgements 

Firstly, The Most Gracious Allah has given me the strength and ability to write this 

report and complete our degree. We pray that Allah would keep on giving us strength to better 

this world and follow the footsteps of our role model Prophet Muhammad (p.b.u.h). Secondly, 

I would like to give my regards to Dr. Urooj Fatima whose unwavering support has been 

essential during this milestone. I am also very grateful for her continuous guidance and help.  

I am profusely thankful to Dr. Arslan Shaukat and Dr. Wasi Haider Butt for an 

excellent guidance throughout this journey and for being part of my evaluation committee. I 

am thankful to my teachers who have guided me and molded my abilities so that I can succeed 

in my field. Lastly, I want to acknowledge my parents and siblings who lifted my spirits during 

the hard time. A very special thanks to all my friends, for always listening to me and being a 

sounding board.



5 

Abstract 

The Coronavirus Disease 2019 (COVID 19) has caused chaos everywhere in the world, 

and is prevailing with time. On 11th March 2020, World Health Organization (WHO) declared 

COVID-19 a global pandemic. Nonetheless, it is imperative to monitor the number of patients 

being affected. In this era of technological advancement and unprecedented change where the 

rate of innovations and discoveries are occurring at quite a pace, whilst in the field of health, a 

lot of work is still being done manually.  

Many advancements have been made towards the domain of treatment nevertheless, no 

such initiative has been taken to automate the process of making predictions of deadly viruses 

until the year 2020 when the world was suffering through a pandemic as last pandemic, 

Influenza occurred  back in 1918. Predictions with respect to waves of virus were initiated in 

2020 when WHO made the covid-19 data available for researchers. Every country is facing 

issues while handling coronavirus in terms of lack of vaccinations, in adequate medical 

facilities, shortage of oxygen and logistics. This due to sudden outbreaks of  coronavirus that 

does not give ample time to countries to make necessary arrangements as there is no mechanism 

to predict the upcoming waves.  To overcome this problem, in this research we have aimed to 

generalize the approach towards the prediction of the next wave using multiple linear 

regression model to help international community  take necessary actions to contain the spread 

at global level.  

In our model total 17 attributes out of 113 were selected and 16 were independent 

variables (inputs) and 1 was a dependent variable (output). A study of trends of disease spread 

in the past and people affected by the disease daily are taken into consideration to predict the 

upcoming wave of COVID-19 globally. This will inform the region to investigate at country 

level to identify what Standard operating procedures are not being followed which will cause 

the predicted wave. Furthermore, prepare the countries of that region to arrange necessary 

medical equipment and take preventive measures to contain the spread in order to avoid the 

predicted wave. Moreover, this research fills many gaps highlighted during the previous 

researches such as handling of missing values in the input data given, skewed values, feature 

engineering and selection.  

For this work, dataset is taken from Our World in Data (OWID). The number of active 

cases of a certain period along with 15 other attributes are given as the input to the model and 

linear regression model techniques are applied to the data in order to predict the upcoming 
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COVID-19 wave based on the analysis performed on new active cases and deceased cases with 

respect to dates.   

Forecasting future trends will help international community to make necessary 

arrangement to contain the spread such as travel restrictions, focus of International community 

to expediating the process of vaccination and helping countries of a specific region which are 

unable to contain the spread. This pandemic is a global issue and apart from efforts being done 

by local governments of all countries, steps shall be taken on international platforms to 

eliminate this virus in a joint effort. The performance of the designed model is compared with 

the historic trends and other published methods, which demonstrates that the designed model 

provides predictions that are more accurate and precise up to 97.6%. The system is fast, 

efficient and has a high response rate as compared to the other models. 

 

 

Key Words: Coronavirus Disease; COVID 19; ML; Regression Model; Owid; EDA; Our 

World in Data; Multiple linear regression; R square; mse ;rmse. 
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CHAPTER 1:  INTRODUCTION 

Pandemics have occurred throughout time, taking millions of lives worldwide. The first 

case of the novel coronavirus whose origins trace back to Wuhan city, China was first reported 

in 2019 [1]. The Severe Acute Respiratory Syndrome Coronavirus-2 (SARS-CoV-2) has taken 

millions of lives all over the world; spreading through respiratory droplets when a person 

carrying the infectious disease coughs or sneezes close to others [2]. Moreover, ten million 

people are infected with over 500 thousand deaths within the six months since the origin of the 

virus, the rapid transmission of the virus has led the World Health Organization (WHO) to 

label it as a Global Pandemic [3]. The wide prevalence of the virus has affected lives all over 

the world, in addition to the development of vaccines, many challenges are being faced such 

as; availability and affordability of vaccines across the world, reliability of vaccines [4]. 

Coronavirus disease 2019 (COVID-19) has altogether affected the whole present reality 

and slowed down normal human exercises in a particularly remarkable manner that will have 

an extraordinary impression on the historical backdrop of humankind. Various nations have 

received various measures to assemble flexibility against this hazardous disease. Be that as it 

may, the exceptionally infectious nature of this pandemic has tested customary medical 

services and treatment rehearses. Along these lines, artificial intelligence (AI) and machine 

learning (ML) open up new components for powerful healthcare during this pandemic. AI and 

ML can be valuable for medication improvement, planning proficient determination 

techniques, and delivering forecasts of the disease spread to make necessary arrangements for 

logistics and plan smart lockdowns to contain the spread. These applications are profoundly 

subject to real-time observing of the patients and viable coordination of the data, where the 

Internet of Things (IoT) assumes a key part. IoT can likewise assist with applications, for 

example, automated drug delivery, responding to patient queries, and tracking the causes for 

disease spread. These days, we are noticing fast progression in each part of science and 

innovation. With the assistance of machine learning strategies, accessible information can 

foresee complex future patterns. With legitimate and adequate training information, a machine 

learning contraption can be used to concentrate on patterns and foresee the future patterns [5]. 

The proposed project is a machine learning approach which will be used to predict the next 

wave of Coronavirus Disease using a regression model. The system will predict the future 

trends of this deadly disease and will help in taking preventative measures at administrative 
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level to make necessary arrangements to stop the spread of the virus and proactively plan the 

national level activities accordingly. This system, I believe will be an advancement towards 

more accuracy will lead to more accurate predictions. It will help the targeted audience to 

design better treatment plans for the affected patients and to take preventive measures. 

1.1 Background and Motivation 

Developments in technology are causing tremendous changes in many life sectors, may 

it be education, work, industry, or transportation. In the domain of health, computerization is 

still a work in progress. A lot of work has been done to develop such tools that may help with 

dealing with various diseases, for example, virtual reality simulations are used to help people 

overcome their phobias. With digitalization upsetting each industry, including medical 

services, the capacity to catch, share and convey information is turning into a high need. ML, 

big data and computerized reasoning (AI) can assist with tending to the difficulties that 

tremendous measures of information present. ML and AI can likewise help medical services 

associations fulfill developing clinical needs, further develop activities and lower costs. 

Moreover, Machine learning advancements can help medical services professionals distinguish 

and treat sickness all the more proficiently and with more accuracy and customized care.[6] 

With humongous amounts of data being generated there is a need to effectively process 

it by saving a strenuous amount of time and work. Data is available on the internet in various 

formats and is easily accessible; however, to manipulate it and to derive a logical explanation 

from it takes a lot of human effort. To minimize this human effort in order to study the trends 

of the past and the future a machine learning approach can be applied. In machine learning 

different algorithms can be applied to reach an optimal solution. The process of manipulating 

the data is very transparent. Large amounts of data with millions of data points can be easily 

visualized and interpreted.  Machine learning and IOT can be used to mitigate the covid-19. 

ML generated models can help in battling any upcoming pandemic. We can reuse the existing 

models with slight variation and train them on new types of datasets to mitigate the spread of 

any future pandemic. Moreover, the performance of these ML models can be improved by 

incorporating new machine learning methods. The performance gaps can be filled by revising 

the models to incorporate new advancements in machine learning. 
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1.1.1 CoronaVirus 

The coronavirus belongs to a family of viruses that can cause illnesses in the respiratory 

system of the human body. Common symptoms for coronavirus are fever or chills, cough, 

shortness of breath or difficulty breathing, tiredness, muscle or body aches, headaches, loss of 

taste or smell, sore throat, congestion or runny nose, nausea or vomiting and diarrhea [7]. There 

are many types of Human coronaviruses amongst which the most common types are 229E 

(alpha coronavirus), NL63 (alpha coronavirus), OC43 (beta coronavirus) and HKU1 (beta 

coronavirus). Other human coronaviruses are MERS-CoV (the beta coronavirus that causes 

Middle East Respiratory Syndrome), SARS-CoV (the beta coronavirus that causes severe acute 

respiratory syndrome) and SARS-CoV-2 (the novel coronavirus that causes coronavirus 

disease 2019)[8].  

Coronavirus is diagnosable through a laboratory test in which the healthcare provider 

collects a sample of your saliva or swabs your nose or throat. Coronavirus is treatable with  

Remdesivir (Veklury®) which is a FDA approved drug to treat patients infected with the 

COVID 19 infection [7]. Till date an approximately 215 million cases have been reported and 

4.6 million have died by contracting this virus. 

1.2 Aims & Objectives 

Major objectives of this research are as following: 

⮚ Extract data from covid-19 dataset 

⮚ Perform Exploratory data analysis 

⮚ Cleaning and munging of data 

⮚ Feature Engineering on numerical data 

⮚ Feature Engineering on categorical data  

⮚ Feature Selection 

⮚ Regression Model Implementation 

⮚ Prediction of next wave based on countries 

 

1.3 Problem Statement 

Ever since the advancement of technology, a lot of expectations reside in the 

automation of artefact may it be in the field of education, aviation, psychology, teaching or 
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health. During the former times, due to the lack of development and  awareness our ancestors 

have suffered through droughts, famine and pandemics. Since then, a lot of work has been done 

specifically to help mitigate the severe effects of all kinds of real world challenges. Many 

advancements have been made specifically in terms of treatments however, no ground breaking 

work has been done to automate the process of predicting future occurrences. There was no 

sure way to know about the  eventuality of an oncoming disaster until the emergence of 

machine learning. In the course of 2020, when the world was suffering through a pandemic 

from covid-19, a large number of lives were influenced straightforwardly from the infection. 

People are increasingly turned to clinicians when they develop or get ill,  4th waves are ongoing 

in several areas of the world, and the capacity limitations identified were not fixed completely 

despite many fatalities during initial waves of Covid-19. A number of regions face these 

challenges but nonetheless boast ongoing second waves. Although a lot of work has been done 

in order to control the spread of this deadly virus, there is no sure way of knowing if the world 

is going to suffer another wave. 

Moreover, poor and labor class that are already living through hard times are affected 

by the lockdowns imposed the governments. The internment is severely touching the poor and 

migrant labours. Staying indoors might not be a viable alternative in current times while taking 

in account the risk that plenty of humans can also additionally die out of starvation and different 

ailments. International media is reporting regarding the pandemic and the way it's far effecting 

the lives of human beings. Many studies are being conducted in any respect ranges to fast 

collect information, come up with mitigation equipment and strategies and also implementation 

of the same. Therefore law makers and institutions  need to have a holistic view of the latest 

situation and need to visualise the quantity at which the coronavirus can spread and cause 

deaths to enable them to make robust policies and plan next desirable steps that shall be taken 

to contain the spread. 

 For this purpose, there is a dire need for a machine learning model that predicts the 

future of the occurrence of the next  wave. Predicting the upcoming wave for a specific country 

or a region with help of a model would help mitigate the risk of uncontrollable spread and 

proactively make the necessary arrangements to contain the spread.  

1.4 Thesis overview 

Chapter 1: Includes an overview of the thesis and introduction to background 

knowledge, domain information, motivation for topic selection, goals of research and  structure 
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of the thesis. Chapter 2: includes the detailed systematic literature review. Chapter 3 highlights 

the proposed methodology and implementation of our proposed idea. Chapter 4: includes a 

discussion of the achieved results and validation of these results from  domain experts. Chapter 

5: includes a conclusion section that concludes the thesis. Moreover, there are ideas listed for  

further improving the existing work under the heading of future work. 
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CHAPTER 2:  LITERATURE REVIEW 

During the course of time numerous techniques have been applied for classification and 

predictions in various fields such as medical domain, engineering, and education. In this era of 

technological advancement and unprecedented change where the rate of innovations and 

discoveries are occurring at quite a pace, whilst in the field of health, a lot of work is still being 

done manually. Many advancements have been made towards the domain of treatment 

nevertheless, no such initiative has been taken to automate the process of making predictions 

of deadly viruses until the year 2020 when the world was suffering through a pandemic. 

Moreover, numerous machine learning models have been built to predict the outcome of people 

suffering from covid or the technologies that can be used to help mitigate the coronavirus. In 

this chapter overviews of several machine learning models have been presented and discussed.  

 

2.1 Predictive modeling 

Predictive modeling is a technique in which data mining and machine learning are used 

to predict future trend or patterns with help of historical data or existing data. Predictive 

modeling is a statistical technique and it works by analyzing the provided input and the recent 

data and projecting what it learns on a model while training to predict the likely instances for 

the future. Predictions by analyzing the historical data is helping every domain whether it is 

relevant to credit risks, customer purchases, medical, corporate sales etc.  

Predictive models are not fixed and they are revised frequently to train those models on 

latest data and incorporate changes in the data. Assumptions are generated based on the past 

activities and current situation. Most predictive models are efficient and perform calculations 

in real time to help out companies, bank, administrative institutions and medical institutions in 

making decisions with respect to predictions generated based on past data. There are multiple 

types of prediction models and predictive analysis tools use different models with respect to 

nature of data and desired outcomes. Most commonly used types are (i) classification model, 

(ii) clustering model, (iii) Forecast Model, (iv) Outliers model and (v) Time series model. In 

this study we are using regression models.  

Regressing models are one of the forecasting models which take historic data as input 

and provide desired outcome predicting future possibilities. Regression analysis is a predictive 

model technique which determines the relation between Predictor variable (Independent) and 
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target variable (dependent). A curve line or a straight line is fitted to the data points in such a 

way that the distance of each data point from the line or curve is minimum. The benefit of using 

regression analysis is that is indicates both the significant relationships among the dependent 

and independent variable, moreover, it also shows the strength of impact of multiple 

independent variable on dependent variable.  

Types of Regression:  

(i) Linear Regression 

(ii) Logistic Regression 

(iii)Polynomial Regression 

(iv) Ridge Regression 

(v) Lasso Regression 

To select right type of regression model we have to explore data and identify relation and 

impact of variable. Multiple metrics for model evaluation such as R-square, Mean square error, 

Root mean squared error can be used to determine the goodness of fit. Moreover, cross 

validation can be performed to evaluate your model to see if it fits and generate optimal 

predictions. Linear regression model is one of the important and readily used model. If the 

linear relation among the dependent continuous variable and multiple independent variable 

exists , such model is known as Multiple Linear Regression.  

2.2 Literature Review  

The prevailing situation of a pandemic has affected the conventional way of living. 

Moreover, numerous researchers have proposed methods to predict and forecast the next spike 

of the virus, take preventive measures, and handle the situation more effectively.  

In the paper [9], the authors have proposed a method to forecast the number of totals, 

cumulative number of confirmed cases, number of recovered cases, and number of daily cases. 

The dataset used for this study was taken from Kaggle, which was based on 61 days. 

Furthermore, it was preprocessed using a Standard scaler for scaling the data, and then Support 

Vector Regression was applied for the prediction. In information pre-processing section, author 

has created the variable column (y) that is defined as dependent and independent variable (X) 

is set to be No. of days from start of March (i.e 1st March). X as independent variable is a 

numpy array of elements one to sixty one. 60% of the data is then taken for training and 40% 

of the data is considered for testing of the model. Segregation of data is done using python 

library function. After splitting the data set Standardscaler() function is used by the author for 
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standardization of both X and Y for testing and training. New objects are then created for 

standardized data of X and Y. To fit the object into the data for transformation of X and Y to 

achieve the optimal state ranging from -3 to +3 fit_transform() function is used. The data 

scaling is achieved, and regression application is done afterwards for prediction of new active 

cases.  SVR is then applied as it fits for both linear and not linear. SVR regression model is 

used from Support Vector Machine class of sklearn python library. The performance metrics 

included: mean square error, root mean square error, regression error, and percentage accuracy. 

The suggested model had an accuracy of 99% for predicting deaths, cumulative number of 

confirmed cases, recovered cases, and the accuracy for predicting daily new cases was 87%.  

The anticipated method forecasts the number of coronavirus active cases, number of everyday 

new cases, total demises along with number of day-to-day new deceases. Forecasting for 

patients that have recovered is also performed. With help of SVR, a machine learning model 

and Considering the past patterns, the upcoming pattern are projected. The Support Vector 

Regression is said to have performed better with a consistency in forecasting in comparison to 

other regression models such as logistic, linear and polynomial. The inconsistencies present in 

the dataset are catered using the methodolgy proposed. Measures for containment such as social 

distancing and hygiene shall be taken to stop the spread of coronavirus disease  which is 

significantly higher as of now and needs to be controlled to lower the rate of progression by 

reducing the spikes reflected in the dataset. The authors have claimed the model to be a better 

prediction model than regression. However, the model is only based on the situation in India 

and has more accuracy in predicting deaths by taking into account number of active cases. 

 

In order to speculate the trend of cases of coronavirus in the next upcoming days, the 

authors' Rath, S. et al have suggested a regression model [10]. A study regarding day-to-day  

numbers for people being affected by coronavirus disease is considered in order to forecast and 

predict future patterns and trends with respect to the active cases in India. The data set used is 

taken from WHO’s site from March 2020 to July 4, 2020. Correlation between the active cases, 

number of deaths and number of confirmed cases is determined and stated in the study 

conducted. The authors applied multiple regression models such as linear and multiple linear 

regression techniques to identify the patterns and trends of the affected number of cases using 

the dataset acquired from WHO.   Firstly, the data was cleaned for two data sets i.e. handling 

missing values. After data cleansing an analysis for correlation using Spyder of Anaconda 

Navigator application is performed in Python programing. Next, to determine the estimate for 

relative impact of new coronavirus cases due to  active cases, linear regression models were 
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applied on data pertaining to India. Considering the number of  positive + cases (X) and No. of 

day-to-day active cases as (Y), the objective was to fit a regression line that would predict Y 

for X using linear regression model. The author highlighted the limitations that linear 

regression has as it sometimes discovers a relation between mean of values that are given for  

dependent and independent variables. As mean value cannot be considered as a complete 

picture of individual variable so linear regression does not provide a clear understanding of 

relationships between all variables. To address this issue analysis for more then one variable is 

done by using multiple linear regression model. In MLR model the dependent variable is the 

target variable and output of which is dependent on more then one independent variables. 

Multiple linear regression is then applied to the same data set with same segregation of data set 

as 80% for training the model and 20% testing purposes.  Finally, The model evaluation matrix  

results are presented by the author which shows a comparison of both simple linear regression 

and multiple linear regression models. R2 score of the multiple linear regression and linear 

regression was 0.99 and 0.79 for data set pertaining to India. whereas, R2 score of multiple 

linear regression and simple linear regression was 0.99 pertaining to data set for Odisha. Thus, 

the commendable performance of the proposed method 2 (multiple linear regression) implies 

a strong prediction, however, the outcome is only for India and Odisha.   

Furthermore, to predict the total number of cases globally , the authors Gothai, E. et al 

have used a machine learning approach [11]. The data set was collected from the repository of  

John Hopkins University, data collected had information regarding the active cases, deaths 

caused by coronavirus and day-to-day new cases that were being reported in the world.  Dataset 

consisted of data from January 2020 to December 2020. Initially the data was preprocessed to 

converted into standardized data which had dates along with multiple other attributes such as 

country, province, serial num, date of observation and total number of patients recovered from 

coronavirus. In total 8 attributes were available in the dataset used for which an open access 

was given by World Health Organization (WHO) to all the hospitals and researchers. To refine 

the results unnecessary text was removed by the author moreover, they used lemmatization 

along with punctuation to prepare the dataset for use in machine learning. To increase the 

distinction accuracy and classification, stop terms and icons were excluded. Feature extraction 

was performed by taking out numerous features from preprocessed clinical reports which were 

then converted to probabilistic numbers according to the sementics. Pandas and NumPy library 

was used to identify relevant features for the study. Relevant features  which were extracted 

for the study included recovered cases, death and confirmed cases etc. classification was 
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achieved by extraction of relevant features and weightages were assigned to the features after 

which same inputs were provided to the ML algorithm. To predict the total number of 

confirmed cases in the world multiple algorithms were employed such as Linear regression, 

Support Vector Regression (SVR) and Holt-winter model for time series forecasting. Model 

was trained for all algorithms using same dataset by providing relevant features as training 

input. The proposed methodology included; preprocessing of data, feature extraction, and then 

machine learning models were applied. Study showed that in Linear Regression the data was 

classified into 4 types i.e. closed cases, death cases, confirmed cases and active cases. Same 

classification was used for Support Vector Machine (SVM) and results were compared. It was 

noted that large difference between obtained results and real time dataset was there, so Time 

series algorithm was used to train the model. To obtain more precise predictions exponential 

smoothing method was used and results showed that Holt’s winter linear model can predict 

with an accuracy of 87% as compared to other two models. Accuracy of Holt’s winter model 

is provided in comparison to the other two models used and proper model evaluation is not 

provided based on R2, RSME, MSE or MAE etc.  Author also mentioned the use of Python 

libraries which were used to reflect and measure the real time trends of coronavirus in the world 

by using graphs and the curve base on the virus’s trend month wise.  

 

In the paper [12], two models are proposed for the prediction of covid-19, so that 

effective measures can be taken accordingly. First, a mathematical model is used to identify 

the significance of various parameters on the total number of active cases and predictions can 

be made for number of cases for future. Second, the Fourier decomposition method was used 

for the trend in reported cases on a daily basis. Fourier decomposition is a widely used method  

for analysis of different physical phenomena. In this method the time series was decomposed 

into cosine and sine basis functions. Coronavirus time-series was decomposed into frequency 

bands and various trends along with variabilities were obtained. The trends obtained were then 

fitted with a Gaussian mixture functions to predict the scale of epidemic.  Lastly, the Bi-modal 

Gaussian mixture model is used for speculating the cases. The prediction is made with a 95% 

confidence interval, which demonstrates a promising outcome.  

In order to foresee the cases , specifically in India , the authors Anuradha .T et al have 

proposed a methodology that estimates 30 days ahead[13]. The data used in this paper is from 

30th January 2020 to 4th April 2020. In this paper, methods like long short-term memory 

methods are used with 80% training of data and 20% for testing. Furthermore, the parameters 
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being predicted are; total positive cases, total recovered cases, etc. Lastly, the analysis has also 

been done on the effects of lockdown, the impact of transformation, and social isolation. 

The authors Mohsen Maleki et al [14], have put forth a methodology for the prediction 

of confirmed and recovered number of cases. The suggested methodology considers 

autoregresive time series models i.e two-piece scale mixture models including asymetric 

heavy-tailed non-Gausian time series and symmetric Gausian models. This model identifies 

the probabilistic behaviour of the real time values taking in account the linear combination and 

pattern of recent values. The author initially tested various autoregressive models which were 

proposed. These models were fitted to the past data of recovered and confirmed cases around 

the globe. Autoregressive time series model was selected as this was the best fit for all datasets. 

Data for Jan 2020 till April 2020 was taken into account and TP-SMN-AR time series was 

fitted. Proposed time series plots were not found to be stationary due to the  increasing number 

which reflects a trend. To obtain a stationary data suitable transformations  were applied . 

Afterwards the using selection criteria of model the autoregressive models were selected and 

fitted to the stationary data containing recovered and confirmed cases. Estimated errors which 

are also known as residuals were reviewed which showed appropriate performance of model 

with respect to the stationary series representing recovered and confirmed cases in dataset. To 

analyse the suitability of the model autocorrelation function plots of residual were also 

reviewed which provided a promising result of training. To test the model 10 records from head 

of the data were omitted and model was fitted to get the predictions which gave 98% confidence 

intervals for the analysis. For model evaluation and determine the accuracy Mean Relative 

Percentage Error (MAPE) was used. For recovered cases the value of MAPE was 1.6% 

whereas, for recovered cases of coronavirus it was 0.22%. To support the claim that proposed 

model is more reasonable than other prediction models author discussed the model selection 

criteria such as Bayesian Information Criteria (BIC), Akaike Information Criteria (AIC) and 

Box-Pierce test on residuals.  Lastly, according to the results, the model had 98 % confidence 

intervals, which is commendable considering the availability of the data moreover, only 2 

features were selected randomly, no feature selection is performed and handling of missing 

values is addressed in this study.  

Similarly, in efforts to foresee recovered, confirmed, and death cases, the author 

Tandon, H. et al have proposed an Auto-Regressive Integrated Moving Average model 

(ARIMA) [15]. The dataset was collected from the repository of John Hopkins University from 

January 22nd, 2020 to April 13th 2020. ARIMA was initially applied to the time-series data of 
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confirmed coronavirus cases afterwards ACF graph and Partial autocorrelation (PACF) graph 

is obtained to identify initial number of ARIMA models. The variance in stationary and 

normality was then tested. To check the accuracy of the model MAPE, MSD and MAD values 

are determined. These values represented that which model is most appropriate for for 

predictions. Once the model is selected and  fitted, its parameters were projected. After 

performing the comparative analysis it was observed that the outcome of the ARIMA model 

was more accurate as compared to Linear Trend, Single, and Double Exponential, Quadratic 

Linear, Moving Average, and S-curve Trend. The performance metrics MAPE, MAD, and 

MSD of the ARIMA (2,2,2) model were 4.1, 58.3, 25319.5, respectively, which were least 

values among other models. Lastly, the proposed model has the potential to help the 

government take preventive measures in accordance with the upcoming situation.  

In the paper [16], the authors have compared different deep learning-based models for 

the prediction of total individuals who may get infected with Coronavirus 2019. The dataset is 

taken from the Ministry of Health and Family Welfare, India. In addition, it has 32 individual 

time-series data of confirmed cases. Moreover, the training models used are Stacked LSTM, 

Bi-directional LSTM, and Convolutional LSTM. Authors initially divided the target region into 

three different groups based on total number of positive cases and daily rise. Three zones were: 

1: Mild Zone- areas where number of positive cases are less than 200 and day-to-day repoted 

cases rise is below 2%. 2: Moderate Zone: regions where number of positive patients is between 

200 to 2000 and day-to-day increment is less than 5%. 3: Severe Zone: regions with positive 

patients are above 2000 and day-to-day rise in cases is greater than 5%. Analysis is performed 

using open source libraries such as Numpy, Pandas, Python as ageneral purpose programming 

language. Multiple models were used in this study to understand and learn the dynamic 

dependent structure in the data and also to identify the learning sequence present in the data 

with respect to any specific region. Data is provided to these models containing historic data. 

Hyper-parameter tuning of each of these models is done thoroughly and parameters are 

selected. Adam optimizer is used for optimizing the mean squared error loss. After calculation 

of error loss the optimal model is selected i.e. Bi-LSTM. Bi-LSTM has limited error range with 

minimum average error among all models and is more suitable for forecasting purposes as 

compared to other models.  After the hyper-parameter tuning, the best model is selected for the 

prediction. The Bi-directional LSTM gave the most accurate results with an error of 3%. Even 

though the proposed model can give an effective prediction, the deep learning models require 

more data to perform well, which was not encountered in this paper. 
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 In the paper [17], the authors have proposed methods for diagnosis and forecasting of 

confirming cases. Three models for predictions are compared: Prophet Algorithm, Auto-

regressive integrated moving average model, and long short-term memory neural network. 

Furthermore, the comparison of the model was based on the evaluation metrics; correlation 

coefficient, accuracy, and RMSE. However, the results were the most accurate for prophet 

algorithms. The accuracy of confirmed, recovered and death cases, based on Jordan were: 

97.08%, 79.39%, and 86.82%, respectively. Similarly, the aforementioned cases were also 

analyzed for countries as well. 

The paper [18] focuses on forecasting of covid-19 based on Brazil, for one, three, and 

six days ahead. The evaluated models for prediction are; support vector regression, ridge 

regression, random forest, cubist regression, autoregressive integrated moving average, and 

stacking- ensemble learning. The dataset is obtained from Brazilian state health offices. To 

understand data author used visualizations such as graphs and heat maps. The data obtained 

was split in to test and train data. Six last observations were taken as test data whereas, all other 

observations were used to train the models. To handle the skewness, training data is centered 

by its mean and divided by the standard deviation. Recursive strategy is used to forecast next 

day’s expected cases. The evaluation is based on improvement index, symmetric mean absolute 

percentage error, and mean absolute error. The best performing model among them was 

Support vector regression, and the worse performing model was Random forest. Overall, the 

error range of the models is; 1.02%–5.63%, 0.87%–3.51%, and 0.95%–6.90% in three, one, 

and six-days-ahead, respectively. Nevertheless, the paper is based on the cases in Brazil only, 

the models should be more general so that the prediction can be made globally. 

In paper [20] segmented Poisson model is employed by the authors Xiaolei Zhang et al 

to analyze the new corona virus cases, day-to-day outbreaks in western countries of G-7. 

Authors performed a statistical prediction to determine the period when daily new cases are at 

peak and how long does the outbreak lasts, moreover, the percentage of population that will 

get infected by coronavirus. They used Wind database to get the data for daily new confirmed 

cases of coronavirus for G-7 countries. To predict the spread of coronavirus government 

enforcements such as lockdown and stay at home policies were also accounted for in this study. 

Power las was combined with exponential law to get daily new cases based on segmented 

poission model.  By performing statistical analysis the parameter estimate with confidence 

intervals of 95% for all G-7 countries. A 14 day prediction model for daily new cases was 

developed which showed the infection rate of 0.28% based on the final size as per the data 
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used. The author claimed that combination of exponential law with segmented Poission model 

to forecast the new daily cases of coronavirus observed and estimated cases are in good 

agreement and predictions are based on assumptions that government interventions will remain 

unchanged till the estimated end dates.  

The paper [21] focuses on the prediction of the final size for Coronavirus-2019 using 

machine learning. The authors Lamiaa A. Amar et al explained that to predict the final size for 

the Covid-19 regressing models are used and dataset from Our World in Data (OWID) is used 

but specifically for Egypt. Multiple types of regression model are used in this study such as 

Exponential Regression model, Polynomial regression model and logit growth regression 

model. Data transformation and feature selection was not performed and models were applied 

directly to the data set. While performing regression analysis correlation coefficients were 

calculated which represent the intensity of linear relationship between variables. The values 

range between -1.0 and 1.0. To check the goodness of fit authors calculated both simple R2 

and adjusted R2 and according to results provided Logit regression model had the highest 0.99 

R2 value. Authors did not preprocess the data to standardize it and did not perform feature 

engineering on the dataset. Ambiguities and anomalies might be present in dataset which may 

affect the prediction results.  

 

2.3 Critical Analysis  

During the literature review it was discerned that no work has been done regarding the 

feature selection and engineering in any of the reviewed papers. Using data preprocessing, you 

can make your Machine Learning process more efficient and streamlined. Moreover, using 

machine learning algorithms the preprocessing of data is a very crucial step to achieve accurate 

and optimal outcomes. The data was separated into categorical and numerical features to tackle 

their missing values accordingly. Another gap that was identified was that none of the work 

reviewed was handling the skewness in the data. Our model applied different transformation 

techniques to highlight the skewness present in the data and uses yoe johnson’s technique to 

normally distribute the data. Moreover, min-max feature scaling is being implemented in our 

model to scale the features on a specific range which is yet another gap identified in the work 

reviewed. Our model also makes use of feature selection which is one of the ambiguities 

highlighted in the reviewed papers as feature selection helps in the faster execution of the 
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model. Out of 113 attributes, 17 attributes are used to build a regression model for the 

prediction of the virus after which we performed model fitting to achieve optimal results. 

Furthermore, most of the reviewed work makes predictions based on specific countries whereas 

the proposed model is making generalized predictions taking various continents and locations 

into consideration. In conclusion, most of the reviewed work has applied models directly to the 

data collected and aren't generalized i.e they predict the wave based on a specific country. 

Datasets used by other authors had insufficient data as it was either specific to a location or 

max 1 month data was taken from the dataset. It is always recommended that data repository 

should have enough data to run into huge numbers, problem caused by insufficient data is that 

it increases the variance, variance can be arbitrarily defined as the final value given to a 

particular parameter (time) such as performance gain or indicates how the data is spread. The 

comparative analysis of the reviewed work is given in table 1. This table indicates the 

methodology deployed in our model versus the methodology utilised by the work of others. It 

can be clearly seen that our model employs all these techniques for a better and efficient system. 

Gaps [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] Our 

model 

Handling 

missing 

values 
˟ ✓ ˟ ˟ ˟ ˟ ˟ ˟ ˟ ˟ ✓ 

Data 

Transformati

on 
˟ ˟ ˟ ˟ ˟ ˟ ˟ ˟ ˟ ˟ ✓ 

Feature 

Extraction ˟ ˟ ✓ ˟ ˟ ˟ ˟ ˟ ˟ ˟ ˟ 

Feature 

preprocessin

g 
˟  ✓ ✓ ˟ ˟ ˟ ˟ ˟ ˟ ˟ ✓ 

Feature 

Scaling ✓ ˟ ˟ ˟ ˟ ˟ ˟ ˟ ˟ ˟ ✓ 

Feature 

Selection ˟ ˟ ˟ ˟ ˟ ˟ ˟ ˟ ˟ ˟ ✓ 

General 

model ˟ ˟ ˟ ✓ ˟ ✓ ˟ ˟ ✓ ˟ ✓ 

Table 1 “Critical Analysis” 
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CHAPTER 3:  PROPOSED METHODOLOGY & 

IMPLEMENTATION 

3.1 Problem Definition 

Pandemics have occurred throughout time, taking millions of lives worldwide. The first 

case of the novel coronavirus whose origins trace back to Wuhan city, China was first reported 

in 2019. Since the virus has prevailed globally,the situation has been quite difficult for the 

contemporary world. A large number of lives have been influenced either straightforwardly 

from the infection or in a roundabout way from the insurances governments have needed to 

take to control the infection. Moderate the infection however much as could reasonably be 

expected so that lives can be saved and the influenced individuals can observe normalcy as 

usual once more. The coronavirus is a virus that can cause illnesses in the respiratory system 

of the human body. Common symptoms for coronavirus are fever or chills, cough, shortness 

of breath or difficulty breathing, tiredness, muscle or body aches, headaches, congestion or 

runny nose, sore throat, nausea or vomiting and diarrhea, new loss of taste or smell,. This 

diseases anyone of any age. The youngest covid patient who contracted this deadly virus was 

4 weeks of age.  

Developments in technology are causing tremendous changes in many life sectors, may 

it be education, work, industry, or transportation. In the domain of health, computerization is 

still a work in progress. A lot of work has been done to develop such tools that may help with 

dealing with various diseases, for example, virtual reality simulations are used to help people 

overcome their phobias. With digitalization upsetting each industry, including medical 

services, the capacity to catch, share and convey information is turning into a high need. ML, 

big data and computerized reasoning (AI) can assist with tending to the difficulties that 

tremendous measures of information present. ML and AI can likewise help medical services 

associations fulfill developing clinical needs, further develop activities and lower costs. 

Moreover , machine learning advancements can help medical services professionals distinguish 

and treat sickness more effectively and with more accuracy and customized care. 

As the humongous amounts of data is being generated, there is a need to effectively 

process it by  saving a strenuous amount of time and work. Data is available on the internet in 

various formats and is easily accessible; however, to manipulate it and to derive a logical 

explanation from it takes a lot of human effort. To minimise this human effort in order to study 

the trends of the past and the future a predictive approach can be applied by using algorithms 
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of machine learning. In machine learning different algorithms can be applied to reach an 

optimal solution. The process of manipulating the data is very transparent. Large amounts of 

data with millions of data points can be easily visualized and interpreted.  Machine learning 

and IOT can be used to mitigate the covid-19. ML generated models can help in battling any 

upcoming pandemic. We can reuse the existing models with slight variation and train them on 

new types of datasets to mitigate the spread of any future pandemic. Moreover, the  

performance of these ML models can be improved by incorporating new machine learning 

methods. The performance gaps can be filled by revising the models to incorporate new 

advancements in machine learning. This work aims to develop a regression model for 

prediction of the next wave of coronavirus diseases using covid-19 dataset from Our World in 

Data as a data source.  The goal of this research is to actively predict the  next wave of the 

deadly virus across the globe. 

 

 

Figure 1 “Flow chart of the methodology”  

 

The figure above shows the steps that should be followed in order to create a 

regression model.  Firstly the data is gathered into a database or data source. It is 

then extracted from the source it was stored in. Then exploratory data analysis is 

performed on the gathered data to determine the gaps and outliers followed by data 

cleaning. Moreover, the data is transformed in order to achieve optimal results. Then 

certain features are selected to achieve higher accuracy and an optimal model. Lastly 

the regression model is applied on the selected data which results in deriving 

predictions.  
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3.2 Research Methodology 

The following steps are carried out in order to extract data from owid repository and 

reading it into the notebook 

3.2.1 Data gathering, extraction and loading 

As mentioned above we choose Our World in Data as data source to create the 

regression model. Our World in Data is an open platform providing free services. The data 

resources are accessible to researchers, professionals of healthcare and common man. The data 

is gathered and collected based on the work of global community scholars and researchers. The 

data is easily accessible and can be downloaded indisputably from github. The data is extracted 

from the github repository and converted to a comma separated value (CSV) file. The 

downloaded data file is of 24.9 MB’s after extracting it from the .rar folder. The process can 

be seen in fig. 2 & 3. The steps are given below:  

1. Download zipped file of the covid-19 dataset from Our World in Data repository.  

2. Extract the file using win.rar.  

3. Select the owid-covid-data.csv and place it in the same folder as your python files 

4. Upload the data file in jupyter. 

 

Figure 2 “Process of extracting and loading data” 
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Figure 3 “Process of reading data” 

 

3.2.2 Data Analysis  

Exploratory Data Analysis (EDA) is applied in order to  dissect and research 

informational indexes and sum up their fundamental attributes, regularly utilizing information 

representation techniques. EDA is essentially used to perceive what information can uncover 

past the conventional demonstrating or theory testing task and gives a superior comprehension 

of informational index factors and the connections between them [10]. EDA is applied to the 

owid covid-19 dataset to unravel hidden information, It can be seen in figure. 4. 

 

 

 

Figure 4 “Exploratory Data Analysis” 
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3.2.3 Data Cleaning  

The dataset extracted from OWID has huge amounts of numerical and categorical 

missing values. In order to achieve an optimal solution we need to handle the missing values 

and replace them with suitable techniques. It can be seen in figure. 5 & 6. 

 

 

Figure 5 “Process of  cleaning  numerical data” 

 

 

Figure 6 “Process of cleaning categorical data” 
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3.2.4 Data Transformation 

Transformation and scaling techniques are applied to numerical and categorical features 

in the data. It is shown in figure. 7 and 8. After data cleansing, there was a dire need of data 

transformation as original data was skewed and missing values were replaced in prior stages. 

To transform the OWID dataset in order to reduce skewness in raw data we used Joe-Jhonson 

transformation which can handle both negative values as well as 0 values.  

Figure 7.1   “Logarithmic Transformation” 

 

 

 

Scatter plots are analyzed to get a better understanding of the data and identify if any outliers 

are present in the dataset. Figure 7.2. below shows set of scatter plots for total deaths, new 

cases reported world wide, total number of cases and hospital beds per thousand people. These 

plots show the relationship of two variables which helps is determining the pattern and 

identifying if any variable is dependent or independent.  
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Figure 7.2 “Scatter Plots” 

 

i. Outliers 

The outliers are identified and handled while before transformation of data. Outliers can be due 

to multiple reasons such as computer glitch or human error. Outliers tend to manipulate the 

mean value which negatively impacts the prediction accuracy. Figure 7.3 shows the box plot 

for outliers. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.3 “Outliers” 
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ii. Joe-Jhonson Transformation 

The Yeo-Johnson transformation is not much different from the Box-Cox. The 

difference is that it does not require the input variable quantity to be positive. Data is 

normally distributed and skewness is reduced which enhances the chances for better 

predictions. This transformation is classically performed targeting the outcome 

variable for which residuals are used for a statistical model. The outcome of this 

transformation is making the distributions more symmetric. 

 

 

                     

Figure 7.4 “Application of Yoe-Jhonson Transformation” 

 

Below graphs in figure 7.5 & 7.6  show examples from the OWID dataset showing skewness 

and transformed data after application of Yoe-Jhonson transformation. 
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Figure 7.5   “Skewness of data” 

 

 

 

Figure 7.6   “Transformation applied on numerical features” 
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Figure 7.7   “Transformation applied total deaths per million” 

 

Figure 7.8   “Transformation applied on total deaths” 

 

Figure 7.9  “Transformation applied on total cases” 
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3.2.5 Feature Scaling 

In this study we have use normalization for feature scaling. Normalization is a method in which 

values are rescaled and shifted to ensure that they are ranging between 0 and 1. It is also known 

as Min-Max scaling. 

 

Figure 8  “Feature Scaling applied on categorical features” 

3.2.6 Feature Selection 

Feature selection is applied on the OWID dataset. The top motivations to utilize feature 

selection are that it empowers the ML model to execute quicker. It lessens the intricacy of a 

model and makes it simpler to decipher. Moreover ,it improves the accuracy when the right 

features are picked. It can be shown in figure. 9. 
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Figure 9  “Feature Selection on the data” 

3.2.7 Application of Regression Model 

Regression analysis is a dependable strategy for recognizing which factors affect a 

subject of interest. The method involves splitting the data into 20% test and 80% train sets. We 

train the model using the training data so it can later on be tested for its generalization using 

the testing data. A multiple linear regression model has been applied to the OWID covid-19 

data set to predict the next wave of coronavirus disease. A multiple linear regression model is 

a mathematical and statistical technique that uses several explanatory variables to predict the 

outcome of a single variable [44]. Formula for the calculation of multiple linear regression 

model is given as follow: 
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The model is given 80% of data for training purpose: 

 

 

 

The application of the model is given below in figure 10 and 10.1.  

 

Figure 10  “Regression Model” 
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Figure 10.1 – Actual vs Predicted 

 

Figure 10.1 shows represents results achieved after employing Multiple Linear Regression on 

test data which was left as raw data after segregation. The graph shows promising results  and 

with  passage of time and data the results are achieving an optimal level. 
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Chapter 4 

Results & Discussions 
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CHAPTER 4:  RESULTS & DISCUSSION 

After applying the regression model on the OWID covid-19 dataset , the following 

results have been obtained as shown in the tables below. The outcome of the model determines 

that the model fitted well on the OWID covid-19 data set. The perspective of testing dataset of 

the model has an accuracy of 0.97 i.e 97.6%. Moreover, the mean square error (MSE) and  root 

mean square error (RMSE) scores of the regression model are 0.0235 and 1.5358, respectively. 

 

Data  MSE RMSE R2 Score % Accuracy 

Total_cases 0.0235 1.5358 0.97641 97.6% 

Table 2  “Results of the regression model” 

 

Both MSE and RMSE are used as the evaluating metrics of the regression model’s 

performance i.e to check its reliability in predicting the outcome. 

 

Figure 11  “Results of the regression model” 

 

Statistical models such as Regression models are significant methods for assessing 

transmittable virus data analyses at a specific point in time.  During the literature review it was 
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highlighted that most of the reviewed work has applied models directly to the data collected 

and aren't generalized i.e they predict the wave based on a specific country. It was observed 

that most of the work that has been done doesn’t handle missing values present in the data. 

Missing values can jeopardize the efficiency of the model and the accuracy of the results. 

Moreover, since most of the data which is collected is skewed. If the skewed data isn’t 

transformed it will fail to satisfy the homogeneity of the variance for the error and the model 

will fail to fit the linear. It can be deduced easily while looking at table 3 that most of the 

models did not apply data transformation. In addition, the majority of the models fail to perform 

feature processing which is a crucial step in determining which features will give an optimal 

solution when chosen. Apart from that only one other model has applied feature scaling to 

normalize the range of data. Furthermore, no model has applied feature selection as it is an 

important step towards model fitting. Lastly, most of the models aren’t generalized i.e they do 

not predict the wave based on the data from all the countries but a specific country. This clearly 

culminates that there are a lot of gaps present in the work of others and our model tries to fulfill 

these gaps to predict the future with an accuracy of 97.6%.  
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Gaps [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] 
Our 

model 

Handling 

missing 

values 

no yes no no no no no no no no yes 

Data 

Transformati

on 

no no no no no no no no no no yes 

Feature 

Extraction 

no no yes no no no no no no no no 

Feature 

preprocessin

g 

no 

 

yes yes no no no no no no no yes 

Feature 

Scaling 

yes no no no no no no no no no yes 

Feature 

Selection 

no no no no no no no no no no yes 

General 

model 

no no no yes no yes no no yes no yes 

Table 3  “Comparison  of models”
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Chapter 5 

Model Evaluation 
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CHAPTER 5:  MODEL EVALUATION 

Regression model is a predictive modelling technique which can be used to probe the 

correspondence between independent and dependent variables. This technique can be used in 

predictions, forecasting, time series modelling and to find the cause and effect relationship 

between variables [45]. Model evaluation is vital in prediction models. It assists you with 

understanding the presentation of your model and makes it simple to introduce your model to 

others. There are a wide range of assessment measurements out there yet just some of them are 

reasonable to be utilized for relapse.  

 

There are 3 principle measurements for model assessment in relapse:  

 

1. R Square/Adjusted R Square  

 

2. Mean Square Error(MSE)  

 

3. Root Mean Square Error(RMSE) 

 

For the evaluation of this regression model we have utilized all of the above mentioned 

metrics.  

5.1 R square Evaluation: 

R Square estimates how much inconsistency in subordinate variables can be clarified 

by the model. It is the square of the Correlation Coefficient(R) and that is the reason it is called 

R Square.  

 

 

 

R Square is determined by the amount of squared of expectation mistake separated by 

the all out amount of the square which replaces the determined forecast with mean. R Square 
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worth is between 0 to 1 and a greater worth demonstrates a superior fit among expectation and 

genuine worth. 

 

5.2 MSE Evaluation: 

Mean Square Error is an outright proportion of the decency for the fit.  

 
 

 

MSE is determined by the amount of square of expectation blunder which is genuine 

yield less anticipated yield and afterward partition by the quantity of information focused. It 

gives you an outright number on how much your anticipated outcomes stray from the genuine 

number. 

 

5.3 RMSE Evaluation: 

Root Mean Square Error(RMSE) is the square foundation of MSE. It is utilized more 

generally than MSE in light of the fact that initially some of the time MSE worth can be too 

enormous to even think about contrasting without any problem. Furthermore, MSE is 

determined by the square of blunder, and in this manner square root takes it back to a similar 

degree of forecast mistake and makes it simpler for translation. 
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CHAPTER 6:  CONCLUSION & FUTURE WORK 

6.1 Conclusion 

In  this  study,  systematic  efforts  are  made  to design  a methodology  that  results  in  

the  prediction  of the next wave of the deadly coronavirus. Amid this work, a machine learning 

regression algorithm was employed  i.e.  Multiple Linear Regression which uses multiple 

independent variables to predict the outcome of a single  dependent variable and was evaluated 

based on R square. MSE and RMSE. Prediction was derived based on the OWID covid-19 

dataset with an accuracy of 97.6% along with 0.0235 MSE, 1.5358 RMSE and 0.97641 𝑅2 

based on total cases. It can be concluded that the model will be able to predict the future 

accurately with an accuracy of 97.6%. During the literature review it was discerned that no 

work has been done regarding the feature selection and engineering in any of the reviewed 

papers, moreover, the accuracy of models for prediction reviewed had maximum accuracy of 

97%. While using machine learning algorithms the preprocessing of data is a very crucial step 

to achieve accurate and optimal outcomes. The data was separated into categorical and 

numerical features to tackle their missing values accordingly. Another gap that was identified 

was that none of the work reviewed was handling the skewness in the data. Our model applied 

different transformation techniques to highlight the skewness present in the data and uses yoe 

johnson’s technique to normally distribute the data. Moreover, min-max feature scaling is 

being implemented in our model to scale the features on a specific range which is yet another 

gap identified in the work reviewed. Our model also makes use of feature selection which is 

one of the ambiguities highlighted in the reviewed papers as feature selection helps in the faster 

execution of the model. Out of 113 attributes, 17 attributes are used to build a regression model 

for the prediction of the virus after which we performed model fitting to achieve optimal results. 

Furthermore, most of the reviewed work makes predictions based on specific countries whereas 

the proposed model is making generalized predictions taking various continents and locations 

into consideration. In conclusion, overall our model has a more generalized approach towards 

the prediction of occurrence of the next wave. 

 

6.2 Future Work 

In future we can incorporate support vector regression (SVR) to achieve maximum 

accuracy and for the model to perform well. Another future dimension is utilizing more feature 
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selection techniques for our model to perform better. Furthermore, we can preprocess the data 

differently to mitigate missing values or noise in the data. Moreover, other evaluation 

techniques can be used. Lastly we can use more data as in ML the more data you have the 

better results you get. In the future, the proposed methodology with the utilized machine 

learning algorithms can help governments to proactively make necessary arrangements, 

identify hotspots for disaster management and to help prioritize and plan national activities for 

law enforcement institutions, along with international organizations to proactively make 

decisions to contain the spread by restricting travels in such regions. 
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