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Abstract 

Disease outbreak detection is a major challenge in public health informatics. While big 

data in healthcare is constantly expanding, there still exists a need to effectively integrate and 

represent data in order to obtain useful information applicable in solving disease outbreak 

problems. This study presents a framework to analyze the disease outbreaks for a given 

population by performing predictive analytics on incidence data. This information is particularly 

useful for the decision-makers in the context of healthcare management to formulate intervention 

programs based on the results. None of the existing public health frameworks that support the 

integration of predictive analysis with decision making process for optimal resource planning 

and control. We present data acquisition and transmission framework with a predictive analytics 

on top to provide threshold based alert to decision-makers on disease incidence data. We use a 

temporal predictive Auto-Regressive Integrated Moving Averaging model (ARIMA) in 

combination with a minimum size moving window to forecast the disease incidences over a data 

collection and integration framework. We applied our model for predictive analysis of Hepatitis 

C incidences in Lahore and Vehari District of Punjab province in Pakistan. Model performance 

is evaluated based on Mean Absolute Error (MAE) and Root Mean Square Error (RMSE). The 

results of the analysis provide a sound reference for expanding capabilities of the disease 

management tools in healthcare management context. 

Key Words: Public health management; forecast; time series; ARIMA; predictive analysis; 
stochastic modeling 
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                                   CHAPTER 1: INTRODUCTION 

This chapter is about the introduction to our study and we divide it into four sections. The 

first section describes the background of predictive analytics of diseases and emphasizes the 

importance of its need. The second section contains the problem statement of this study and the 

third section describes the major contributions of this study. The fourth section describes the 

overall thesis structure. 

1.1  Background and Motivation 

Nowadays, healthcare is generating a diverse and rapidly growing massive amount of 

data. The variations and scales of such data, for example, medical and environmental data, etc. 

has increased the demand for smooth data access with the availability of reliable and efficient 

data analysis processes and services. On one hand, the availability of such a large amount of 

diverse data and on the other the availability of big data in health presents an opportunity to 

model an analytical framework that is able to extract information of interest from multiple 

underlying sources and perform analytics from a wide range of available techniques [1-3]. The 

healthcare data is obtained from various health sources including electronic health records, 

doctors' prescriptions, clinical reports, diagnostic reports, and medical images etc. This 

healthcare data is essential for analyzing disease prediction at the early stages of disease 

diagnosis and detection. Healthcare data analysis methods detect trends in data and facilitate 

appropriate treatment to improve people's lives in the early stages at a very low cost [4-7]. In the 

domain of healthcare, predictive analysis is crucial for early diagnosis and treatment and plays an 

important role in accurately diagnosing diseases, optimizing resource and cost allocation, 

enhancing patient care, and thus improving health outcomes [8]. It refers to the branch of 

analytics that extracts useful information from historical data to predict upcoming trends and 

outcomes and to make better decisions. It supports healthcare providers by applying a variety of 

techniques including modeling, data mining, machine learning, statistics, artificial intelligence 

and other related fields to investigate the present findings in order to predict certain future 

outcomes [9-10]. 

Time series analysis can be used to diagnose the management of multiple diseases and 

prediction is the most important aspect of this analysis. In this analysis, the properties of the data 
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are analyzed and useful information is obtained from it, and at the same time a predictive model 

is used which predicts the incidences of the upcoming days based on the past. It has been used 

for the past several decades by data analysts and statisticians. Different statistical time series 

models exist in the literature including exponential smoothing [11], fuzzy time series [12], linear 

regression [13], Auto-Regressive (AR), Moving Average (MA), Auto-Regressive Moving 

Average (ARMA), Auto-Regressive Integrated Moving Average (ARIMA) [11], and correlation 

coefficient analysis [13]. Among the time series models, ARIMA is the only one that has a 

tendency to deal with changing trends, random disturbances, and periodic changes, which is why 

we use this model in our study for the purpose of disease incidence predictive analysis. In the 

ARIMA model, when all past disease incidences are used, then the structural changes that occur 

in the past in these incidences have an effect on the predictive incidences. The structural changes 

that appear in past disease incidences are not necessarily the same in the future. This has a bad 

effect on predicted incidences. That's why we've used the ARIMA model with a moving window 

for predictive analysis to overcome this so that we can move the window forward every time it's 

equal to the predicted incidences and reduce the impact of structural changes that have taken 

place in the past. We have also identified the minimum number of days of incidence to give a 

reference to the healthcare management system for the disease incidence so that the model can 

easily predict the incidence of the disease. 

In public health context, predictive analysis of diseases analyzes the risk of disease 

outbreaks in a given population. The integration of this analysis with decision making tools will 

aid healthcare professionals to find the causes of the spread of the disease, allocate resources 

according to the expected number of patients, appoint more doctors in health centers, and 

conduct better targeted public awareness campaigns. There is, therefore, a need to define a 

framework within public health that integrates predictive analysis into the healthcare 

management system and facilitates the aforementioned features.  A significant work has been 

done in field of predictive analysis given a considerable amount of data. The acquisition of the 

data is primarily dependent on surveillance programs that run independently of the analytical 

tools used to process information from raw data. For example, in many public health analytical 

dashboards, population or location based aggregates are used and raw point data is lost or stays 

unutilized. Therefore, there is a need to define an integrated approach that acquire, transmit and 
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analyze time-series data of public health interest in real time or near real time to allow detection 

of subtle changes as well as characterization of patterns for predictive analytics.  

1.2  Problem Statement 

None of the disease predictive analytics framework in healthcare is made in which 

predictive analysis is integrated with decision making process. ARIMA Model with a moving 

window is not used for disease incidence predictive analysis. This is the research gap that has 

been covered in this study. 

1.3  Contributions 

  We present a novel framework called Disease Predictive Analysis (DPA) for public health 

management that integrates the processes from acquisition to analysis and informs public health 

officials about the population health status in order to make informed decisions. We focus on 

investigating period of measurement, also known as, window size in terms of number of 

incidences, for predictive analysis of diseases in a population. In particular, we use Auto-

Regressive Integrated Moving Averaging Model (ARIMA) for predictive analysis with a moving 

window for potential resource, staff and policy planning. The identification of optimal window 

size allows predictive model applied to be valuable and effective. In order to validate the 

framework, we present a case study of Hepatitis C incidences consisting of Lahore and Vehari 

District in Punjab Province of Pakistan from 2015 to 2019 and decision makers in the Pakistan 

Ministry of Health. 

The presented framework, in its implementation is unique in addition to the existing public 

healthcare frameworks through the following contributions 

 It allows disease incidence data to be collected from multiple sources and integrated 

through a pathway provided by the framework 

 It allows the predictive analysis of diseases in any given area by providing the required 

minimum number of incidences. 

 It can be used for early warning triggers to alert decision makers during high and low risk 

periods when predictions cross a certain threshold level. 



4 
 

1.4  Thesis Structure 

The rest of the thesis is organized as follows. Chapter 2 presents the related work on the 

existing frameworks of healthcare and the existing techniques. Chapter 3 presents the proposed 

framework in the context of the healthcare management system. This chapter also describes 

disease incidences of Lahore District of Punjab province in Pakistan as a case study for the 

implementation of our proposed framework. Chapter 4 presents the ARIMA model in detail. In 

chapter 5, we present the analysis of the results and discussion is presented in chapter 6, whereas, 

the conclusion and future work are presented in chapter 7. 
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CHAPTER 2: LITERATURE REVIEW 

This chapter contains the literature review of our study and we divide it into three 

sections. The first section gives an overview of predictive modeling techniques and explains the 

reason for using the proposed modeling technique. The second section covers an overview of the 

existing healthcare frameworks and describes the gaps that exist in current literature. The third 

section describes the Healthcare Delivery System of Pakistan. 

2.1   Predictive Modeling Techniques 

Predictive modeling in healthcare is emphasized and focused after the evolution of EHRs, 

which leads to large scale production of a wide variety of data [14-16]. In the time series 

analysis, data sequences are recorded at the discrete-time intervals. A variety of statistical 

models have been used by researchers, including exponential smoothing method, fuzzy time 

series model, and grey model etc. In the exponential smoothing method, correlation is not found 

in successive time-series incidences. There is no correlation between the predicted errors and the 

spread is normally distributed with zero mean and constant variance. Practically the data is of 

non-stationary nature so AR, MA, and ARMA that deal with stationary nature data cannot be 

applied. There is a need to make non-stationary data stationary through some possible 

transformation. In this regard, Box Jenkins has created the ARIMA model and it is also capable 

of dealing with the univariate time series [11].The fuzzy algorithm provides a solution to any 

particular problem upon the execution of the defined fuzzy instructions. For the Taiwan's export 

values, the ARIMA model and the fuzzy-time series model have been compared, which suggests 

that the Fuzzy-time series model performs better for only a small number of data sample values 

[12].The ARIMA model and the grey model have been used to predict the mortality rate of 

diabetics, indicating that ARIMA performs better in dealing with more samples and correlative 

time series data [17]. Similarly, there has been significant research into the application of 

ARIMA to disease incidences including influenza [18], dengue outbreaks [19], Hepatitis-B [20], 

Hemorrhagic fever with renal syndrome [21], Inflammatory Bowel Disease [22], New Castle 

[23], Coronavirus disease (COVID-19) [24], and Tuberculosis [25] etc. When only the ARIMA 

model is used for prediction, some structural changes that occur in the past have an effect on 

predictions. To reduce the impact of these structural changes, a moving window is used with the 
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ARIMA model. Using the moving window, researchers have successfully developed predictive 

models, including smart meters [26], wind speed [27], vehicle speed [28], stock price [29], and 

multi-area power systems [30], etc. 

2.2 Healthcare Frameworks 

 Several healthcare frameworks are proposed by researchers including [31-40]. To provide 

the ubiquitous healthcare services to each person during their exercise sessions smart healthcare 

framework based on Internet of Things (IoT) technology has been proposed. Real health-related 

conditions are also analyzed to forecast probabilistic health-related vulnerabilities, and layered 

architecture designs are made to meet different predefined tasks in a synchronized way [31]. 

Using a variety of emerging computing techniques, Smart Data Mining-based IoT (SMDIoT) 

framework for diabetes and cardiovascular patients in healthcare has been proposed, which 

provides treatment advice to patients with these diseases. Biosensors and IoT are used to collect 

and monitor patient data from time to time, and the sensitive patient information is obtained from 

sentiment analysis techniques and, ultimately, with the help of machine learning and data mining 

techniques aforementioned disease patients are classified from healthy patients [32]. To improve 

the digital technology in healthcare, the Secure Privacy Conserving Provable Data Possession 

(SPC-PDP) framework has been proposed. Simultaneous data storage, badge auditing, integrity, 

and dynamic data auditing is provided to conserve privacy in healthcare [33]. To secure the 

patients' EHR data in healthcare, a Sensitive and Energetic Access Control (SE-AC) framework 

has been proposed that facilitates access control in critical situations. Patient privacy is protected 

with the help of fast and secure encryption methods and in a very short time, the ciphertext EHR 

data is decrypted according to the identity of the applicant user and finally, permission is 

provided based on environmental conditions and the applicant's attributes [34]. Blockchain-based 

technology framework in healthcare has been developed to protect the confidentiality of patients' 

EHR data from disclosure that addresses access control challenges using blockchain 

immutability and built-in autonomy features. It uses an authorized blockchain that allows only 

authenticated and invited users to access data after verifying users' identities and cryptographic 

keys, and also guarantees accountability because all users are already verified [35]. To secure the 

patients' EHR data, a Keyless Signature Infrastructure with Blockchain technology (KSIBC) 

framework has been proposed in which patient data is provided with integrity, and authentication 
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is ensured [36]. The summary of the existing healthcare framework is presented in Table 2-1.  

                       Table 2-1: Summary of the Healthcare Frameworks 

Author Year Framework 
Analytics 
Platform 

Facilitation to Healthcare 

Munish Bhatia and 
Sandeep K-Sood 

2017 
Healthcare 
Workout 

Predictive 
Provide ubiquitous healthcare 

services to person during 
his/her workout sessions 

Sharan Srinivas and 
A.Ravi Ravindrun 

2018 

Framework for 
Optimizing 
Outpatient 

Appointment 
System 

Prescriptive 

Improve the performance of 
outpatient appointment system 
w.r.t patient satisfaction and 

resource utilization 

Koumakis, L.etal 2017 
Content Aware 

Analytics 
Framework 

Predictive 
Improve the precision in 
medicine at healthcare 

M.Sharma etal 2018 

Advance 
Conceptual 
Healthcare 
Diagnostic 

Framework for 
Diabetes and 

Cardiovascular 
Disorder 
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 Using a collaborative filtering approach, a patient-centered healthcare framework has 

been proposed that achieves patient similarities and develops disease risk profiles for individuals. 

The individual patient's medical history is compared on the basis of similarity constraints 

determined by the medical history of all available patients. Based on these similarity constraints, 

a group of identical patients is selected and diseases are predicted [37]. To seamlessly integrate 

the EHR data and bridge the interoperability gap between clinical models and clinical records, a 

semantic web-based framework using Web Ontology Language (OWL) has been proposed. 

Patient data is retrieved from a relational database and finally, the resulting data is converted into 

an arch-type OWL to build an ontology so that the constructed ontology is used for data 

exploration [38]. Using machine learning algorithms, a prescriptive analytics framework has 

been proposed to improve patients' appointment system in healthcare that satisfies patients and 

makes better use of resources. Patient data is retrieved from EHR and publicly available datasets, 

and this data is refined through the detection and correction of missing values and finally, it is 

used as input to machine learning algorithms to predict patients' missed appointment risk [39]. 

To improve the precision in medicine at healthcare, a content-aware analytics framework has 

been proposed that consolidates healthcare data with analytics. Data is obtained from various 

health-related sources and it is seamlessly integrated with the help of semantics and standards 

and finally, this integrated information is anonymized and data analytics algorithms are applied 

to obtain statistical information [40]. 

 To the best of our knowledge, no general framework has been proposed within healthcare 

that deals with predictive disease analysis and integrates predictive modeling of disease into 

decision making process to facilitate decision makers in the healthcare management system, and 

whose validation is carried out on a real-time data. This is the gap that exists in the current 

literature and has been covered in this research.  

2.3 Healthcare Delivery System of Pakistan 

 Healthcare delivery system is a management to the population that provides better health 

services to any country with efficient and equitable allocation of resources, and distributions of 

funds over a systematized infrastructure to develop well. [41]. The healthcare sector is very 

crucial for any country as it directly influences on economies. If there would be better health 

there would be increased in the labor force as result productivity of country rises and economies 
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increase [42]. According to the constitution of Pakistan, it is stated: “to provide better health 

services to citizens is the obligation of the state". This obligation is shifted from the federal to the 

provincial governments after the 18th amendment [43, 44, 45]. The healthcare system of 

Pakistan is divided in to private, public and non-government health sector. Public health care 

sector comprises of federal and provincial governments, where the ministry of defense, ministry 

of Inter-Provincial Coordination (IPC), research institutes, ministry of health, and ministry of 

National Health Services Regulation and Coordination (NHSRC) lie under the control of federal 

governments and all provincial departments are under the responsibility of provincial 

governments. Primary, Secondary and Tertiary are the three levels of healthcare. Healthcare at 

the district level comprises primary and secondary that is surrounded through Basic Health 

Unit(BHUs), Maternal and Child Health Centers(MCHCs), Dispensaries, Rural Health 

Unit(RHUs), Tehsil Head Quarters (THQs), District Head Quarters (DHQs). All of the 

healthcare facilities are implemented at the tertiary level of healthcare where provincial 

governments directly handle it [46]. Data is aggregated at all levels of health care in the form of 

Electronic Health Records (EHR) [47]. 
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CHAPTER 3: METHODOLOGY 

This chapter presents our proposed Disease Predictive Analytics Framework. We divide 

this chapter into six sections and each section contains a one-layer description of this framework. 

The first section deals with the data collection layer, the second with the data cleansing layer, the 

third with the Predictive Analysis layer, the fourth with the Disease Threshold layer, the fifth 

with the Decision making process layer, and the sixth with the case study of validating the 

framework. 

Disease Predictive Analytics Framework 

Figure 3.1 shows the DPA framework layered architecture with different layers. In the 

data collection layer, data is collected from EHR systems installed in district hospitals. The data 

cleansing layer applies some operations for location separation of the disease incidences. The 

predictive analysis layer, predicts disease incidences based on disease incidence data selected 

from the data cleansing layer. The disease threshold layer compares defined disease thresholds 

with predictive incidences, and provide an alert to decision-makers of the healthcare 

management system in the decision making process layer. 

The details about every layer of the framework is shown below: 

3.1   Data Collection Layer 

In this layer, data have collected from EHR systems installed in district hospitals at the 

provincial level. The information collected in this data includes the patient's hospital arrival date, 

his diagnosed disease, and the district. EHRs data is mainly available in the form of two data 

components namely structured EHRs and unstructured EHRs. The data components of EHRs 

which lie under the structured EHRs are demographics, laboratory results, prescriptions, vital 

signs, prescriptions, ICD9 codes and medications. The unstructured EHR data components are 

images, graphics, discharge summary, radiology reports, chief complaint and visit documentation 

[48]. 
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Figure 3.1: Disease predictive analysis framework for healthcare management system 
 

3.2 Data Cleansing Layer 

In this layer, inappropriate records are removed from the data samples to make desired 

predictions. Each location is separated from the data so that each location can be analyzed 

separately. In this study, we separate the disease incidence from the entire province to districts in 

order to analyze each district separately. We select one of the districts to analyze district 

incidences and uses the Moving Average (MA) filter to remove outliers from the incidences.  

3.3    Predictive Analysis Layer 

In this layer, required field data is analyzed in such a way that the data modeling can be 

performed on the basis of the analysis. After applying the model, upcoming disease incidences 

are predicted based on the analysis of data. The predictive data is then analyzed to provide a 
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health care management system decision-makers with warnings to prevent disease outbreak and 

to develop sound health policies. 

For the predictive analysis of disease incidence, we use the ARIMA based predictive 

model with a moving window. Figure 3.2 depicts the main stages of our predicted model. 

Disease incidence data is retrieved from the data cleansing module and its time series is 

generated. The minimum number of incidences are determined by selecting the window size. 

Incidences that meet this window size are provided as input to Auto-Correlation Function (ACF) 

and Partial Auto-Correlation Function (PACF). Auto-Regressive (AR) terms are determined by 

PACF, while Moving Average (MA) terms are determined by ACF. As an input, these two terms 

are provided to the model.  Disease incidences are predicted by this model and trends are 

determined by the interpretation of these predictable incidences. We then analyze the set trend 

and compare it with the disease threshold whether the trend has crossed the threshold of the 

disease or has fallen below from it. In both cases, a warning is provided to the decision-makers 

in the healthcare management system, to make better decisions. 
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                        Figure 3.2: Block diagram depicts the main phases of the predictive model 
                  
        
                     Table 3-1: Window Selection process variable representation 

Variable Variable Representation 

𝐺𝑒+𝑓 Total disease incidences 

𝐻𝑒+𝑓 Window of total disease incidences 

𝐺𝑒+1 𝑒 + 1 input incidences 

𝐺𝑒+2 𝑒 + 2 input incidences 
 

3.3.1   Window Selection Process 

The variables used in equation 1, equation 2 and equation 3 in the window size selection 

process are represented in Table 3-1. Window size selection process for disease incidence is 

shown in Figure 3.3. Here, the disease incidences are the following: 

 𝐺𝑒+𝑓 = 𝐺𝑒+1 , 𝐺𝑒+2, … … , 𝐺𝑒−1+𝑓 , 𝐺𝑒+𝑓  

∋   𝑒 = 1, 𝑓 = 1,2,3, … … . 𝑓 

(1) 
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𝐻𝑒+𝑓 = 𝐻𝑒+1 , 𝐻𝑒+2, … , 𝐻𝑒−1+𝑓 , 𝐻𝑒+𝑓   (2) 

𝐺𝑒+𝑓 =  𝐻𝑒+𝑓 (3) 
 

This process begins with the selection of Ge+1 incidences and the formation of their respective 

time series. The Augmented Ducky Fuller (ADF) test is used to check stationary in this 

configured time series and three cases are considered. In the first case, the probability value or p-

value of the ADF test is more than 0.05, while in the second case its value is NA, and in the third 

case, it is less than 0.05. When it satisfies the first case, the relevant time series is differentiated 

and this process is continued till the p-value is less than 005. In the fulfillment of the second 

case, the selected incidences Ge+1 are rejected and new incidences Ge+2 are selected. On 

completion of the third case, the AR and MA terms of the relevant time series are computed from 

PACF and ACF. These terms are then provided as an input to the model for predicting 

incidences. These predictive incidences are then compared to the actual incidences and it is seen 

that both the values are close to each other, if it is, in that case, He+1 window size is selected. But, 

if the value of the predicted incidences is negative out of range, in such case the window size H-

e+1 are rejected and incidences Ge+2 are selected. This process continues for f iterations until the 

values of the predicted incidences approach to the actual incidences. 
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                                    Figure 3.3: Window selection process 
                                                        

3.3.2   Trend Analysis 

Figure 3.4 describes the process of determining the trend. In this process, after the 

selection of window size, the equivalent input incidences are selected and their time series is 

created. We use the ADF test to find stationary in this time series which checks this factor based 

on the p-value. If the p-value of this test is less than or equal to 0.05 then the element of 

stationary is present in this time series, and it is found due to the constant mean and variance. But 

if the p value is greater than 0.05, it indicates non-stationary and it is differentiated to make 

stationary till the p value is less than or equal to 0.05. In this way, after making the time series 
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stationary, the PACF and ACF of the corresponding time series are computed in order to find the 

AR and MA terms. Upcoming incidences are predicted by the ARIMA model. In the next 

iteration, the window is moved to the size of the predicted incidences, and this process is 

continued until the window covers all the input incidence. In this way, all the incidences except 

the input incidence that are selected in the first iteration are predicted by the model. The trend of 

diseases is determined by these predictable incidences and in its analysis, the threshold of 

diseases is compared with the predictable incidence and it is seen that the trend of these events 

has crossed the threshold of diseases or is below from it. In both cases, the decision-makers in 

the healthcare management system are made aware of this trend in order to make better policies. 

            Table 3-2: Trend analysis process variable representation 

Variable Variable Representation  

𝐵1 AR terms’ first coefficient 

𝐵𝑝 AR terms’  𝑝𝑡ℎ  coefficient 

𝑑 Differenced time series’ order 

𝐿1 MA terms’ first coefficient  

𝐿𝑞 MA terms’ 𝑞𝑡ℎ coefficient 

𝐻𝑡 Actual disease incidences’  

𝐻𝑡−𝑝 Actual disease incidences’ 𝑝𝑡ℎ value 

𝑅𝑡−𝑞 Error terms’ 𝑞𝑡ℎ  value 

𝐻𝑗 Actual incidences 

𝐻1𝑗 Predicted incidences 

𝑢  Total disease incidence’s size  

 

Table 3-2 shows the variable representation of the following ARIMA equations. With the help of 
equation 4, this model predicts the incidences of the stationary time series. 

             𝐻𝑡 = (𝐵1𝐻𝑡−1 + ⋯ + 𝐵𝑝𝐻𝑡−𝑝)(1 + 𝐿1𝑅𝑡−1 … 𝑀𝑞 𝑅𝑡−𝑞)  (4)   

To predict the disease incidences, t values of equation (4) are replaced with t+f values in 
equation (5). 
             𝐻𝑡+𝑓 = (𝐵1𝐻𝑡+𝑓−1 + ⋯ +   𝐵𝑝𝐻𝑡+𝑓−𝑝)(1 + 𝐿1𝑅𝑡−1. . . 𝐿𝑞 𝑅𝑡+𝑓−𝑞)   (5)              

With the help of equation (6) and equation (7), non-stationary time series values are predicted. 
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𝐻𝑡 = 𝑑(1)𝑑−1𝐻𝑡−1 −
𝑑(𝑑 − 1)

2!
 (1)𝑑−2𝐻𝑡−2 … + 𝑑(1)𝐻𝑡−(𝑑−1)

−  𝐻𝑡−𝑑  +𝐵1𝐻𝑡−1−𝐵1𝑒(1)𝑒−1 𝐻𝑡−2 + 𝐵1  
𝑑(𝑑 − 1)

2!
 (1)𝑑−2𝐻𝑡−3 …

− 𝐵1𝑑(1)𝐻𝑡−(𝑑−1) +   𝐵1𝐻𝑡−(𝑑+1) … . +𝐵𝑝𝐻𝑡−𝑝 − 𝐵𝑝 𝑑(1)𝑑−1𝐻𝑡−𝑝

+ 𝐵𝑝  
𝑑(𝑑 − 1)

2!
(1)𝑑−2𝐻𝑡−(𝑝+2) … −𝐵𝑝𝑑(1)𝐻𝑡−(𝑑−1+𝑝) + 𝐵𝑝𝐻𝑡−(𝑝+𝑑) + 𝑅𝑡

+ 𝐿1𝑅𝑡−1 … 𝐿𝑞 𝑅𝑡−𝑞 
  (6) 
To predict the fth disease incidence, t values in equation (6) are replaced with t+f values in 
equation (7).   
 

𝐻𝑡+𝑓 = 𝑑(1)𝑑−1𝐻𝑡+𝑓−1 −
𝑑(𝑑 − 1)

2!
 (1)𝑑−2𝐻𝑡+𝑓−2 … + 𝑑(1)𝐻𝑡+𝑓−(𝑑−1)

− 𝐻𝑡+𝑓−𝑑 +𝐵1𝐻𝑡+𝑓−1−𝐵1𝑑(1)𝑑−1 𝐻𝑡+𝑑−2  
𝑑(𝑑 − 1)

2!
 (1)𝑑−2𝐻𝑡+𝑓−3…

− 𝐵1𝑑(1)𝐻𝑡+𝑓−(𝑑−1) + 𝐵1𝐻𝑡+𝑓−(𝑑+1). . . +𝐵𝑝𝐻𝑡+𝑓−𝑝

− 𝐵𝑝 𝑑(1)𝑑−1𝐻𝑡+𝑓−𝑝

+ 𝐵𝑝  
𝑑(𝑑 − 1)

2!
 (1)𝑑−2𝐻𝑡+𝑓−(𝑝+2) … −𝐵𝑝𝑑(1)𝐻𝑡+𝑓−(𝑑−1+𝑝)

+  𝐵𝑝𝐻𝑡+𝑓−(𝑝+𝑑) + 𝑅𝑡 + 𝐿1𝑅𝑡+𝑓−1 … 𝐿𝑞 𝑅𝑡+𝑛−𝑞       

 
(7) 
 

 

3.3.3   Performance Validation 

  The performance of the model is validated using the MAE and RMSE between the actual 

and predicted incidences. The computation of the Mean Absolute Error (MAE) between the 

actual and predicted incidences is given by equation (8). 

𝑀𝐴𝐸 =
1

𝑢
 ∑ ⃓𝐻1𝑗 −  𝐻𝑗⃓

𝑢

𝑗=1
 

(8) 

The computation of Root Mean Square Error (RMSE) between the actual and predicted 

incidences is given by equation (9). 

𝑅𝑀𝑆𝐸 = √∑
(𝐻1𝑗 − 𝐻𝑗)

𝑢

𝑢

𝑗=1
   

(9) 
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                                 Figure 3.4: Trend determination process                         
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3.4   Disease Threshold Layer 

In this layer, disease thresholds are considered for predictive analysis so that decision-

makers in the healthcare management system can take all necessary steps to prevent the spread 

of the disease. For every disease, this threshold is different. Two cases are considered in the 

incidence of predictive diseases, one is when the incidence of predictive diseases crosses or 

equals to the threshold and the other is when the incidence of predictive diseases falls below 

from the threshold. In both cases there is an alert to the decision-makers of the health care 

management system and at the same time a disease prediction trend is also sent so that they take 

into account this predictive trend.   

The alert threshold varies for each disease, for example, occurrence of 1 incidence in 3 to 

14 days for dengue fever, 1 incidence in 2 to 5 days for diphtheria, 3 to 6 incidences for hepatitis 

C in 2 to 6 weeks, 1 incidence in 24 to 28 hours for influenza and 1 incidence in 7 to 18 for 

measles, etc. [49].In this study, we do not compute alert thresholds for diseases, but use pre-

computed alert thresholds. 

3.5   Decision Making Process Layer 

In this layer, the decision-makers in the healthcare management system receive the 

predictive trend when the predictive analysis of our predictive model fulfills either of the two 

cases described in the disease threshold module. In Case 1, they reallocate health resources and 

medical services. Increase health budgets. Inform disease specialists in a timely manner so they 

can find the cause of the spread of the disease. Develop new policies to protect people from the 

spread of the disease and to run health campaigns to protect themselves. On the other hand, 

allocate health resources and medical services according to the number of predicted incidences in 

case 2. Reduce health budgets to prevent the wastage of medical resources and the destruction of 

the national economy. 

There are several departments in the Pakistan Healthcare Management System to support 

decision, including National Database and Registration Authority (NADRA), Drug Regulatory 

Authority of Pakistan (DRAP), National Health Emergency Preparedness and Response Network 

(NHEPRN), Pakistan Medical Commission (PMC), Pakistan Centre for Philanthropy (PCP), 

Pakistan Bureau of Statistics (PBS), National Institute of Health (NIH), and National Institute of 

Population Studies (NIPS). NADRA provides better solutions for e-Governance, to eliminate 
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identity theft and to protect and identify people's documents and interests.  DRAP plays an 

important role in enforcing drug laws and regulating therapeutic goods in the country keeping in 

view the interest of the people of Pakistan [50]. The NHERN serves as a focal point for all 

aspects of disaster health care recovery, response, and preparedness, as well as creates 

coordination with international, national, and regional agencies and stakeholders [51]. PMC sets 

the standards for recognition of qualification, training, and education in the medical and dentistry 

profession [52]. PCP meets certification requirements in the areas of financial management, 

program delivery, and internal governance, as well as evaluates the performance of these areas 

by the FBR [53]. PBS is responsible for gathering, compilation, and distribution of consistent 

and appropriate statistical information to the researchers, policy makers, and planners [54]. NIH 

is actively involved in various public health related activities including laboratory diagnostics, 

antisera production, research and development, vaccines, and drug and food quality control [55]. 

NIPS is involved in producing research of high quality, data of evidence based, and information 

for utilization by different agencies in order to make strategic planning, formulation of policies, 

and for creating references in the ranges of development & population, demography, and health 

[56]. 

Director General Health Services (DGHs) is the central programmatic management, 

monitoring, and implementation arm of the provincial department of health and is responsible for 

controlling provision of secondary and primary services of the healthcare, and links with the 

health offices of the district in the entire province [57]. Concerned DG takes appropriate action 

and forward the information of predictive trend to Prime Minister, Health Minister, and Health 

Secretary. When the communicable diseases, Non opt Medical Equipment and test facility, and 

HR shortages crossed the threshold in such a case the information of the predictive trend is sent 

to DG Health in order to take appropriate actions. DG Health access the current situation and 

recommend way forward to Prime Minister, Health Minister, and Health Secretary. Conduct 

analysis for long term measures. Select appropriate actions for HCDU Management. Identify the 

intervention to curb/mitigate the negative impact. When the healthcare funding and allergy 

vaccinations is reduced from the threshold in such a case an information of the predictive trend is 

sent to the DG Finance Division, and Executive Director NIH. DG Finance Division and 

Executive Director NIH access the current situation and recommend way forward to Prime 

Minister, Health Minister, and Health Secretary. When the fake medicines is crossed the 
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threshold in such a case an information of the predictive trend is sent to the DG DRAP. DG 

DRAP access the current situation and recommend way forward to Prime Minister, Health 

Minister, and Health Secretary. Conduct analysis for long term measures. Select appropriate 

actions for HCDU Management. Identify the intervention to curb/mitigate the negative impact. 

3.6   Case Study 

We show the incidences in the Lahore and Vehari district of Punjab province and the 

Pakistan Ministry of Health as a case study in Figure 3.5. In this case study, data is collected on 

Hepatitis C cases in Punjab Province between the years 2015-2019 and is separated into Lahore 

District incidences by pre-processing it in Excel 2013. After analyzing and predicting the events 

of the upcoming days from these events, we compare them with the threshold of Hepatitis C 

disease and in case of crossing the threshold or below it, the information is sent to the dashboard 

of the ministry of health, and at the same time, an alert through SMS is sent to DG Health about 

the spread of the disease. DG Health takes appropriate action to address health issues and also 

informs the Prime Minister, Health Ministry, and Health Secretary about the situation. R Studio 

is used for the implementation purpose of predictive analysis. 

 

               
Figure 3.5: Case study for Lahore district Hepatitis-C incidences and Pakistan Ministry of 
Health 
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CHAPTER 4: ARIMA MODELING 

4.1   Introduction 

Auto Regressive Integrated Moving Average (ARIMA) is a class of statistical analysis 

model that uses historical time-series data to predict and analyze the upcoming trends. Data that 

consists of actual incidences have a non-stationary nature, so it is made stationary to get a better 

prediction from the data in the ARIMA model.  

4.2   Components of ARIMA Model 

The components of the ARIMA model are described below: 

Auto Regressive (AR): The model shows a dependent relationship between the current and prior 

lagged incidences. 

Integrated (I): The term integrate represents the process of taking the difference in time series 

in order to maintain the stationary factor. 

Moving Average (MA): The model shows a dependent relationship between the error terms of 

the current and prior lagged incidences. 

The standard notation used for ARIMA model is ARIMA (p, d, q). 

Where p represents the order of AR terms, d represents the order of difference terms, and q 

represents the order MA terms of the ARIMA model. 

4.3   Steps of the ARIMA Model 

The steps of the ARIMA model building process are described below: 

4.3.1   Model Identification 

In this step time series disease incidences are plotted. ADF test is applied to check the 

stationary in time series. Stationary in time series is necessary to produce constant mean and 

finite variance. ARIMA model predicts the present value on the basis of past values and error 

terms of past values. Constant mean and finite variance remain the same in the future as it is in 

the past so the ARIMA model easily predicts the present value based on the past value and error 

terms. 

ADF test checks the stationary in time series by this procedure. 
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Two types of hypotheses are made. NULL Hypothesis ‘H0’ and Alternative Hypothesis 

‘H1’.H0 is accepted when non-stationary lie in time series plot and the p-value is greater than 

0.05. H1 is accepted when stationary in time series is present and the p-value is less than 0.05. 

Non-stationary time series are made stationary by differentiating the time series. The order of 

differencing of the time series is started from lower then move to higher. 

The first difference of non-stationary time series is illustrated by the following equation. 

∆𝐻𝑡 = 𝐻𝑡 − 𝐻𝑡−1 (10) 

 

Where Ht is the actual value of time series in (10) and Ht-1 is the value time series at t-1 lags. 

The nth difference of non-stationary time series is illustrated by this equation. 

∆𝐻𝑡 = 𝐻𝑡 … … … … … . . , −𝐻𝑡−(𝑛−1) − 𝐻𝑡−𝑛 (11) 

 

Where Ht is the actual value of time series in (11) and Ht-n is the value time series at nth lag. 

Non stationary time series are made stationary by diff function in the Rstudio. 

4.3.2   Parameter Estimation 

In this step, ACF and PACF of actual and the differenced time series incidences are 

plotted. PACF computes the AR terms and ACF computes the MA terms. The term 

Autocorrelation is used due to the presence of one variable. Correlation is computed between the 

first lag value and the second lag value in the case of ACF. In PACF, correlation is computed 

between the first lag value and third lag value by skipping the second lag value. Those terms 

which lie above the threshold value in both ACF and PACF are considered significant. The 

threshold value is 0.05. It is shown by the blue line in Rstudio. ACF and PACF graphs lie within 

the range of -1 to +1. In the case of stationary time series, ACF and PACF plots of the actual 

time series are considered. For non-stationary timeseries ACF and PACF plots of the differenced 

time series are considered. With the help of equation (12) ACF computes the values of MA 

terms. 

𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛(𝐻𝑡, 𝐻𝑡−𝑠)

= 𝐶𝑜𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒(𝐻𝑡, 𝐻𝑡−𝑠)/(√𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒(𝐻𝑡))(√𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒(𝐻𝑡−1)) 

(12) 
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Where in (12) Ht is the present value of time series and Ht-s is the value of time series which are 

at s lag. 

 PACF computes the values of AR terms with the help of equation (13). 

𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛(𝐻𝑡, 𝐻𝑡−𝑠Ι𝐻𝑡−𝑠+1, … … … … . 𝐻𝑡−1)

= 𝐶𝑜𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒(𝐻𝑡, 𝐻𝑡−𝑠Ι𝐻𝑡−𝑠+1)

/(√𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒(𝐻𝑡Ι𝐻𝑡−𝑠+1))(√𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒(𝐻𝑡−𝑠Ι𝐻𝑡−𝑠+1)) 

(13) 

 

Where in (13) Ht is the present value of time series, Ht-s is the value of time series which are at s 

lag and Ht-s+1 is the value of intermediate lag between Ht and Ht-s. 

To compute ACF and PACF acf and pacf functions are used in R studio. 

AR terms are computed from significant values of PACF, MA terms are computed from 

significant values of ACF, d terms are computed from the order of difference terms in time 

series. 

 4.3.3   Model Checking 

In this step, AR, MA and d terms which are computed in the above steps are used to fit 

ARIMA (p, d, q), model. AR terms are used to set the parameters of p, MA terms are used to set 

the parameters of q value and d terms are used to set the parameters of d. Time series data is 

given to ARIMA (p, d, q) model and upcoming data is predicted from ARIMA (p, d, q) model. 

This model is applied to time series data with the help 'arima' function in R studio. 

With the help of equation (14), this model predicts the incidences of the stationary time series. 

             𝐻𝑡 = (𝐵1𝐻𝑡−1 + ⋯ + 𝐵𝑝𝐻𝑡−𝑝)(1 + 𝐿1𝑅𝑡−1 … 𝑀𝑞 𝑅𝑡−𝑞)  (10) 
 

To predict the disease incidences, t values of equation (14) are replaced with t+f values in 
equation (15). 
 
             𝐻𝑡+𝑓 = (𝐵1𝐻𝑡+𝑓−1 + ⋯ +   𝐵𝑝𝐻𝑡+𝑓−𝑝)(1 + 𝐿1𝑅𝑡−1. . . 𝐿𝑞 𝑅𝑡+𝑓−𝑞)   (11)              

With the help of equation (16) and equation (17), non-stationary time series values are predicted. 

𝐻𝑡 = 𝑑(1)𝑑−1𝐻𝑡−1 −
𝑑(𝑑−1)

2!
 (1)𝑑−2𝐻𝑡−2 … + 𝑑(1)𝐻𝑡−(𝑑−1) −

 𝐻𝑡−𝑑 +𝐵1𝐻𝑡−1−𝐵1𝑒(1)𝑒−1 𝐻𝑡−2 + 𝐵1  
𝑑(𝑑−1)

2!
 (1)𝑑−2𝐻𝑡−3 … − 𝐵1𝑑(1)𝐻𝑡−(𝑑−1) +

  𝐵1𝐻𝑡−(𝑑+1) … . +𝐵𝑝𝐻𝑡−𝑝 − 𝐵𝑝 𝑑(1)𝑑−1𝐻𝑡−𝑝 +

𝐵𝑝  
𝑑(𝑑−1)

2!
(1)𝑑−2𝐻𝑡−(𝑝+2) … −𝐵𝑝𝑑(1)𝐻𝑡−(𝑑−1+𝑝) + 𝐵𝑝𝐻𝑡−(𝑝+𝑑) + 𝑅𝑡 + 𝐿1𝑅𝑡−1 … 𝐿𝑞 𝑅𝑡−𝑞    
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  (12) 
 

To predict the fth disease incidence, t values in equation (16) are replaced with t+f values in 
equation (17).(7)   

𝐻𝑡+𝑓 = 𝑑(1)𝑑−1𝐻𝑡+𝑓−1 −
𝑑(𝑑 − 1)

2!
 (1)𝑑−2𝐻𝑡+𝑓−2 … + 𝑑(1)𝐻𝑡+𝑓−(𝑑−1)

− 𝐻𝑡+𝑓−𝑑 +𝐵1𝐻𝑡+𝑓−1−𝐵1𝑑(1)𝑑−1 𝐻𝑡+𝑑−2  
𝑑(𝑑 − 1)

2!
 (1)𝑑−2𝐻𝑡+𝑓−3…

− 𝐵1𝑑(1)𝐻𝑡+𝑓−(𝑑−1) + 𝐵1𝐻𝑡+𝑓−(𝑑+1). . . +𝐵𝑝𝐻𝑡+𝑓−𝑝

− 𝐵𝑝 𝑑(1)𝑑−1𝐻𝑡+𝑓−𝑝

+ 𝐵𝑝  
𝑑(𝑑 − 1)

2!
 (1)𝑑−2𝐻𝑡+𝑓−(𝑝+2) … −𝐵𝑝𝑑(1)𝐻𝑡+𝑓−(𝑑−1+𝑝)

+  𝐵𝑝𝐻𝑡+𝑓−(𝑝+𝑑) + 𝑅𝑡 + 𝐿1𝑅𝑡+𝑓−1 … 𝐿𝑞 𝑅𝑡+𝑛−𝑞       

 
(13) 
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                             CHAPTER 5: RESULTS AND ANALYSIS 

This chapter contains the results of our proposed Disease Predictive Analytics 

Framework. In this chapter, we present the results of the implementation of incidences in Lahore 

and Vehari districts and compare the predictive analysis to the pre-computed disease threshold 

and analyze how the decision-makers take appropriate steps to prevent the disease in the Pakistan 

healthcare management system. 

We have presented a disease incidences of Lahore and Vehari District of Punjab province 

of Pakistan and the decision makers in the Pakistan Ministry of Health as a case study to validate 

our proposed predictive analytics framework.  

We have selected 25, the minimum number of days of HCV incidence for the Lahore 

District. During this selection process, we do not use the incidences of the first three days due to 

the absence of variance within it. The incidences of the day 4,5,6,7,8,9,10,11,12,18,22 are 

rejected due to non-maintenance of the stationary element while the incidence at 

13,14,15,16,17,19,20,21,23,24 days are rejected based on negative out of range prediction.  

The plot of Figure 5.1 shows the incidence of first 25 days of the HCV patients in the 

Lahore District of Punjab Province in Pakistan. In this plot, x-axis shows the incidence of HCV 

infected patients while y-axis shows the days in which incidence occurs. From this plot, it can be 

seen that the incidences that occur on days 1 to 6, 11 to 18, and 20 to 21 show an increase in the 

trend while the incidences on the day 7 and 19 to 20 show a decrease in the trend. It also shows 

the non-stationary element in the time series. 
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Figure 5.1: Plot of first 25 day’s incidences of the Lahore District 

In the case of this non-stationary time series, the p value of the ADF test is 0.2093. It is 

made in to stationary by differentiating it once and in this case the p-value of the ADF test is 

0.01837 which indicates the stationary presence. The plot of the stationary time series of 25-day 

incidences after making a difference once is shown in Figure 5.2. This plot also shows the 

constant mean and variance in this time series. 

 

         Figure 5.2: Stationary time series plot of 25 day’s incidences of the Lahore District 
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PACF gives us the order of AR terms of the ARIMA model and this plot is shown in 

Figure 5.3. In this plot, lag values are represented by the x-axis while the coefficients of AR 

terms are represented by the y-axis. The threshold is crossed by only one coefficient of the AR 

terms so its order is one and the value of this coefficient is -0.6118. This threshold is shown in 

the form of blue dots and this line is drawn at 5% confidence interval. 

 

                                       Figure 5.3: PACF plot of Lahore District 

ACF gives us the order of MA terms of the ARIMA model and this plot is shown in 

Figure 5.4. In this plot, lag values are represented by the x-axis while the coefficients of MA 

terms are represented by the y-axis. The threshold is crossed by two coefficients of the MA terms 

so its order is two and the values of these coefficients are 1.1921 and 0.9999. 
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                                   Figure 5.4: ACF plot of the Lahore District 
 

As the order 1 of AR terms, order 2 of MA terms, and order 1 of differential terms are 

computed, so the model that fits best is ARIMA (1,1,2) on these incidences and it is shown in 

equation (19). 

𝐻𝑡 = (1 − 𝐵1)𝐻𝑡−1 − 𝐵1𝐻𝑡−2 + 𝑅𝑡 + 𝐿1𝑅𝑡−1 + 𝐿2𝑅𝑡−2   (14) 

After the substitution of B1, L1, and L2 coefficient values, equation (19) is replaced with equation 

(20).  

𝐻𝑡 = 1.6118𝐻𝑡−1 + 0.6118𝐻𝑡−2 + 𝑅𝑡 + 1.1921𝑅𝑡−1 + 0.9999𝑅𝑡−2   (15) 

The above equations (20) are used to predict 26, 27, 28, 29, 30 day incidences using the ARIMA 

model by adding +1 to t value each time.  

The plot of Figure 5.5 shows the incidence of 6 to 30 day’s of the HCV patients in the 

Lahore District of Punjab Province in Pakistan. In this plot, x-axis shows the incidence of HCV 

infected patients while y-axis shows the days in which incidence occurs. From this plot, it can be 

seen that the incidences that occur on days 9 to 12, 15 to 16, 20 to 21, and 22 show an increase in 
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the trend while the incidences on the day 2, 13 to 15, and 22 show a decrease in the trend. It also 

shows the non-stationary element in the time series. 

 

                           Figure 5.5: Plot of 6 to 30 day’s incidences of the Lahore District 
 

In the case of this non-stationary time series, the p value of the ADF test is 0.3072. It is 

made in to stationary by differentiating it once and in this case the p-value of the ADF test is 

0.02663 which indicates the stationary presence. The plot of the stationary time series of 25-day 

incidences after making a difference once is shown in Figure 5.6. This plot also shows the 

constant mean and variance in this time series. 

 

Figure 5.6: Stationary time series plot of the 6 to 30 day’s incidences of the Lahore District 
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PACF gives us the order of AR terms of the ARIMA model and this plot is shown in 

Figure 5.7. In this plot, lag values are represented by the x-axis while the coefficients of AR 

terms are represented by the y-axis. The threshold is crossed by only one coefficient of the AR 

terms so its order is one and the value of this coefficient is -0.6586. This threshold is shown in 

the form of blue dots and this line is drawn at 5% confidence interval. 

 

                         Figure 5.7: PACF plot of Lahore District for days 6 to 30 
ACF gives us the order of MA terms of the ARIMA model and this plot is shown in 

Figure 5.8. In this plot, lag values are represented by the x-axis while the coefficients of MA 

terms are represented by the y-axis. The threshold is crossed by two coefficients of the MA terms 

so its order is two and the values of these coefficients are 1.1984 and 1.0000. 

 

                                Figure 5.8: ACF plot of Lahore District for days 6 to 30 
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As the order 1 of AR terms, order 2 of MA terms, and order 1 of differential terms are 

computed, so the model that fits best is ARIMA (1,1,2) on these incidences and it is shown in 

equation (21). 

𝐻𝑡 = (1 − 𝐵1)𝐻𝑡−1 − 𝐵1𝐻𝑡−2 + 𝑅𝑡 + 𝐿1𝑅𝑡−1 + 𝐿2𝑅𝑡−2   (16) 

After the substitution of B1, L1, and L2 coefficient values, equation (21) is replaced with 

equation (22). 

𝐻𝑡 = 1.6586𝐻𝑡−1 + 0.6586𝐻𝑡−2 + 𝑅𝑡 + 1.1984𝑅𝑡−1

+ 1.0000𝑅𝑡−2                                                 

(17) 

The above equations (22) are used to predict 31, 32, 33, 34, 35 day incidences using the 

ARIMA model by adding +1 to t value each time.  

The plot of Figure 5.9 shows the incidence of 11 to 35 day’s of the HCV patients in the 

Lahore District of Punjab Province in Pakistan. In this plot, x-axis shows the incidence of HCV 

infected patients while y-axis shows the days in which incidence occurs. From this plot, it can be 

seen that the incidences that occur on days 4 to 8, 16, and 25 show an increase in the trend while 

the incidences on the day 9 to 10, and 17 to 24 show a decrease in the trend. It also shows the 

stationary element in the time series. In the case of this stationary time series, the p value of the 

ADF test is 0.01. This plot also shows the constant mean and variance in this time series. 

 

                       Figure 5.9: Plot of 11 to 35 day’s incidences of the Lahore District 
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PACF gives us the order of AR terms of the ARIMA model and this plot is shown in 

Figure 15. In this plot, lag values are represented by the x-axis while the coefficients of AR 

terms are represented by the y-axis. The threshold is crossed by only one coefficient of the AR 

terms so its order is one and the value of this coefficient is 0.4930. This threshold is shown in the 

form of blue dots and this line is drawn at 5% confidence interval. 

 

                          Figure 5.10: PACF plot of Lahore District for days 11 to 35                   

ACF gives us the order of MA terms of the ARIMA model and this plot is shown in 

Figure 5.11. In this plot, lag values are represented by the x-axis while the coefficients of MA 

terms are represented by the y-axis. The threshold is crossed by three coefficients of the MA 

terms so its order is three and the values of these coefficients are 0.7351, 0.6981, and -0.2935. 

 

                            Figure 5.11: ACF plot of Lahore District for days 11 to 35 
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As the order 1 of AR terms, order 3 of MA terms, and order 1 of differential terms are 

computed, so the model that fits best is ARIMA (1, 0, 3) on these incidences and it is shown in 

equation (23). 

𝐻𝑡 = 𝐵1𝐻𝑡−1 + 𝑅𝑡 + 𝐿1𝑅𝑡−1 + 𝐿2𝑅𝑡−2  + 𝐿3𝑅𝑡−3  

 

(18) 

After the substitution of B1, L1, and L2 coefficient values, equation (23) is replaced with equation 

(24). 

𝐻𝑡 = 0.4930𝐻𝑡−1 + 𝑅𝑡 + 0.7351𝑅𝑡−1 + 0.6981𝑅𝑡−2 − 0.2935𝑅𝑡−2 (19) 

The above equations 24 are used to predict 36, 37, 38, 39, 40 day incidences using the 

ARIMA model by adding +1 to t value each time.  

The plot of Figure 5.12 shows the incidence of 16 to 40 day’s of the HCV patients in the 

Lahore District of Punjab Province in Pakistan. In this plot, x-axis shows the incidence of HCV 

infected patients while y-axis shows the days in which incidence occurs. From this plot, it can be 

seen that the incidences that occur on days 1 to 2, 10 to 11, and 19 to 24 show an increase in the 

trend while the incidences on the day 3 to 5, and 25 show a decrease in the trend. It also shows 

the non-stationary element in the time series. 

 

                Figure 5.12: Plot of 16 to 40 day’s incidences of the Lahore District 
 

In the case of this non-stationary time series, the p value of the ADF test is 0.05229.It 

is made in to stationary by differentiating it thrice and in this case the p-value of the ADF test is 

0.01279 which indicates the stationary presence. The plot of the stationary time series of 16 to 40 
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day incidences after making a difference three times is shown in Figure 5.13. This plot also 

shows the constant mean and variance in this time series. 

 

Figure 5.13: Stationary time series plot of 16 to 40 day’s incidences of the Lahore District 
 

PACF gives us the order of AR terms of the ARIMA model and this plot is shown in 

Figure 5.14. In this plot, lag values are represented by the x-axis while the coefficients of AR 

terms are represented by the y-axis. The threshold is crossed by only one coefficient of the AR 

terms so its order is one and the value of this coefficient is -0.6816. This threshold is shown in 

the form of blue dots and this line is drawn at 5% confidence interval. 

 

                            Figure 5.14: PACF plot of Lahore District for days 16 to 40 
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ACF gives us the order of MA terms of the ARIMA model and this plot is shown in 

Figure 5.15. In this plot, lag values are represented by the x-axis while the coefficients of MA 

terms are represented by the y-axis. The threshold is crossed by six coefficients of the MA terms 

so its order is six and the values of these coefficients are -0.6139, -0.3490, -0.8-47, 0.5325, 

0.1765, and 0.1595. 

 

                       Figure 5.15: ACF plot of Lahore District for days 16 to 40 
  

As the order 1 of AR terms, order 6 of MA terms, and order 3 of differential terms are 

computed, so the model that fits best is ARIMA (1, 3, 6) on these incidences and it is shown in 

equation (25). 

𝐻𝑡 = −(−3 − 𝐵1)𝐻𝑡−1 − (−3 + 3𝐵1)𝐻𝑡−2 − (−1 − 3𝐵1)𝐻𝑡−3 − 𝐵1𝐻𝑡−4 + 𝑅𝑡

+ 𝐿1𝑅𝑡−1 + 𝐿2𝑅𝑡−2  + 𝐿3𝑅𝑡−3 + 𝐿4𝑅𝑡−4  + 𝐿5𝑅𝑡−5 + 𝐿6𝑅𝑡−6   

(20) 

After the substitution of B1, L1, L2, L3, L4, L5, and L6 coefficient values, equation (25) is replaced 

with equation (26). 

𝐻𝑡 = 0.23184𝐻𝑡−1 − 0.9552𝐻𝑡−2 − 1.0448𝐻𝑡−3 + 0.6816𝐻𝑡−4 + 𝑅𝑡 − 0.6139𝑅𝑡−1

− 0.3490𝑅𝑡−2  − 0.8047𝑅𝑡−3 + 0.5325𝑅𝑡−4  + 0.1765𝑅𝑡−5 

+ 0.1595𝑅𝑡−6   

(21) 
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The above equations (26) are used to predict 41, 42, 43, 44, 45 day incidences using the ARIMA 

model by adding +1 to t value each time.  

The plot of Figure 5.16 shows the incidence of 21 to 45 days of the HCV patients in the 

Lahore District of Punjab Province in Pakistan. In this plot, x-axis shows the incidence of HCV 

infected patients while y-axis shows the days in which incidence occurs. From this plot, it can be 

seen that the incidences that occur on day 6, and 15 to 18 show an increase in the trend while the 

incidences on the day 7 to 14, and 19 to 25 show a decrease in the trend. It also shows the 

stationary element in the time series. In the case of this non-stationary time series, the p value of 

the ADF test is 0.04423.This plot also shows the constant mean and variance in the time series.  

 

                 Figure 5.16: Plot of 21 to 45 day’s incidences of the Lahore District 

PACF gives us the order of AR terms of the ARIMA model and this plot is shown in 

Figure 5.17. In this plot, lag values are represented by the x-axis while the coefficients of AR 

terms are represented by the y-axis. The threshold is crossed by two coefficients of the AR terms 

so its order is two and the value of these coefficients are 1.4572, and -0.6812. This threshold is 

shown in the form of blue dots and this line is drawn at 5% confidence interval. 
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                      Figure 5.17: PACF plot of Lahore District for days 21 to 45 
ACF gives us the order of MA terms of the ARIMA model and this plot is shown in 

Figure 5.18. In this plot, lag values are represented by the x-axis while the coefficients of MA 

terms are represented by the y-axis. The threshold is crossed by five coefficients of the MA 

terms so its order is five and the values of these coefficients are -0.5210, 0.1249, -0.8282, 

0.2135, and 0.0119. 

 

                               Figure 5.18: ACF plot of Lahore District for days 21 to 45 
As the order 2 of AR terms, and order 5 of MA terms are computed, so the model that fits 

best is ARIMA (2, 0, 5) on these incidences and it is shown in equation (27). 
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𝐻𝑡 = 𝐵1𝐻𝑡−1 + 𝐵2𝐻𝑡−2 + 𝑅𝑡 + 𝐿1𝑅𝑡−1 + 𝐿2𝑅𝑡−2  + 𝐿3𝑅𝑡−3 + 𝐿4𝑅𝑡−4 + 𝐿5𝑅𝑡−5 (22) 

After the substitution of B1, B2, L1, L2, L3, L4, and L5 coefficient values, equation (27) is replaced 

with equation (28). 

𝐻𝑡 = 1.4572𝐻𝑡−1 − 0.6812𝐻𝑡−2 + 𝑅𝑡 − 0.5210𝑅𝑡−1 + 0.1249𝑅𝑡−2  

− 0.8287𝑅𝑡−3 + 0.2135𝑅𝑡−4 + 0.0119𝑅𝑡−5 

(23) 

The above equations (28) are used to predict 46, 47, 48, 49, 50 day incidences using the ARIMA 

model by adding +1 to t value each time.  

The plot of Figure 5.19 shows the incidence of 26 to 50 day’s of the HCV patients in the 

Lahore District of Punjab Province in Pakistan. In this plot, x-axis shows the incidence of HCV 

infected patients while y-axis shows the days in which incidence occurs. From this plot, it can be 

seen that the incidences that occur on days 10 to 13 show an increase in the trend while the 

incidences on the day 1 to 9, and 14 to 25 show a decrease in the trend. It also shows the non-

stationary element in the time series.  

 

Figure 5.19: Plot of 26 to 50 day’s incidences of the Lahore District 

In the case of this non-stationary time series, the p value of the ADF test is 0.09334.It 

is made in to stationary by differentiating it once and in this case the p-value of the ADF test is 

0.02627 which indicates the stationary presence. The plot of the stationary time series of 26 to 50 
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day incidences after making a difference two times is shown in Figure 5.20. This plot also shows 

the constant mean and variance in this time series. 

 

 Figure 5.20: Stationary time series plot of 26 to 50 day’s incidences of the Lahore District 
 

PACF gives us the order of AR terms of the ARIMA model and this plot is shown in 

Figure 5.21. In this plot, lag values are represented by the x-axis while the coefficients of AR 

terms are represented by the y-axis. The threshold is crossed by two coefficients of the AR terms 

so its order is two and the value of these coefficients are -0.2223, and -0.0882. This threshold is 

shown in the form of blue dots and this line is drawn at 5% confidence interval. 

 

                      Figure 5.21: PACF plot of Lahore District for days 26 to 50 
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ACF gives us the order of MA terms of the ARIMA model and this plot is shown in 

Figure 5.22. In this plot, lag values are represented by the x-axis while the coefficients of MA 

terms are represented by the y-axis. The threshold is crossed by two coefficients of the MA terms 

so its order is two and the values of these coefficients are 0.8745, and 1.000. 

 

                               Figure 5.22: ACF plot of Lahore District for days 26 to 50 
As the order 2 of AR terms, order 2 of MA terms, and order 1 of the difference terms are 

computed, so the model that fits best is ARIMA (2, 1, 2) on these incidences and it is shown in 

equation (29). 

𝐻𝑡 = −(−𝐵1 − 1)𝐻𝑡−1 − (−𝐵2 + 𝐵1)𝐻𝑡−2 + 𝐵2𝐻𝑡−3 + 𝑅𝑡 + 𝐿1𝑅𝑡−1 + 𝐿2𝑅𝑡−2   (24) 

After the substitution of B1, B2, L1, and L2 coefficient values, equation (29) is replaced with 

equation (30). 

𝐻𝑡 = 0.7777𝐻𝑡−1 + 0.1341𝐻𝑡−2 − 0.0882𝐻𝑡−3 + 𝑅𝑡 + 0.8745𝑅𝑡−1 + 1.0000𝑅𝑡−2   (25) 

The above equation (30) is used to predict 51, 52, 53, 54, and 55 day incidences using the 

ARIMA model by adding +1 to t value each time.  

The plot of Figure 5.23 shows the incidence of 31 to 55 day’s of the HCV patients in the 

Lahore District of Punjab Province in Pakistan. In this plot, x-axis shows the incidence of HCV 

infected patients while y-axis shows the days in which incidence occurs. From this plot, it can be 

seen that the incidences that occur on days 1 to 8 show an increase in the trend while the 

incidences on the day 9 to 25 show a decrease in the trend. It also shows the stationary element 
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in the time series. In the case of this stationary time series, the p value of the ADF test is 

0.02075. This plot also shows the constant mean and variance in this time series. 

 

                    Figure 5.23: Plot of 31 to 55 day’s incidences of the Lahore District 
PACF gives us the order of AR terms of the ARIMA model and this plot is shown in 

Figure 5.24. In this plot, lag values are represented by the x-axis while the coefficients of AR 

terms are represented by the y-axis. The threshold is crossed by two coefficients of the AR terms 

so its order is two and the value of these coefficients are 1.3687, and -0.5573. This threshold is 

shown in the form of blue dots and this line is drawn at 5% confidence interval. 

 

                         Figure 5.24: PACF plot of Lahore District for days 31 to 55 
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ACF gives us the order of MA terms of the ARIMA model and this plot is shown in 

Figure 5.25. In this plot, lag values are represented by the x-axis while the coefficients of MA 

terms are represented by the y-axis. The threshold is crossed by three coefficients of the MA 

terms so its order is three and the values of these coefficients are -0.1638, 0.0184, and -0.8545. 

 

                   Figure 5.25: ACF plot of Lahore District for days 31 to 55 
As the order 2 of AR terms, and order 3 of MA terms are computed, so the model that fits best is 

ARIMA (2, 0, 3) on these incidences and it is shown in equation (31). 

𝐻𝑡 = 𝐵1𝐻𝑡−1 + 𝐵2𝐻𝑡−2 + 𝑅𝑡 + 𝐿1𝑅𝑡−1 + 𝐿2𝑅𝑡−2  + 𝐿3𝑅𝑡−3  (26) 

After the substitution of B1, B2, L1, L2, and L3 coefficient values, equation (31) is replaced with 

equation (32). 

𝐻𝑡 = 1.3687𝐻𝑡−1 − 0.5573𝐻𝑡−2 + 𝑅𝑡 − 0.1638𝑅𝑡−1 + 0.0184𝑅𝑡−2  

− 0.8545𝑅𝑡−3  

       

(27) 

The above equation (32) is used to predict 56, 57, 58, 59, and 60 day incidences using the 

ARIMA model by adding +1 to t value each time.  

The plot of Figure 5.26 shows the incidence of 36 to 60 day’s of the HCV patients in the 

Lahore District of Punjab Province in Pakistan. In this plot, x-axis shows the incidence of HCV 

infected patients while y-axis shows the days in which incidence occurs. From this plot, it can be 
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seen that the incidences that occur on days 1 to 4, 10 to 12, 15 to 18, and 23 to 34 show an 

increase in the trend while the incidences on the day 18 to 19, and 12 to 13 show a decrease in 

the trend. It also shows the stationary element in the time series. In the case of this stationary 

time series, the p value of the ADF test is 0.01. This plot also shows the constant mean and 

variance in this time series. 

 

                   Figure 5.26: Plot of 36 to 60 day’s incidences of the Lahore District 

PACF gives us the order of AR terms of the ARIMA model and this plot is shown in 

Figure 5.27. In this plot, lag values are represented by the x-axis while the coefficients of AR 

terms are represented by the y-axis. The threshold is crossed by two coefficients of the AR terms 

so its order is two and the value of these coefficients are 0.4039, and -0.1073. This threshold is 

shown in the form of blue dots and this line is drawn at 5% confidence interval. 

 

                        Figure 5.27: PACF plot of Lahore District for days 36 to 60 
ACF gives us the order of MA terms of the ARIMA model and this plot is shown in 

Figure 5.28. In this plot, lag values are represented by the x-axis while the coefficients of MA 
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terms are represented by the y-axis. The threshold is crossed by two coefficients of the MA terms 

so its order is two and the values of these coefficients are 0.9184, and 1.0000. 

 

                               Figure 5.28: ACF plot of Lahore District for days 36 to 60 
As the order 2 of AR terms, and order 2 of MA terms are computed, so the model that fits best is 

ARIMA (2, 0, 2) on these incidences and it is shown in equation (33). 

𝐻𝑡 = 𝐵1𝐻𝑡−1 + 𝐵2𝐻𝑡−2 + 𝑅𝑡 + 𝐿1𝑅𝑡−1 + 𝐿2𝑅𝑡−2   (28) 

After the substitution of B1, B2, L1, and L2 coefficient values, equation (33) is replaced with 

equation (34). 

𝐻𝑡 = 0.4039𝐻𝑡−1 − 0.1073𝐻𝑡−2 + 𝑅𝑡 + 0.9184𝑅𝑡−1 + 1.0000𝑅𝑡−2   (29) 

The above equation (34) is used to predict 61, 62, 63, 64, and 65 day incidences using the 

ARIMA model by adding +1 to t value each time.  

The plot of Figure 5.29 shows the incidence of 41 to 65 day’s of the HCV patients in the 

Lahore District of Punjab Province in Pakistan. In this plot, x-axis shows the incidence of HCV 

infected patients while y-axis shows the days in which incidence occurs. From this plot, it can be 

seen that the incidences that occur on days 4 to 7, 11 to 13, 19 to 21, and 24 to 25 show an 

increase in the trend while the incidences on the day 8 to 10, 14 to 18, and 22 to 23 show a 

decrease in the trend. It also shows the stationary element in the time series. In the case of this 



46 
 

stationary time series, the p value of the ADF test is 0.01. This plot also shows the constant mean 

and variance in this time series. 

 

                  Figure 5.29: Plot of 41 to 65 day’s incidences of the Lahore District 

PACF gives us the order of AR terms of the ARIMA model and this plot is shown in 

Figure 5.30. In this plot, lag values are represented by the x-axis while the coefficients of AR 

terms are represented by the y-axis. The threshold is crossed by two coefficients of the AR terms 

so its order is two and the value of these coefficients are 0.6361, and -0.5085. This threshold is 

shown in the form of blue dots and this line is drawn at 5% confidence interval. 

 

                           Figure 5.30: PACF plot of Lahore District for days 41 to 65 

 



47 
 

ACF gives us the order of MA terms of the ARIMA model and this plot is shown in 

Figure 5.31. In this plot, lag values are represented by the x-axis while the coefficients of MA 

terms are represented by the y-axis. The threshold is crossed by three coefficients of the MA 

terms so its order is three and the values of these coefficients are -0.3528, 0.1344 and -0.7816. 

 

                                Figure 5.31: ACF plot of Lahore District for days 41 to 65 
As the order 2 of AR terms, and order 3 of MA terms are computed, so the model that fits best is 

ARIMA (2, 0, 3) on these incidences and it is shown in equation (35). 

𝐻𝑡 = 𝐵1𝐻𝑡−1 + 𝐵2𝐻𝑡−2 + 𝑅𝑡 + 𝐿1𝑅𝑡−1 + 𝐿2𝑅𝑡−2  + 𝐿3𝑅𝑡−3  (30) 

After the substitution of B1, B2, L1, L2, and L3 coefficient values, equation (35) is replaced with 

equation (36). 

𝐻𝑡 = 0.6361𝐻𝑡−1 − 0.5085𝐻𝑡−2 + 𝑅𝑡 − 0.3528𝑅𝑡−1 + 0.01344𝑅𝑡−2  − 0.7816𝑅𝑡−3  (31) 

The above equation (36) is used to predict 66, 67, 68, 69, and 70 day incidences using the 

ARIMA model by adding +1 to t value each time.  

The plot of Figure 5.32 shows the incidence of 46 to 70 day’s of the HCV patients in the Lahore 

District of Punjab Province in Pakistan. In this plot, x-axis shows the incidence of HCV infected 

patients while y-axis shows the days in which incidence occurs. From this plot, it can be seen 
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that the incidences that occur on days 1 to 2, 6 to 8, 14 to 16, 19 to 21 and 24 to 25 show an 

increase in the trend while the incidences on the day 3 to 5, 9 to 13, and 17 to 18 show a decrease 

in the trend. It also shows the stationary element in the time series. In the case of this stationary 

time series, the p value of the ADF test is 0.01. This plot also shows the constant mean and 

variance in this time series. 

 

                       Figure 5.32: Plot of 46 to 70 day’s incidences of the Lahore District 

PACF gives us the order of AR terms of the ARIMA model and this plot is shown in 

Figure 5.33. In this plot, lag values are represented by the x-axis while the coefficients of AR 

terms are represented by the y-axis. The threshold is crossed by one coefficients of the AR terms 

so its order is one and the value of the coefficient is 0.4411. This threshold is shown in the form 

of blue dots and this line is drawn at 5% confidence interval. 

 

                       Figure 5.33: PACF plot of Lahore District for days 46 to 70  
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ACF gives us the order of MA terms of the ARIMA model and this plot is shown in 

Figure 5.34. In this plot, lag values are represented by the x-axis while the coefficients of MA 

terms are represented by the y-axis. The threshold is crossed by two coefficients of the MA terms 

so its order is two and the values of these coefficients are -0.5672, and -0.4328.  

 

                        Figure 5.34: ACF plot of Lahore District for days 46 to 70 
As the order 1 of AR terms, and order 2 of MA terms are computed, so the model that fits best is 

ARIMA (1, 0, 2) on these incidences and it is shown in equation 37. 

𝐻𝑡 = 𝐵1𝐻𝑡−1 + 𝑅𝑡 + 𝐿1𝑅𝑡−1 + 𝐿2𝑅𝑡−2   (32) 

After the substitution of B1, L1, and L2 coefficient values, equation (37) is replaced with equation 

(38). 

𝐻𝑡 = 0.4511𝐻𝑡−1 + 𝑅𝑡 − 0.5672𝑅𝑡−1 − 0.5328𝑅𝑡−2   (33) 

The above equation (38) is used to predict 71, 72, 73, 74, and 75 day incidences using the 

ARIMA model by adding +1 to t value each time.  

The plot of Figure 5.35 shows the incidence of 51 to 75 day’s of the HCV patients in the 

Lahore District of Punjab Province in Pakistan. In this plot, x-axis shows the incidence of HCV 

infected patients while y-axis shows the days in which incidence occurs. From this plot, it can be 

seen that the incidences that occur on days 1 to 3,  to 11, 14 to 16, 20 to 22, and 25 show an 
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increase in the trend while the incidences on the day 4 to 8, 12 to 13, 17 to 19, and 23 to 24 show 

a decrease in the trend. It also shows the stationary element in the time series. In the case of this 

stationary time series, the p value of the ADF test is 0.01. This plot also shows the constant mean 

and variance in this time series. 

 

                         Figure 5.35: Plot of 51 to 75 day’s incidences of the Lahore District 
PACF gives us the order of AR terms of the ARIMA model and this plot is shown in 

Figure 5.36. In this plot, lag values are represented by the x-axis while the coefficients of AR 

terms are represented by the y-axis. The threshold is crossed by two coefficients of the AR terms 

so its order is two and the value of these coefficients are 0.4048, and -0.5803. This threshold is 

shown in the form of blue dots and this line is drawn at 5% confidence interval. 

 

                            Figure 5.36: PACF plot of Lahore District for days 51 to 75 



51 
 

ACF gives us the order of MA terms of the ARIMA model and this plot is shown in 

Figure 5.37. In this plot, lag values are represented by the x-axis while the coefficients of MA 

terms are represented by the y-axis. The threshold is crossed by two coefficients of the MA terms 

so its order is two and the values of these coefficients are 0.6838, and 1.0000.  

 

                          Figure 5.37: ACF plot of Lahore District for days 51 to 75 
As the order 2 of AR terms, and order 2 of MA terms are computed, so the model that fits best is 

ARIMA (2, 0, 2) on these incidences and it is shown in equation (39). 

𝐻𝑡 = 𝐵1𝐻𝑡−1 + 𝐵2𝐻𝑡−2 + 𝑅𝑡 + 𝐿1𝑅𝑡−1 + 𝐿2𝑅𝑡−2   (34) 

After the substitution of B1, B2, L1, and L2 coefficient values, equation (39) is replaced with 

equation (40). 

𝐻𝑡 = 0.4048𝐻𝑡−1 − 0.5803𝐻𝑡−2 + 𝑅𝑡 + 0.6838𝑅𝑡−1 + 1.0000𝑅𝑡−2   (35) 

The above equation (40) is used to predict 76, 77, 78, 79, and 80 day incidences using the 

ARIMA model by adding +1 to t value each time. 

The plot of Figure 5.38 shows the incidence of 56 to 80 day’s of the HCV patients in the 

Lahore District of Punjab Province in Pakistan. In this plot, x-axis shows the incidence of HCV 

infected patients while y-axis shows the days in which incidence occurs. From this plot, it can be 

seen that the incidences that occur on days 3 to 6, 9 to 11, 14 to 17, and 20 to 22 show an 
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increase in the trend while the incidences on the day 7 to 8, 18 to 19, and 23 to 25 show a 

decrease in the trend. It also shows the stationary element in the time series. In the case of this 

stationary time series, the p value of the ADF test is 0.01. This plot also shows the constant mean 

and variance in this time series  

 

                      Figure 5.38: Plot of 56 to 80 day’s incidences of the Lahore District 
PACF gives us the order of AR terms of the ARIMA model and this plot is shown in 

Figure 5.39. In this plot, lag values are represented by the x-axis while the coefficients of AR 

terms are represented by the y-axis. The threshold is crossed by three coefficients of the AR 

terms so its order is three and the value of these coefficients are 0.6835, -0.7488, and -0.2641. 

This threshold is shown in the form of blue dots and this line is drawn at 5% confidence interval. 

 

                 Figure 5.39: PACF plot of Lahore District for days 56 to 80 
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ACF gives us the order of MA terms of the ARIMA model and this plot is shown in 

Figure 5.40. In this plot, lag values are represented by the x-axis while the coefficients of MA 

terms are represented by the y-axis. The threshold is crossed by four coefficients of the MA 

terms so its order is four and the values of these coefficients are 0.0914, 1.0669, 0.0848, and 

0.9925. 

 

                               Figure 5.40: ACF plot of Lahore District for days 56 to 80 
 As the order 3 of AR terms, and order 4 of MA terms are computed, so the model that fits best is 

ARIMA (3, 0, 4) on these incidences and it is shown in equation (41). 

𝐻𝑡 = 𝐵1𝐻𝑡−1 + 𝐵2𝐻𝑡−2 + 𝐵3𝐻𝑡−3 + 𝑅𝑡 + 𝐿1𝑅𝑡−1 + 𝐿2𝑅𝑡−2  + 𝐿3𝐻𝑡−3 + 𝐿4𝐻𝑡−4 (36) 

After the substitution of B1, B2, B3, L1, L2, and L3 coefficient values, equation (41) is replaced 

with equation (42). 

𝐻𝑡 = 0.6835𝐻𝑡−1 − 0.7488𝐻𝑡−2 − 0.2641𝐻𝑡−3 + 𝑅𝑡 + 0.0914𝑅𝑡−1 + 1.0669𝑅𝑡−2  

+ 0.0848𝐻𝑡−3 + 0.9925𝐻𝑡−4 

(37) 

The above equation (42) is used to predict 81, 82, 83, and 84 day incidences using the ARIMA 

model by adding +1 to t value each time. 

Figure 5.41 shows the plot of actual and predicted incidences from 26 to 84 days. In this 

plot, x-axis shows the number of the days while y-axis shows the Hepatitis C incidences that 

took place in Lahore district. This plot indicates that when the trend increase in real incidences is 
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provided as an input to the model, the trend of the incidences that are predicted also increases. 

On the other hand, giving the decreasing trend to model as input also reduces the trend of 

predicted incidences. This is because the predictive incidences trend in this model depends on 

the incidences that are provided to it as input. As the hepatitis C threshold is 3 to 6 incidences in 

2 to 6 weeks. This plot shows the incidences of two weeks from day 26 to 39 while from day 40 

to 81, six weeks incidences are shown. During this period, the number of incidences predicted by 

our model is 68.1134659. In this plot, predicted incidences have crossed the threshold so an alert 

is sent to the DG Health in the form of an SMS that Hepatitis C incidences have crossed the 

threshold in Lahore District of Punjab Province and also this predicted trend is sent to the central 

Dashboard of the health ministry. The DG Health analyzes this predictive trend and also assesses 

the current health situation, including the budget allocations for health facilities so far. The 

spread of the disease can be controlled in time or not, suggests increasing and decreasing the 

budget according to the current situation and also informs the Prime Minister, Health Minister 

and Health Secretary about these conditions. 

 

 

                     Figure 5.41: Lahore District actual and predicted incidences 
The errors found in the 12 iterations in the actual and predicted incidences are shown in 

Figure 5.42, the error values are mentioned in Table 3, while the mapping that is done on the 
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model variables of the predicted day incidences is shown in Table 4. This plot in Figure 6 

indicates that MAE and RMSE values in all iterations within the 0-2 range. Therefore, the 

predictions made by this model can be used to prevent the spread of the disease. 

 

                              Figure 5.42: Error of Lahore District incidences 
                  
                              Table 5-1: Error values of Lahore District incidences 

Model MAE RMSE 

1 0.236198 0.284768 

2 0.244899 0.278796 

3 0.504621 0.601339 

4 0.094456 0.115636 

5 0.303483 0.315654 

6 0.191684 0.253856 

7 0.243591 0.277371 
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8 0.085374 0.109038 

9 0.157218 0.212449 

10 0.46942 0.588511 

11 0.225521 0.241543 

12 0.798496 0.974826 

            

                         Table 5-2: Mapping of predicted day incidences to model variable 

Predicted day incidences Model 

26-30 1 

31-35 2 

36-40 3 

41-45 4 

46-50 5 

51-55 6 

56-60 7 

61-65 8 

66-70 9 

71-75 10 

76-80 11 
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We have selected 28, the minimum number of days of HCV incidence for the Vehari 

District. During this selection process, we do not use the incidences of the first three days due to 

the absence of variance within it. The incidences of the day 4,5,6,7,8,9,10,11,12,14,19 are 

rejected due to non-maintenance of the stationary element while the incidence at 

11,13,15,17,18,20,21,23,24,25 days are rejected based on negative out of range prediction.  

The plot of Figure 5.43 shows the incidence of 1 to 28 day’s of the HCV patients in the 

Vehari District of Punjab Province in Pakistan. In this plot, x-axis shows the incidence of HCV 

infected patients while y-axis shows the days in which incidence occurs. From this plot, it can be 

seen that the incidences that occur on days 1 to 6, 10 to 15, and 24 to 27 show an increase in the 

trend while the incidences on the day 7 to 9, 16 to 23, and 28 show a decrease in the trend. It also 

shows the non-stationary element in the time series. 

 

                       Figure 5.43: Plot of 1 to 28 day’s incidences of the Vehari District 
In the case of this non-stationary time series, the p value of the ADF test is 0.6077.It is 

made in to stationary by differentiating it thrice and in this case the p-value of the ADF test is 

0.02041 which indicates the stationary presence. The plot of the stationary time series of 1 to 28 

81-84 12 
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day incidences after making a difference three times is shown in Figure 5.44. This plot also 

shows the constant mean and variance in this time series. 

 

Figure 5.44: Stationary time Series plot of 1 to 28 day’s incidences of the Vehari District 
PACF gives us the order of AR terms of the ARIMA model and this plot is shown in 

Figure 5.45. In this plot, lag values are represented by the x-axis while the coefficients of AR 

terms are represented by the y-axis. The threshold is crossed by two coefficients of the AR terms 

so its order is two and the value of these coefficients are -0.0023, and 0.5007. This threshold is 

shown in the form of blue dots and this line is drawn at 5% confidence interval. 

 

                         Figure 5.45: PACF plot of Vehari District for days 1 to 28 
ACF gives us the order of MA terms of the ARIMA model and this plot is shown in 

Figure 5.46. In this plot, lag values are represented by the x-axis while the coefficients of MA 
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terms are represented by the y-axis. The threshold is crossed by four coefficients of the MA 

terms so its order is four and the values of these coefficients are -1.3014, -0.6355, 1.3265, and -

0.3394. 

 

                       Figure 5.46: ACF plot of Vehari District for days 1 to 28 

As the order 2 of AR terms, order 4 of MA terms, and order 3 of difference terms are 

computed, so the model that fits best is ARIMA (2, 3, 4) on these incidences and it is shown in 

equation (43). 

𝐻𝑡 = −(−3 − 𝐵1)𝐻𝑡−1 − (−3 + 3𝐵1 − 3𝐵2)𝐻𝑡−2 − (−1 − 3𝐵1 + 3𝐵2)𝐻𝑡−3

− (𝐵1 − 3𝐵2)𝐻𝑡−4 − 𝐵2𝐻𝑡−5 + 𝑅𝑡 + 𝐿1𝑅𝑡−1 + 𝐿2𝑅𝑡−2  + 𝐿3𝑅𝑡−3 

+ 𝐿4𝑅𝑡−4   

(38) 

After the substitution of B1, B2, L1, L2, L3, and L4 coefficient values, equation (43) is replaced 

with equation (44). 

𝐻𝑡 = 2.9977𝐻𝑡−1 − 1.491𝐻𝑡−2 − 0.5044𝐻𝑡−3 + 1.5044𝐻𝑡−4 − 0.5007𝐻𝑡−5 + 𝑅𝑡

− 1.3014𝑅𝑡−1 − 0.6355𝑅𝑡−2  + 1.3265𝑅𝑡−3 − 0.3394𝑅𝑡−4   

(39) 

The above equation (44) is used to predict 29, 30, 31, 32 and 33 day incidences using the 

ARIMA model by adding +1 to t value each time. 

The plot of Figure 5.47 shows the incidence of 6 to 33 day’s of the HCV patients in the 

Vehari District of Punjab Province in Pakistan. In this plot, x-axis shows the incidence of HCV 

infected patients while y-axis shows the days in which incidence occurs. From this plot, it can be 

seen that the incidences that occur on days 1 to 3, 6 to 10, and 19 to 22 show an increase in the 
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trend while the incidences on the day 4 to 5, 11 to 18, and 23 to 28 show a decrease in the trend. 

It also shows the non-stationary element in the time series. 

 

                   Figure 5.47: Plot of 6 to 33 day’s incidences of the Vehari District 

In the case of this non-stationary time series, the p value of the ADF test is 0.1045.It is 

made in to stationary by differentiating it thrice and in this case the p-value of the ADF test is 

0.01709 which indicates the stationary presence. The plot of the stationary time series of 6 to 33 

day incidences after making a difference three times is shown in Figure 5.48. This plot also 

shows the constant mean and variance in this time series. 

 

      Figure 5.48: Stationary time series plot of 6 to 33 day’s incidences of the Vehari District 
PACF gives us the order of AR terms of the ARIMA model and this plot is shown in 

Figure 5.49. In this plot, lag values are represented by the x-axis while the coefficients of AR 

terms are represented by the y-axis. The threshold is crossed by two coefficients of the AR terms 

so its order is two and the value of these coefficients are -1.0434, and -0.5461. This threshold is 

shown in the form of blue dots and this line is drawn at 5% confidence interval. 
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                             Figure 5.49: PACF plot of Vehari District for days 6 to 33 
ACF gives us the order of MA terms of the ARIMA model and this plot is shown in 

Figure 5.50. In this plot, lag values are represented by the x-axis while the coefficients of MA 

terms are represented by the y-axis. The threshold is crossed by two coefficients of the MA terms 

so its order is two and the values of these coefficients are -0.3401, and -0.6599.  

 

                               Figure 5.50: ACF plot of Vehari District for days 6 to 33 
As the order 2 of AR terms, order 2 of MA terms, and order 3 of difference terms are computed, 

so the model that fits best is ARIMA (2, 3, 2) on these incidences and it is shown in equation 

(45). 

𝐻𝑡 = −(−3 − 𝐵1)𝐻𝑡−1 − (−3 + 3𝐵1 − 3𝐵2)𝐻𝑡−2 − (−1 − 3𝐵1 + 3𝐵2)𝐻𝑡−3

− (𝐵1 − 3𝐵2)𝐻𝑡−4 − 𝐵2𝐻𝑡−5 + 𝑅𝑡 + 𝐿1𝑅𝑡−1 + 𝐿2𝑅𝑡−2   

(40) 
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After the substitution of B1, B2, L1, and L2 coefficient values, equation (45) is replaced with 

equation (46). 

𝐻𝑡 = 1.9566𝐻𝑡−1 − 1.5081𝐻𝑡−2 − 0.4919𝐻𝑡−3 − 0.5949𝐻𝑡−4 + 0.5461𝐻𝑡−5 + 𝑅𝑡

− 0.3401𝑅𝑡−1 − 0.6599𝑅𝑡−2   

(41) 

The above equation (46) is used to predict 34, 35, 36, 37 and 38 day incidences using the 

ARIMA model by adding +1 to t value each time. 

The plot of Figure 5.51 shows the incidence of 11 to 38 day’s of the HCV patients in the 

Vehari District of Punjab Province in Pakistan. In this plot, x-axis shows the incidence of HCV 

infected patients while y-axis shows the days in which incidence occurs. From this plot, it can be 

seen that the incidences that occur on days 1 to 5, 14 to 17, and 24 to 27 show an increase in the 

trend while the incidences on the day 6 to 13, 18 to 23, and 28 show a decrease in the trend. It 

also shows the non-stationary element in the time series. 

 

                        Figure 5.51: Plot of 11 to 38 day’s incidences of the Vehari District 
In the case of this non-stationary time series, the p value of the ADF test is 0.2574.It is 

made in to stationary by differentiating it thrice and in this case the p-value of the ADF test is 

0.03834 which indicates the stationary presence. The plot of the stationary time series of 11 to 38 

day incidences after making a difference three times is shown in Figure 5.52. This plot also 

shows the constant mean and variance in this time series. 
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  Figure 5.52: Stationary time series plot of 11 to 38 day’s incidences of the Vehari District 
 PACF gives us the order of AR terms of the ARIMA model and this plot is shown in 

Figure 5.53. In this plot, lag values are represented by the x-axis while the coefficients of AR 

terms are represented by the y-axis. The threshold is crossed by two coefficients of the AR terms 

so its order is two and the value of these coefficients are -1.6235, and -0.9847. This threshold is 

shown in the form of blue dots and this line is drawn at 5% confidence interval. 

 

                       Figure 5.53: PACF plot of Vehari District for days 11 to 38 
ACF gives us the order of MA terms of the ARIMA model and this plot is shown in 

Figure 5.54. In this plot, lag values are represented by the x-axis while the coefficients of MA 

terms are represented by the y-axis. The threshold is crossed by four coefficients of the MA 

terms so its order is four and the values of these coefficients are -0.3254, -1.0217, -0.3028, and 

0.6838.  
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                         Figure 5.54: ACF plot of Vehari District for days 11 to 38 
As the order 2 of AR terms, order 4 of MA terms, and order 3 of difference terms are computed, 

so the model that fits best is ARIMA (2, 3, 4) on these incidences and it is shown in equation 

(47). 

𝐻𝑡 = −(−3 − 𝐵1)𝐻𝑡−1 − (−3 + 3𝐵1 − 3𝐵2)𝐻𝑡−2 − (−1 − 3𝐵1 + 3𝐵2)𝐻𝑡−3

− (𝐵1 − 3𝐵2)𝐻𝑡−4 − 𝐵2𝐻𝑡−5 + 𝑅𝑡 + 𝐿1𝑅𝑡−1 + 𝐿2𝑅𝑡−2  + 𝐿3𝑅𝑡−3  

+ 𝐿4𝑅𝑡−4   

(42) 

After the substitution of B1, B2, L1, L2, L3, and L4 coefficient values, equation (47) is replaced 

with equation (48). 

𝐻𝑡 = 1.3765𝐻𝑡−1 + 4.9164𝐻𝑡−2 − 0.9164𝐻𝑡−3 − 4.5776𝐻𝑡−4 + 0.9847𝐻𝑡−5 + 𝑅𝑡

− 0.3254𝑅𝑡−1 − 1.0217𝑅𝑡−2  − 0.3028𝑅𝑡−3  + 0.6838𝑅𝑡−4   

(43) 

The above equation (48) is used to predict 39, 40, 41, 42 and 43 day incidences using the 

ARIMA model by adding +1 to t value each time. 

The plot of Figure 5.55 shows the incidence of 16 to 43 day’s of the HCV patients in the 

Vehari District of Punjab Province in Pakistan. In this plot, x-axis shows the incidence of HCV 

infected patients while y-axis shows the days in which incidence occurs. From this plot, it can be 

seen that the incidences that occur on days 9 to 12, and 19 to 22 show an increase in the trend 

while the incidences on the day 1 to 8, and 13 to 18, and 24 to 28 show a decrease in the trend. It 

also shows the stationary element in the time series. In the case of this stationary time series, the 

p value of the ADF test is 0.01. This plot also shows the constant mean and variance in this time 

series. 
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                     Figure 5.55: Plot of 16 to 43 day’s incidences of the Vehari District 

 
  PACF gives us the order of AR terms of the ARIMA model and this plot is shown in 

Figure 5.56. In this plot, lag values are represented by the x-axis while the coefficients of AR 

terms are represented by the y-axis. The threshold is crossed by one coefficient of the AR terms 

so its order is one and the value of this coefficient is 0.0825. This threshold is shown in the form 

of blue dots and this line is drawn at 5% confidence interval. 

 

                            Figure 5.56: PACF plot of Vehari District for days 16 to 43 
ACF gives us the order of MA terms of the ARIMA model and this plot is shown in 

Figure 5.57. In this plot, lag values are represented by the x-axis while the coefficients of MA 

terms are represented by the y-axis. The threshold is crossed by three coefficients of the MA 

terms so its order is three and the values of these coefficients are 1.2927, 1.3888, and 0.8158.  
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                   Figure 5.57: ACF plot of Vehari District for days 16 to 43 
As the order 1 of AR terms, and order 3 of MA terms are computed, so the model that fits best is 

ARIMA (1, 0, 3) on these incidences and it is shown in equation (49). 

𝐻𝑡 = 𝐵1𝐻𝑡−1 + 𝑅𝑡 + 𝐿1𝑅𝑡−1 + 𝐿2𝑅𝑡−2  + 𝐿3𝐻𝑡−3 (44) 

After the substitution of B1, L1, L2, and L3 coefficient values, equation (49) is replaced with 

equation (50). 

𝐻𝑡 = 0.0825𝐻𝑡−1 + 𝑅𝑡 + 1.2927𝑅𝑡−1 + 1.3888𝑅𝑡−2  + 0.8158𝐻𝑡−3 (45) 

The above equation (50) is used to predict 44, 45, 46, 47 and 48 day incidences using the 

ARIMA model by adding +1 to t value each time. 

The plot of Figure 5.58 shows the incidence of 21 to 48 day’s of the HCV patients in the Vehari 

District of Punjab Province in Pakistan. In this plot, x-axis shows the incidence of HCV infected 

patients while y-axis shows the days in which incidence occurs. From this plot, it can be seen 

that the incidences that occur on days 4 to 7, 14 to 19, and 22 to 23 show an increase in the trend 

while the incidences on the day 1 to 3, 8 to 13, 20 to 21, and 25 to 28 show a decrease in the 

trend. It also shows the stationary element in the time series. In the case of this stationary time 

series, the p value of the ADF test is 0.01. This plot also shows the constant mean and variance 

in this time series. 
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                      Figure 5.58: Plot of 21 to 48 day’s incidences of the Vehari District 

PACF gives us the order of AR terms of the ARIMA model and this plot is shown in 

Figure 5.59. In this plot, lag values are represented by the x-axis while the coefficients of AR 

terms are represented by the y-axis. The threshold is crossed by three coefficients of the AR 

terms so its order is three and the value of these coefficients are 1.3484, -0.7916, and -0.0740. 

This threshold is shown in the form of blue dots and this line is drawn at 5% confidence interval. 

 

                            Figure 5.59: PACF plot of Vehari District for days 21 to 48 
ACF gives us the order of MA terms of the ARIMA model and this plot is shown in 

Figure 5.60. In this plot, lag values are represented by the x-axis while the coefficients of MA 

terms are represented by the y-axis. The threshold is crossed by three coefficients of the MA 

terms so its order is three and the values of these coefficients are -0.5286, 0.0479, and 0.7465.  
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                         Figure 5.60: ACF plot of Vehari District for days 21 to 48 

As the order 3 of AR terms, and order 3 of MA terms are computed, so the model that fits best is 

ARIMA (3, 0, 3) on these incidences and it is shown in equation (51). 

𝐻𝑡 = 𝐵1𝐻𝑡−1 + 𝐵2𝐻𝑡−2 + 𝐵3𝐻𝑡−3 + 𝑅𝑡 + 𝐿1𝑅𝑡−1 + 𝐿2𝑅𝑡−2  + 𝐿3𝐻𝑡−3 (46) 

After the substitution of B1, B2, B3, L1, L2, and L3 coefficient values, equation (51) is replaced 

with equation (52). 

𝐻𝑡 = 1.3484𝐻𝑡−1 − 0.7916𝐻𝑡−2 − 0.0740𝐻𝑡−3 + 𝑅𝑡 − 0.5286𝑅𝑡−1 + 0.0479𝑅𝑡−2  

+ 0.7465𝐻𝑡−3 

(47) 

The above equation (52) is used to predict 49, 50, 51, 52 and 53 day incidences using the 

ARIMA model by adding +1 to t value each time. 

The plot of Figure 5.61 shows the incidence of 26 to 53 day’s of the HCV patients in the 

Vehari District of Punjab Province in Pakistan. In this plot, x-axis shows the incidence of HCV 

infected patients while y-axis shows the days in which incidence occurs. From this plot, it can be 

seen that the incidences that occur on days 1 to 2, 9 to 14, and 17 to 18 show an increase in the 

trend while the incidences on the day 3 to 8, 16, and 19 to 28 show a decrease in the trend. It also 

shows the non-stationary element in the time series. 
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                      Figure 5.61: Plot of 26 to 53 day’s incidences of the Vehari District 

In the case of this non-stationary time series, the p value of the ADF test is 0.1831.It is 

made in to stationary by differentiating it twice and in this case the p-value of the ADF test is 

0.0463 which indicates the stationary presence. The plot of the stationary time series of 26 to 53 

day incidences after making a difference two times is shown in Figure 5.62. This plot also shows 

the constant mean and variance in this time series. 

 

Figure 5.62: Stationary time series plot of 26 to 53 day’s incidences of the Vehari District 
PACF gives us the order of AR terms of the ARIMA model and this plot is shown in 

Figure 5.63. In this plot, lag values are represented by the x-axis while the coefficients of AR 

terms are represented by the y-axis. The threshold is crossed by two coefficients of the AR terms 

so its order is two and the value of these coefficients are -0.458, and -0.1367. This threshold is 

shown in the form of blue dots and this line is drawn at 5% confidence interval. 
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                     Figure 5.63: PACF plot of Vehari District for days 26 to 53 
ACF gives us the order of MA terms of the ARIMA model and this plot is shown in 

Figure 5.64. In this plot, lag values are represented by the x-axis while the coefficients of MA 

terms are represented by the y-axis. The threshold is crossed by two coefficients of the MA terms 

so its order is two and the values of these coefficients are -0.4860, and -0.5139. 

 

                     Figure 5.64: ACF plot of Vehari District for days 26 to 53 

As the order 2 of AR terms, order 2 of MA terms, and order 2 of the difference terms are 

computed, so the model that fits best is ARIMA (2, 2, 2) on these incidences and it is shown in 

equation (53). 

𝐻𝑡 = −(−2 − 𝐵1)𝐻𝑡−1 − (1 + 2𝐵1 − 𝐵2)𝐻𝑡−2 − (−𝐵1 + 2𝐵2)𝐻𝑡−3 + 𝐵2𝐻𝑡−4 + 𝑅𝑡

+ 𝐿1𝑅𝑡−1 + 𝐿2𝑅𝑡−2   

(48) 

After the substitution of B1, B2, L1, and L2 coefficient values, equation (44) is replaced with 

equation (54). 
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𝐻𝑡 = 1.542𝐻𝑡−1 − 2.0527𝐻𝑡−2 − 0.1846𝐻𝑡−3 − 0.1367𝐻𝑡−4 + 𝑅𝑡 − 0.4860𝑅𝑡−1

− 0.5139𝑅𝑡−2   

(49) 

The above equation (54) is used to predict 54, 55, 56, 57 and 58 day incidences using the 

ARIMA model by adding +1 to t value each time. 

The plot of Figure 5.65 shows the incidence of 31 to 58 day’s of the HCV patients in the 

Vehari District of Punjab Province in Pakistan. In this plot, x-axis shows the incidence of HCV 

infected patients while y-axis shows the days in which incidence occurs. From this plot, it can be 

seen that the incidences that occur on days 4 to 7 show an increase in the trend while the 

incidences on the day 1 to 3, and 10 to 26 show a decrease in the trend. It also shows the non-

stationary element in the time series. 

 

                   Figure 5.65: Plot of 31 to 58 day’s incidences of the Vehari District 
In the case of this non-stationary time series, the p value of the ADF test is 0.5963.It is 

made in to stationary by differentiating it twice and in this case the p-value of the ADF test is 

0.01264 which indicates the stationary presence. The plot of the stationary time series of 31 to 58 

day incidences after making a difference two times is shown in Figure 5.66. This plot also shows 

the constant mean and variance in this time series. 
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   Figure 5.66: Stationary time series plot of 31 to 58 day’s incidences of the Vehari District 

PACF gives us the order of AR terms of the ARIMA model and this plot is shown in 

Figure 5.67. In this plot, lag values are represented by the x-axis while the coefficients of AR 

terms are represented by the y-axis. The threshold is not crossed by any coefficients of the AR 

terms so its order is zero. This threshold is shown in the form of blue dots and this line is drawn 

at 5% confidence interval. 

 

                         Figure 5.67: PACF plot of Vehari District for days 31 to 58 
ACF gives us the order of MA terms of the ARIMA model and this plot is shown in 

Figure 5.68. In this plot, lag values are represented by the x-axis while the coefficients of MA 

terms are represented by the y-axis. The threshold is crossed by three coefficients of the MA 

terms so its order is three and the values of these coefficients are -1.0209, -0.1325, and 0.1534. 
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                         Figure 5.68: ACF plot of Vehari District for days 31 to 58 
As the order 0 of AR terms, order 3 of MA terms, and order 2 of the difference terms are 

computed, so the model that fits best is ARIMA (0, 2, 3) on these incidences and it is shown in 

equation (55). 

𝐻𝑡 = 2𝐻𝑡−1 − 𝐻𝑡−2 + 𝑅𝑡 + 𝐿1𝑅𝑡−1 + 𝐿2𝑅𝑡−2  + 𝐿3𝑅𝑡−3   (50) 

After the substitution of L1, L2, and L3 coefficient values, equation (55) is replaced with equation 

(56). 

𝐻𝑡 = 2𝐻𝑡−1 − 𝐻𝑡−2 + 𝑅𝑡 − 1.0209𝑅𝑡−1 − 0.1325𝑅𝑡−2  + 0.1534𝑅𝑡−3   (51) 

The above equation (56) is used to predict 59, 60, 61, 62 and 63 day incidences using the 

ARIMA model by adding +1 to t value each time. 

The plot of Figure 5.69 shows the incidence of 36 to 63 day’s of the HCV patients in the 

Vehari District of Punjab Province in Pakistan. In this plot, x-axis shows the incidence of HCV 

infected patients while y-axis shows the days in which incidence occurs. From this plot, it can be 

seen that the incidences that occur on days 1 to 2, 3 to 4, 7 to 8, 9 to 10, 16 to 17, 18 to 19, and 

20 to 22 show an increase in the trend while the incidences on the day 5 to 6, 11 to 12, 13 to 15, 

23 to 24, 25 to 26, and 27 to 28 show a decrease in the trend. It also shows the non-stationary 

element in the time series. 
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                 Figure 5.69: Plot of 36 to 63 day’s incidences of the Vehari District 

In the case of this non-stationary time series, the p value of the ADF test is 0.4915.It is 

made in to stationary by differentiating it twice and in this case the p-value of the ADF test is 

0.01 which indicates the stationary presence. The plot of the stationary time series of 36 to 63 

day incidences after making a difference two times is shown in Figure 5.70. This plot also shows 

the constant mean and variance in this time series. 

 

 Figure 5.70: Stationary time series plot of 36 to 63 day’s incidences of the Vehari District 

PACF gives us the order of AR terms of the ARIMA model and this plot is shown in 

Figure 5.71. In this plot, lag values are represented by the x-axis while the coefficients of AR 

terms are represented by the y-axis. The threshold crossed by two coefficients of the AR terms so 

its order is two and the values of these coefficients are -1.5434, and -0.5809. This threshold is 

shown in the form of blue dots and this line is drawn at 5% confidence interval. 
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                     Figure 5.71: PACF plot of Vehari District for days 36 to 63 
ACF gives us the order of MA terms of the ARIMA model and this plot is shown in 

Figure 5.72. In this plot, lag values are represented by the x-axis while the coefficients of MA 

terms are represented by the y-axis. The threshold is crossed by four coefficients of the MA 

terms so its order is four and the values of these coefficients are 0.5348, -1.3013, -0.6303 and 

0.3968. 

 

                              Figure 5.72: ACF plot of Vehari District for days 36 to 63 

As the order 2 of AR terms, order 4 of MA terms, and order 2 of the difference terms are 

computed, so the model that fits best is ARIMA (2, 2, 4) on these incidences and it is shown in 

equation (57). 



76 
 

𝐻𝑡 = −(−2 − 𝐵1)𝐻𝑡−1 − (1 + 2𝐵1 − 𝐵2)𝐻𝑡−2 − (−𝐵1 + 2𝐵2)𝐻𝑡−3 + 𝐵2𝐻𝑡−4 + 𝑅𝑡

+ 𝐿1𝑅𝑡−1 + 𝐿2𝑅𝑡−2  + 𝐿3𝑅𝑡−3  + 𝐿4𝑅𝑡−4   

(52) 

After the substitution of B1, B2, L1, L2, L3, and L4 coefficient values, equation (57) is replaced 

with equation (58). 

𝐻𝑡 = 0.4566𝐻𝑡−1 + 1.5059𝐻𝑡−2 − 0.3816𝐻𝑡−3 − 0.5809𝐻𝑡−4 + 𝑅𝑡 + 0.5348𝑅𝑡−1

− 1.3013𝑅𝑡−2  − 0.6303𝑅𝑡−3  + 0.3968𝑅𝑡−4   

(53) 

The above equation (58) is used to predict 64, 65, 66, 67 and 68 day incidences using the 

ARIMA model by adding +1 to t value each time. 

The plot of Figure 5.73 shows the incidence of 41 to 68 day’s of the HCV patients in the 

Vehari District of Punjab Province in Pakistan. In this plot, x-axis shows the incidence of HCV 

infected patients while y-axis shows the days in which incidence occurs. From this plot, it can be 

seen that the incidences that occur on days 1 to 2, 3 to 4, 7 to 8, 9 to 10, 16 to 17, 18 to 19, and 

20 to 22 show an increase in the trend while the incidences on the day 5 to 6, 11 to 12, 13 to 15, 

23 to 24, 25 to 26, and 27 to 28 show a decrease in the trend. It also shows the non-stationary 

element in the time series. 

 

                   Figure 5.73: Plot of 41 to 68 day’s incidences of the Vehari District 
In the case of this non-stationary time series, the p value of the ADF test is 0.716.It is 

made in to stationary by differentiating it twice and in this case the p-value of the ADF test is 

0.01 which indicates the stationary presence. The plot of the stationary time series of 41 to 68 

day incidences after making a difference two times is shown in Figure 5.74. This plot also shows 

the constant mean and variance in this time series. 
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     Figure 5.74: Stationary time series plot of 41 to 68 day’s incidences of the Vehari District 
PACF gives us the order of AR terms of the ARIMA model and this plot is shown in 

Figure 5.75. In this plot, lag values are represented by the x-axis while the coefficients of AR 

terms are represented by the y-axis. The threshold crossed by only one coefficient of the AR 

terms so its order is one and the values of these coefficients are 0.8019. This threshold is shown 

in the form of blue dots and this line is drawn at 5% confidence interval. 

 

                       Figure 5.75: PACF plot of Vehari District for days 41 to 68 

ACF gives us the order of MA terms of the ARIMA model and this plot is shown in 

Figure 5.76. In this plot, lag values are represented by the x-axis while the coefficients of MA 

terms are represented by the y-axis. The threshold is crossed by three coefficients of the MA 

terms so its order is three and the values of these coefficients are -2.1798, 1.3711, and -0.1862.  
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                       Figure 5.76: ACF plot of Vehari District for days 41 to 68 
As the order 1 of AR terms, order 3 of MA terms, and order 2 of the difference terms are 

computed, so the model that fits best is ARIMA (1, 2, 3) on these incidences and it is shown in 

equation (59). 

 

𝐻𝑡 = −(−2 + 𝐵1)𝐻𝑡−1 − (1 − 2𝐵1)𝐻𝑡−2 − 𝐵1𝐻𝑡−3 + 𝑅𝑡 + 𝐿1𝑅𝑡−1 + 𝐿2𝑅𝑡−2  

+ 𝐿3𝑅𝑡−3   

(54) 

After the substitution of B1, L1, L2, and L3 coefficient values, equation (59) is replaced with 

equation (60). 

𝐻𝑡 = 1.1981𝐻𝑡−1 + 0.6038𝐻𝑡−2 − 0.8019𝐻𝑡−3 + 𝑅𝑡 − 2.1798𝑅𝑡−1 + 1.3711𝑅𝑡−2  

− 0.1862𝑅𝑡−3   

(55) 

The above equation (60) is used to predict 69, 70, 71, 72 and 73 day incidences using the 

ARIMA model by adding +1 to t value each time. 

The plot of Figure 5.77 shows the incidence of 46 to 73 day’s of the HCV patients in the 

Vehari District of Punjab Province in Pakistan. In this plot, x-axis shows the incidence of HCV 

infected patients while y-axis shows the days in which incidence occurs. From this plot, it can be 

seen that the incidences that occur on days 6 to 7, 8 to 9, and 10 to 11 show an increase in the 

trend while the incidences on the day 1 to 2, 3 to 5, 12 to 14, 15 to 16, 17 to 20, 21 to 22, and 23 

to 28 show a decrease in the trend. It also shows the non-stationary element in the time series. 
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              Figure 5.77: Plot of 46 to 73 day’s incidences of the Vehari District 
In the case of this non-stationary time series, the p value of the ADF test is 0.9617.It is 

made in to stationary by differentiating it once and in this case the p-value of the ADF test is 

0.01745 which indicates the stationary presence. The plot of the stationary time series of 46 to 73 

day incidences after making a difference one time is shown in Figure 5.78. This plot also shows 

the constant mean and variance in this time series. 

 

  Figure 5.78: Stationary time series plot of 46 to 73 day’s incidences of the Vehari District 

PACF gives us the order of AR terms of the ARIMA model and this plot is shown in 

Figure 5.79. In this plot, lag values are represented by the x-axis while the coefficients of AR 

terms are represented by the y-axis. The threshold crossed by only one coefficient of the AR 

terms so its order is one and the values of these coefficients are -0.9998. This threshold is shown 

in the form of blue dots and this line is drawn at 5% confidence interval. 
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                   Figure 5.79: PACF plot of Vehari District for days 46 to 73 
ACF gives us the order of MA terms of the ARIMA model and this plot is shown in 

Figure 5.80. In this plot, lag values are represented by the x-axis while the coefficients of MA 

terms are represented by the y-axis. The threshold is crossed by two coefficients of the MA terms 

so its order is two and the values of these coefficients are 1.0714, and 0.083. 

 

                       Figure 5.80: ACF plot of Vehari District for days 46 to 73  
As the order 1 of AR terms, order 2 of MA terms, and order 1 of the difference terms are 

computed, so the model that fits best is ARIMA (1, 1, 2) on these incidences and it is shown in 

equation (61). 

𝐻𝑡 = −(−1 − 𝐵1)𝐻𝑡−1 − 𝐵1𝐻𝑡−2 + 𝑅𝑡 + 𝐿1𝑅𝑡−1 + 𝐿2𝑅𝑡−2   (56) 

After the substitution of B1, L1, and L2 coefficient values, equation (61) is replaced with equation 

(62). 

𝐻𝑡 = 0.0002𝐻𝑡−1 + 0.9998𝐻𝑡−2 + 𝑅𝑡 + 1.0714𝑅𝑡−1 + 0.083𝑅𝑡−2   (57) 
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The above equation (62) is used to predict 74, 75, 76, 77 and 78 day incidences using the 

ARIMA model by adding +1 to t value each time. 

The plot of Figure 5.81 shows the incidence of 51 to 78 day’s of the HCV patients in the 

Vehari District of Punjab Province in Pakistan. In this plot, x-axis shows the incidence of HCV 

infected patients while y-axis shows the days in which incidence occurs. From this plot, it can be 

seen that the incidences that occur on days 1 to 2, 3 to 4, and 5 to 6 show an increase in the trend 

while the incidences on the day 7 to 9, 10 to 11, 12 to 15, 16 to 17, 18 to 22, and 22 to 28 show a 

decrease in the trend. It also shows the non-stationary element in the time series. 

 

                     Figure 5.81: Plot of 51 to 78 day’s incidences of the Vehari District 

In the case of this non-stationary time series, the p value of the ADF test is 0.4658.It is 

made in to stationary by differentiating it once and in this case the p-value of the ADF test is 

0.057 which indicates the stationary presence. The plot of the stationary time series of 51 to 78 

day incidences after making a difference one time is shown in Figure 5.82. This plot also shows 

the constant mean and variance in this time series. 

 

Figure 5.82: Stationary time series plot of 51 to 78 day’s incidences of the Vehari District 
PACF gives us the order of AR terms of the ARIMA model and this plot is shown in 

Figure 5.83. In this plot, lag values are represented by the x-axis while the coefficients of AR 
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terms are represented by the y-axis. The threshold crossed by only one coefficient of the AR 

terms so its order is one and the values of these coefficients are -0.9998. This threshold is shown 

in the form of blue dots and this line is drawn at 5% confidence interval. 

 

                    Figure 5.83: PACF plot of Vehari District for days 51 to 78 

ACF gives us the order of MA terms of the ARIMA model and this plot is shown in 

Figure 5.84. In this plot, lag values are represented by the x-axis while the coefficients of MA 

terms are represented by the y-axis. The threshold is crossed by two coefficients of the MA terms 

so its order is two and the values of these coefficients are 0.9737, and -0.0128. 

 

                               Figure 5.84: ACF plot of Vehari District for days 51 to 78 
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As the order 1 of AR terms, order 2 of MA terms, and order 1 of the difference terms are 

computed, so the model that fits best is ARIMA (1, 1, 2) on these incidences and it is shown in 

equation (63). 

𝐻𝑡 = −(−1 − 𝐵1)𝐻𝑡−1 − 𝐵1𝐻𝑡−2 + 𝑅𝑡 + 𝐿1𝑅𝑡−1 + 𝐿2𝑅𝑡−2   (58) 

After the substitution of B1, L1, and L2 coefficient values, equation (63) is replaced with equation 

(64). 

𝐻𝑡 = 0.0002𝐻𝑡−1 + 0.9998𝐻𝑡−2 + 𝑅𝑡 + 0.9737𝑅𝑡−1 − 0.0128𝑅𝑡−2   (59) 

The above equation (64) is used to predict 79, 80, 81, 82 and 83 day incidences using the 

ARIMA model by adding +1 to t value each time. 

The plot of Figure 5.85 shows the incidence of 56 to 83 day’s of the HCV patients in the 

Vehari District of Punjab Province in Pakistan. In this plot, x-axis shows the incidence of HCV 

infected patients while y-axis shows the days in which incidence occurs. From this plot, it can be 

seen that the incidences that occur on days 1 to 2, and 28 show an increase in the trend while the 

incidences on the day 3 to 4, 5 to 6, 7 to 10, 11 to 12, and 13 to 27 show a decrease in the trend. 

It also shows the non-stationary element in the time series. 

 

               Figure 5.85: Plot of 56 to 83 day’s incidences of the Vehari District 

In the case of this non-stationary time series, the p value of the ADF test is 0.9129.It is 

made in to stationary by differentiating it twice and in this case the p-value of the ADF test is 

0.01 which indicates the stationary presence. The plot of the stationary time series of 56 to 83 
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day incidences after making a difference two times is shown in Figure 5.86. This plot also shows 

the constant mean and variance in this time series. 

 

Figure 5.86: Stationary time series plot of 56 to 83 day’s incidences of the Vehari District 
PACF gives us the order of AR terms of the ARIMA model and this plot is shown in 

Figure 5.87. In this plot, lag values are represented by the x-axis while the coefficients of AR 

terms are represented by the y-axis. The threshold crossed by only one coefficient of the AR 

terms so its order is one and the values of these coefficients are 0.1082. This threshold is shown 

in the form of blue dots and this line is drawn at 5% confidence interval. 

 

                   Figure 5.87: PACF plot of Vehari District for days 56 to 83 
ACF gives us the order of MA terms of the ARIMA model and this plot is shown in 

Figure 5.88. In this plot, lag values are represented by the x-axis while the coefficients of MA 
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terms are represented by the y-axis. The threshold is crossed by five coefficients of the MA 

terms so its order is five and the values of these coefficients are -1.5527, 1.4398, -1.4398, 

1.5527, and -1.0000. 

 

                        Figure 5.88: ACF plot of Vehari District for days 56 to 83 
As the order 1 of AR terms, order 5 of MA terms, and order 2 of the difference terms are 

computed, so the model that fits best is ARIMA (1, 2, 5) on these incidences and it is shown in 

equation (65). 

𝐻𝑡 = −(−2 + 𝐵1)𝐻𝑡−1 − (1 − 2𝐵1)𝐻𝑡−2 − 𝐵1𝐻𝑡−3 + 𝑅𝑡 + 𝐿1𝑅𝑡−1 + 𝐿2𝑅𝑡−2  

+ 𝐿3𝑅𝑡−3  + 𝐿4𝑅𝑡−4  + 𝐿5𝑅𝑡−5   

(60) 

After the substitution of B1, L1, L2, L3, L4, and L5 coefficient values, equation (65) is replaced 

with equation (66). 

𝐻𝑡 = 1.8918𝐻𝑡−1 + 0.7836𝐻𝑡−2 − 0.1082𝐻𝑡−3 + 𝑅𝑡 − 1.5527𝑅𝑡−1 + 1.4398𝑅𝑡−2  

− 1.4398𝑅𝑡−3  + 1.5527𝑅𝑡−4  − 1.0000𝑅𝑡−5   

(61) 

 

The above equation (66) is used to predict 84, 85, 86, 87 and 88 day incidences using the 

ARIMA model by adding +1 to t value each time. 

The plot of Figure 5.89 shows the incidence of 61 to 88 day’s of the HCV patients in the 

Vehari District of Punjab Province in Pakistan. In this plot, x-axis shows the incidence of HCV 

infected patients while y-axis shows the days in which incidence occurs. From this plot, it can be 

seen that the incidences that occur on days 1 to 2, 5 to 6, 7 to 8, and 21 to 27 show an increase in 
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the trend while the incidences on the day 9 to 20, and 28 show a decrease in the trend. It also 

shows the non-stationary element in the time series. 

 

            Figure 5.89: Plot of 61 to 88 day’s incidences of the Vehari District 
In the case of this non-stationary time series, the p value of the ADF test is 0.5138.It is 

made in to stationary by differentiating it twice and in this case the p-value of the ADF test is 

0.04785 which indicates the stationary presence. The plot of the stationary time series of 61 to 88 

day incidences after making a difference two times is shown in Figure 5.90. This plot also shows 

the constant mean and variance in this time series. 

 

Figure 5.90: Stationary time series plot of 61 to 88 day’s incidences of the Vehari District 
PACF gives us the order of AR terms of the ARIMA model and this plot is shown in 

Figure 5.91. In this plot, lag values are represented by the x-axis while the coefficients of AR 
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terms are represented by the y-axis. The threshold crossed by only one coefficient of the AR 

terms so its order is one and the values of these coefficients are -0.8985. This threshold is shown 

in the form of blue dots and this line is drawn at 5% confidence interval. 

 

                  Figure 5.91: PACF plot of Vehari District for days 61 to 88 
ACF gives us the order of MA terms of the ARIMA model and this plot is shown in 

Figure 5.92. In this plot, lag values are represented by the x-axis while the coefficients of MA 

terms are represented by the y-axis. The threshold is crossed by six coefficients of the MA terms 

so its order is six and the values of these coefficients are -0.3583, -0.0138, 0.3046, -0.4232, -

0.5617, and 0.0540. 

 

                    Figure 5.92: ACF plot of Vehari District for days 61 to 88 
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As the order 1 of AR terms, order 6 of MA terms, and order 2 of the difference terms are 

computed, so the model that fits best is ARIMA (1, 2, 6) on these incidences and it is shown in 

equation (67). 

𝐻𝑡 = −(−2 + 𝐵1)𝐻𝑡−1 − (1 − 2𝐵1)𝐻𝑡−2 − 𝐵1𝐻𝑡−3 + 𝑅𝑡 + 𝐿1𝑅𝑡−1 + 𝐿2𝑅𝑡−2  

+ 𝐿3𝑅𝑡−3  + 𝐿4𝑅𝑡−4  + 𝐿5𝑅𝑡−5  +  𝐿6𝑅𝑡−6   

(62) 

After the substitution of B1, L1, L2, L3, L4, L5, and L6 coefficient values, equation (67) is replaced 

with equation (68). 

𝐻𝑡 = 2.8985𝐻𝑡−1 − 2.797𝐻𝑡−2 + 0.8985𝐻𝑡−3 + 𝑅𝑡 − 0.3583𝑅𝑡−1 − 0.0128𝑅𝑡−2  

+ 0.3046𝑅𝑡−3  − 0.4232𝑅𝑡−4  − 0.5617𝑅𝑡−5  +  0.0540𝑅𝑡−6   

(63) 

The above equation (68) is used to predict 89, 90, 91, 92 and 93 day incidences using the 

ARIMA model by adding +1 to t value each time. 

The plot of Figure 5.93 shows the incidence of 66 to 93 day’s of the HCV patients in the 

Vehari District of Punjab Province in Pakistan. In this plot, x-axis shows the incidence of HCV 

infected patients while y-axis shows the days in which incidence occurs. From this plot, it can be 

seen that the incidences that occur on days 16 to 22 show an increase in the trend while the 

incidences on the day 1 to 2, 3 to 7, 8 to 15, and 23 to 28 show a decrease in the trend. It also 

shows the non-stationary element in the time series. 

 

             Figure 5.93: Plot of 66 to 93 day’s incidences of the Vehari District 

In the case of this non-stationary time series, the p value of the ADF test is 0.07401.It 

is made in to stationary by differentiating it thrice and in this case the p-value of the ADF test is 

0.01 which indicates the stationary presence. The plot of the stationary time series of 66 to 93 
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day incidences after making a difference three times is shown in Figure 5.94. This plot also 

shows the constant mean and variance in this time series. 

 

 Figure 5.94: Stationary time series plot of 66 to 93 day’s incidences of the Vehari District 
PACF gives us the order of AR terms of the ARIMA model and this plot is shown in 

Figure 5.95. In this plot, lag values are represented by the x-axis while the coefficients of AR 

terms are represented by the y-axis. The threshold crossed by only one coefficient of the AR 

terms so its order is one and the values of these coefficients are -0.6807. This threshold is shown 

in the form of blue dots and this line is drawn at 5% confidence interval. 

 

                 Figure 5.95: PACF plot of Vehari District for days 66 to 93 
ACF gives us the order of MA terms of the ARIMA model and this plot is shown in 

Figure 5.96. In this plot, lag values are represented by the x-axis while the coefficients of MA 

terms are represented by the y-axis. The threshold is crossed by four coefficients of the MA 

terms so its order is four and the values of these coefficients are -1.2185, 0.6908, -1.1341, and 

0.6619. 
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                   Figure 5.96: ACF plot of Vehari District for days 66 to 93 
As the order 1 of AR terms, order 4 of MA terms, and order 3 of the difference terms are 

computed, so the model that fits best is ARIMA (1, 3, 4) on these incidences and it is shown in 

equation (69). 

𝐻𝑡 = −(−3 − 𝐵1)𝐻𝑡−1 − (−3 + 3𝐵1)𝐻𝑡−2 − (−1 − 3𝐵1)𝐻𝑡−3 − 𝐵1𝐻𝑡−4 + 𝑅𝑡

+ 𝐿1𝑅𝑡−1 + 𝐿2𝑅𝑡−2  + 𝐿3𝑅𝑡−3  + 𝐿4𝑅𝑡−4   

(64) 

 

After the substitution of B1, L1, L2, L3, and L4 coefficient values, equation (69) is replaced with 

equation (70). 

𝐻𝑡 = 2.3193𝐻𝑡−1 − 0.9579𝐻𝑡−2 − 1.0421𝐻𝑡−3 − 0.6807𝐻𝑡−4 + 𝑅𝑡 − 1.2185𝑅𝑡−1

+ 0.6908𝑅𝑡−2  − 1.1341𝑅𝑡−3  + 0.6619𝑅𝑡−4   

(65) 

The above equation (70) is used to predict 94, 95, 96, 97 and 98 day incidences using the 

ARIMA model by adding +1 to t value each time. 
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                                    CHAPTER 6: DISCUSSION 

Incidence prediction is playing a crucial rule for disease prevention and control before its 

epidemic. It will help decision makers in improving the accuracy of diagnostics and treatment of 

patient, operational efficiency, precision in medicines for healthcare. It will also help in reducing 

the fraud, abuse and waste for healthcare. Statistical Methods that have rarely been used for 

subpopulation at district level is used in this study to construct and validate a model and will aid 

decision makers in health care management system in prevention and control of disease 

incidences. Surveillance of infectious diseases in Epidemiology is prevalent, forecasting from 

model will help in efficient utilization of surveillance data [58, 59]. Statistical models are playing 

a substantial rule in forecasting incidence of communicable disease, and it is very important for 

sanitation departments to early recognize the behavior of epidemic [60]. ARIMA was initially 

considered for economics but now it has been used for infectious disease predictive analysis [61, 

62]. 

We have presented a disease incidences of Lahore and Vehari District of Punjab province 

of Pakistan and the decision makers in the Pakistan Ministry of Health as a case study to validate 

our proposed predictive analytics framework. 

The analysis of the results of the predictive model indicate that when an increase in trend 

occurs, it is the provision of an early warning for decision makers in healthcare management 

system before the disease reaches its peak level. This aids in public disease management 

including better policies for disease prevention and control, raising awareness among people, 

allocation of appropriate budget for production of medicines, increasing production of protective 

medicines and protective vaccines. Similarly, the decrease in trend would allow decision makers 

in healthcare management system to make corresponding decisions such as utilizing the budget 

for production of medicines to appropriate disease.  

The availability of vast amount of data available in the domain of public health is of 

countless significance for prevention and control of diseases [63]. Time series analysis on the 

data of infectious diseases is valuable to suggest novel hypothesis, forecast trends, to enhance the 

prevention and control systems. In this study the predictive model that is constructed and is 

validated for Lahore and Vehari District of HCV incidences and the Pakistan Ministry of Health 

will aid decision makers of healthcare management system to impose early warning of diseases 
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before its outbreak, to improve the awareness of public health and to efficiently allocate required 

resources, thus assisting decision makers in healthcare management system.  

6.1 Limitations 

Limitations of the study may include that the model takes the data samples on the basis of 

defined minimum value that is set as a threshold. This limits the intake of the data samples at 

first place. 
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CHAPTER 7: CONCLUSION AND FUTURE WORK 

7.1 Conclusion 

Disease predictive analytics framework is successfully made in this time frame of study 

and is validated on case study of HCV incidences of Lahore and Vehari District for Punjab 

Province and the Ministry of Health of Pakistan. The research gap of proposing a generalized 

predictive model of disease analysis and its integration with the decision making process in 

healthcare management system is successfully covered. 12 and 14 ARIMA models are best fitted 

in this study. The combined MAE and RMSE of all of the data samples of Lahore and Vehari 

that are forecast from model are 0.2881705, and 0.4113594, and 0.9295707, and 1.180788. The 

model however, is capable of aiding in finding trend of any disease and also helps timely 

decision making i.e. appointing doctors to respective places to attend the patients suffering from 

that particular disease, production of medicines and vaccination schemes etc.  

7.2 Future Work 

In future work this proposed framework can be connected with the workflow of Ministry 

of Health and other stochastic modeling techniques can be studied and applied to yield more 

accuracy in results of determining disease trends purpose. 
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