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Abstract 

Facial expressions (FE) or human countenance reflect psychological reactions or 

intentions stimulated within the mind in response to any social or personal event. These 

expressions play a significant role in conveying messages to the observer in non-verbal 

stealth mode. With the advancements in technology, facial expression recognition (FER) 

is considered crucial in understanding human behavior. We can infer those feelings and 

expressions are the essences of any interaction. In the same way, we need to make human 

machine interaction as communal as human-human interaction by making machines 

proficient at detecting human emotions by reading facial expressions. From recent year’s 

discoveries, a Set of multiple features have been recognized that provide possibly useful 

outcomes in the field of emotion recognition. Few preprocessing steps have been 

performed on the image data set before the extraction of features. In this work different 

prevalent methodologies, techniques and the types of features that are used by 

researchers in the past to predict the facial expression over time will be combined, so that 

a new and more efficient model can be designed.  The purpose of this research is to design 

an automated system which can recognize seven basic emotions of human namely anger, 

disgust, fear, happy, sadness, Neutral and surprise for effective communication between 

humans and computers. The single algorithm to provide perfect recognition in all the 

scenarios has never been established so far; however, the research has been in progress 

to develop substitutes or new models to improve the recognition process. A deep learning 

algorithm is explained in this research work for classifying the facial expression of the 

human. The proffered method investigates the effectiveness of deep convolution neural 

network (DCNN) with the help of multiple models, and the best achieved result is 94.88% 

of FER2013. 

 

Key Words: Facial expression recognition, efficientnetB0, deep convolutional neural 

networks, deep learning, VGG16, FER2013. 
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CHAPTER 1: INTRODUCTION 

With the penetration of digital technology in our lives, the need for effective human-computer 

interactions has become an inevitable necessity. Most of the things we deal with in our routine 

activities involve smart digital systems that operate by observing verbal expressions, 

movement of body parts, and subtle facial gestures. With the progressive involvement of these 

systems in different verticals of life like security and surveillance using visual data, password 

unlocking in cell phones, video advertisements, games, etc. [1][2], the need to quantitatively 

describe the human behavior for digital manipulation has become the most attracted research 

topic over the past few years. Until now, the human expressions that researchers could have 

converted into digital parameters for machine learning are divided into seven categories that 

depict the emotions of Angriness, Repugnance, Fearfulness, Happiness, Neutral Reactions, 

Sadness and Surprise [3]. 

 

 
 

Figure 1.1: Seven Basic Facial Expression Sample  
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Among all the parts of the human body, face is not only considered as an identification source 

of a person but a mirror to his inner emotions and feelings. Where the future world is envisioned 

to be operated by digitally designed robots, the requirement to develop facial expression 

sensing tools has increased. Although humans can easily interpret each other emotions, making 

the machines behave like them is still a challenging task. Over the last few years many Facial 

Expression Recognition (FER) algorithms have been developed to serve the purpose.  FER 

Systems usually involves stages like Face Detection, Feature Extraction and Emotion 

Classification [4].  

With the development of an idea to design FER systems on the working principle of human 

brain, deep learning algorithms have come into scope and found to achieve great success as 

well as better accuracy over the traditional methods of expression detection. Deep learning 

strategy for expression detection also comprises different variants of algorithms with slightly 

different working mechanisms depending upon the nature of applications. One such variant 

acknowledged as Convolutional Neural Network (CNN) has gained popularity in the computer 

vision field due to its accuracy in producing required results for designing a robust CNN, the 

model is needed to be trained with numerous images representing the complete detail of the 

environment where the system is to be used.  

 

 
 

 

Figure 1.2: Facial Expression Analysis [5] 
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Various feature extraction filters are then used to capture generic features and then operations 

like pooling and discarding are used to produce the desired results [5]. Moreover, the existing 

Graphics Processing Units (GPUs) speed up the training mechanism of deep neural networks 

to report processing time problems in testing phase and training phases. Despite many issues 

of recognition accuracy like lower resolutions, occlusion, variations in lighting conditions, and 

head pose variations have led to development of different state of art models, the limitations in 

producing the accurate results in real-time uncontrolled environment still need more work in 

this field. 

1.1 Motivation 

Many researchers are working to improve the recognition accuracy of facial expression 

recognition systems by handling some challenges [6], [7], [8]. The factors such as rapid head 

movement, lightening conditions, fading and shading from nearby objects, large number of 

similar objects or a number of objects belonging to the same category sometimes makes the 

detection more challenging and in these scenarios the datasets that have been designed under 

controlled environments seem to fail in training the system for real-time detection, thus causing 

the need to develop different data sets for each application. So far, one data set that can train 

the systems for all type of real-time applications hasn’t been produced which is the major 

drawback in determining the accuracy of any FER detection model. The system that appears 

to work well with one dataset not necessarily produces the same results for the other 

application. The major problem that FER systems are facing is an insufficiency of training data 

in terms of quality and quantity. To overcome the above challenges, robust and reliable feature 

extraction techniques are required. 

The work introduced in this thesis highlights the techniques to improve the detection accuracy 

of the system using deep learning. This research work deals with investigating of methods 

using deep learning techniques to deal with the issue of recognition accuracy of lower 

resolution images for expression recognition. The key factor of this research is to improve the 

recognition accuracy of the real-time facial expression dataset which contains real-world 

images with challenges and the laboratory trained dataset images that are trained in a controlled 

environment for the cross-database evaluation study.  
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The feature extraction process becomes more difficult in real-world images than the images 

trained in a controlled environment. The work done under this research is mainly influenced 

by the methods of feature extraction and classification used in [10], [11], [12], [13] and many 

more.  

 

1.2 Problem Statement 

The ability to predict the expression of face can surely help in several important applications 

such as the applications which require emotional intelligence; it can also be used in the domains 

like health care, mobile computing and many more. Figure 1.3 define how facial expression 

help in playing song on the basis of your mood. The work introduced in this research focuses 

on recognizing facial expressions from the images using deep learning techniques to improve 

its recognition accuracy. This research work deals with investigating of methods using deep 

learning techniques to deal with the issue of recognition accuracy of lower resolution images 

for facial expression recognition. 

 
 

 

Figure 1.3: Facial Expression application in social media [9] 
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The key factor of this research is to improve the recognition accuracy of the real-time facial 

expression dataset which contains real-world images with challenges and the laboratory trained 

dataset images that are trained in a controlled environment for the cross-database evaluation 

study. The feature extraction process becomes more difficult in real-world images than the 

images trained in a controlled environment.  

1.3 Aims and Objectives 

Major objectives of the research are as follow:  

1. Data Enhancement using technique of contrasting has been introduced to produce 

more discrimination between objects. The proposed model maps the intensity value of 

input image and produces improved output data. 

2. To study and investigate existing feature-based techniques used in convolutional 

neural networks for improving recognition accuracy of a facial expression recognition 

system. 

3. To test and train the proposed model, a new method has been introduced that makes 

use of less computations to produce the desired results thus improving time of 

training. 

4. In order to test the performance of the model in practical scenarios both the 

competition benchmark and the datasets collected from the actual scenes are used to 

evaluate the results. 

1.4 Structure of Thesis 

This work is structured as follows: 

Chapter 2 provides the overview of the research work accomplished in the field of FER so 

far and emotion recognition techniques and neural network.  

Chapter 3 elaborates the details of proposed model and the training process. Section IV lists 

a series of conducted experiments and the comparison results with other state-of-the-art 

works. 
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Chapter 4 explain proposed methodology in detail 

Chapter 5 lists a series of conducted experiments and the comparison results  

Chapter 6 concludes the thesis and explain future work in facial expression field 

 

 

 
 

Figure 1.4: Thesis Layout 
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CHAPTER 2: RELATED BACKGROUND 

Facial Expression recognition algorithms generally involve three steps i.e., (i) Face Detection, 

(ii) Feature Extraction, and (iii) Emotion Classification. In the first step, the features of face 

like eyes, nose, lips and mouth are detected. In the second step the interpretation of expressions 

is done using the shape and attributes of features extracted in the first step, and in the last step 

classifiers are used to label those expressions. For classification of expressions, training data 

is used to train the classifiers, and the efficiency of such classifiers to adapt to the real-time 

environment can be optimized using different techniques [14]. 

 

 

Figure 2.1: Facial Expression recognition algorithms 

 

Facial expressions are usually subtle and require more deep interpretation rather classifying 

them into the basic emotional states of happiness, anger, surprise, fear etc. that requires the 

development of systems to analyze both facial expressions based on both permanent facial 

features (brows, eyes, mouth) and transient facial features (deepening of facial furrows).   

 
 

2.1 Development of Facial Action Coding System (FACS) 

 
In [15], Ekman introduced the technique of Facial Action Coding System (FACS) based on 

anatomy to interpret facial expressions from the movement of muscles of face. This technique 

involves classification of facial movements into different action units (AUs) (facial feature 

movement or combination of features movements) which are then used to categorize the facial 

expressions. They defined 44 AUs from which 30 AUs are based on analyzing the muscle 
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movements, 12 for upper face, and 18 are for lower face. As an expression can be a combination 

of multi-feature movements, accordingly AUs can occur either singly or in combination. 

Initially these systems were found to be little effective in expression classification [16] due to 

certain issues like manual highlighting and defining of feature points on face area, restricted 

face movement as frequent head movement or face view from side causes inaccurate results, 

limited usefulness for large databases and real-time applications due to large number of 

calculations involved to accommodate combination of 44 AUs, difficulty in expression 

recognition when more subtle emotions appear on human face, etc.; thus, making them less 

efficient for real-time applications. Over the time, many automatic detection techniques have 

been developed to overcome the existing issues in handling the AUs. 

 

 

Figure 2.2: Upper face Action Units [17] 

 

 
 

 

Figure 2.3: Lower face Action Units [17] 
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2.1.1 Incorporation of Automatic Expression Detection in FACS 

 
The limitations of FACS techniques in time management, detection, and processing have 

enticed the researchers for the development of automatic detection systems for AUs. The 

automatic detection of AUs involves the incorporation of training data where the classification 

systems are first trained for dynamic changes detection before they are used to handle the real 

time changes [18]. 

 

2.2 Face Detection in FER 

 
Detecting facial and non-facial areas in any image is the first step in image processing [19]. 

The algorithms normally begin with the detection of eyes following the detection of brows, 

nose, mouth, etc. The methods used in face detection can be knowledge-based, feature-based, 

template matching, or appearance based.  

Knowledge-based methods involves the development of rules to describe a face; while feature 

based methods use basic features such as a eyes or nose to detect a face. Template-matching 

methods correlate the standard face patterns and extracted features to locate a face in the image. 

On the other hand, appearance-based methods make use of machine learning to find the 

relevant characteristics of face images.  

Different classifiers based on these techniques to detect a face are discussed in subsequent 

sections 

2.2.1 Viola-Jones framework 

The variation in factors such as pose, expression, position and orientation, skin color and pixel 

values, presence of glasses and differences in camera gain, lighting conditions and image 

resolution often make face detection difficult.  The concept of deep learning has helped a lot 

in eliminating such issues. 

Computer vision researchers, Paul Viola and Michael Jones, in 2001 introduced a framework 

to detect faces in real-time applications. They made use of training data to help the model 

understand facial and non-facial objects [20]. The model used to store some features at each 
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stage and correlate them with new features at the subsequent stages to detect a face. However, 

the framework has limitations for the scenarios in which faces are not clearly visible or covered. 

2.2.2 Haar Cascade Classifier 

 
Haar Classifier works on principal introduced by Voila and Jones to detect face in image or 

video. In this classifier, features can be detected by varying the size of the pixel group. This 

model offers the functionality to train itself during the training process by identifying a set of 

features which are most contributing for the face detection due to which it offers less 

computation complexity in subsequent stages [19], [21]. 

 

2.2.3 Adaptive Skin Color 

 
Adaptive skin-color model locates skin color objects in the images to detect a face followed by 

a mechanism to differentiate between facial and non-facial objects. However, its performance 

gets affected with different levels of illumination due to which adaptive gamma corrective 

method is used to eradicate the issue. However, the computational complexity of corrective 

method, makes it less feasible to be used in real-time applications [19]. 

 

2.2.4 Adaboost Contour Points 

 
Adaboost makes use of a number of classifiers cascaded with each other resulting in a highly 

efficient classifier which is then used to detect a face.  It offers low computational complexity 

and therefore suitable to detect face in a real-time environment. The low computational 

complexity of this classifier is also due to its property to detect contour points instead of all 

basic features which in turn offers less effort in obtaining necessary information from image 

or video [22]. 

2.3 Feature Extraction in FER 

 

Feature extraction is the conversion of pixel data into shape, color and texture to represent a 

real object. Feature extraction usually acquires a large collection of data and keeps on filtering 

it to maintain a record of useful information only. It then categorizes the results into different 
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emotion classes. The techniques used for feature extraction in FER are discussed in subsequent 

sections: 

 2.3.1 Local Binary Pattern (LBP)  

 

The LBP calculates the brightness relationship between each pixel contained in the image 

and its local neighbourhood. LBP is used in computer vision for texture analysis [23]. Initially 

it was able to work on 3X3 matrices only that involved converting of image into grey scale and 

thresholding a center pixel value to its neighbors. The eight values around the central pixel 

value are called its neighbors. In this technique, a binary matrix is developed from the input 

matrix by comparing the central matrix value to each of its neighbors. If value (intensity) of 

central pixel is less than neighbor, the value is set to 0; and if it is greater than the neighbor, 

the value is set to 1. The results of this binary matrix are then stored in 8-bit array starting from 

either clockwise or anti clockwise around the 3x3 binary matrix. Figure 2.4 explain LBP 

method.  

 

 

 

Figure 2.4: Local Binary Pattern (LBP) Algorithm  

 

The array values are then converted into a single decimal value. The process is repeated for 

each possible 3x3 matrix in the input image and the results are stored in output decimal 

matrix. At the end, histograms are established from the decimal values to represent fine 



    
 

14 

grained details extracted from image [6]. Now a day’s circular LBPs of varying radii are used 

to remove the limitations of square LBPs. This is formulated as below: 

 

𝑳𝑩𝑷 𝒑, 𝒓 = ∑ 𝑺(𝒈𝒑 −

𝑝−1

𝑝=0

𝒈𝒄 ) 𝟐𝒑,              𝑺(𝒙) =
𝟏, 𝒙 ≥ 𝟎 
𝟎, 𝒙 < 𝟎

                        … … … … … (𝟐. 𝟏)         

 

 
Figure 2.5: Facial expression extraction with LBP Histogram [23] 

 

 

2.3.2 Linear Discriminant Analysis (LDA) 

  
LDA is used in pattern classification [24]. It is used to preserve useful features while converting 

them from high dimensional space to low dimensions. During the process, instead of neglecting 

useful information in any dimension, LDA develops a new axis by calculating the mean and 

variance of each data set to combine information from all the data sets on that axis. It makes 

use of Bayes Theorem to estimate that new dataset contains information from each class 

(dimension). 
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Figure 2.6: Linear Discriminant Analysis (LDA) [24] 

 
 

2.3.3 Principal Component Analysis (PCA)  

 

PCA unlike LDA is unsupervised algorithm that reduces the dimension by maximizing the 

correlation between features. Its performance gets affected with illumination, and sometimes 

causes the algorithm to discard useful information. PCA creates orthogonal axis with the space 

where there is maximum variance; however, unlike LDA, it doesn’t create the separation 

between features of different classes and often faces issues in discriminating one human face 

from the other [25]. 

 

 

2.3.4 Fisher Face Method  

 

It is a combination of LDA and PCA. This method works on the principal that instead of 

looking at all parts of face, the area which shows maximum variation must be selected. It 

extracts features that separate one individual from the other. It reduces face space dimensions 

first by using PCA and then provides significant separation of features by applying LDA. By 

using Fisher Face method, the issues occur in feature extraction due to illumination in PCA are 

removed [26]. 
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2.3.5 Line Edge Map (LEM)  

 
It is a template-based matching algorithm that creates outlines around the facial features just 

like pencil made portrait. It just stores the end points of lines thus reducing the memory 

requirements and calculates a distance to separate each line from the other. After the necessary 

computation, it saves the template to be used at later stages for comparison [27]. 

 

2.3.5 Gabor Wavelet 

 
Gabor Wavelet enhances the face features for example nose, mouth, wrinkles, eyes, scars, etc. 

for represent face in high dimensional space [28].  

 
 

2.4 Feature Classification 

 
The final phase of the FER system is the classification that can be realized either by attempting 

recognition or by interpretation. FER deals with the classification of the face and its features 

into abstract classes that are entirely based on visual information. Facial expression 

classification aims to design an appropriate classification mechanism to identify facial 

expression. Earlier facial expressions were categorized into six basic emotions: Disgust, Anger, 

Fear, Surprise, Happy and Sad. But after some time, many of the recent research work includes 

Neutral expression in this list. Hence facial expressions are categorized into seven basic 

emotions: Disgust, Anger, Fear, Neutral, Surprise, Happy and Sad. [29]. To identify the above 

listed facial expressions, a process must be able to recognize facial feature movements. 

According to these different emotions will be classified into seven categories as mentioned in 

below table 2.1 

 

Table 2.1: Seven Basic Expression Description [29] 

 

Emotion Class Explanation  

Angry Eyebrows are pulled downward and together. Eyes are wide open, 

and lips are tightly closed. 
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Disgust Eyebrows and eyelids are relaxed. The Upper lip is raised and 

curled, often asymmetrically 

Fear Eyebrows are raised and pulled together. Eyes are open and tensed. 

Happy Eyebrows are relaxed. The Mouth is open, and Mouth corners are 

upturned. 

Sad Eyes are slightly closed. Eyebrows are bent upward, and Mouth is 

relaxed. 

Surprise Eyebrows are raised. Eyes are wide open, and Mouth is open. 

Neutral Eyebrows, Eyes and Mouth, are relaxed. 

 

Support vector Machine (SVM) is one of the most important method for image classification.  

 

2.4.1 Features Classification using Support Vector Machine (SVM) 

 

Support Vector Machine (SVM) is a linear model used to handle classification and regression 

problems. It works by drawing multiple separation lines between data of two classes and then 

identifies one line which provides better separation between data among all the lines. This line 

is termed as generalized line in SVM and the distance between this line and the data set 

vectors is called hyperplane [30]. This algorithm works on data that is provided as an input 

and in the result, it provides a generalized line to provide separation between data of different 

classes. 

For example, in the above diagram, yellow line is the output line and considered as 

generalized because it clearly separates the two data sets, while green line is closer to red data 

set and if considered as a generalized line will cause features of red data set to dominate over 

blue data set.  
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Figure 2.7: Hyperplane and Support vector example in SVM [31] 

 

The next process involves calculating the distance (termed as margin in SVM) between the 

generalized line and data vectors. In this algorithm the main goal is to select the line which 

offers maximum distance and separation from data vectors. The maximum margin offers the 

optimal classification of data as it minimizes the chances of feature overriding. The area of 

separation for which margin is maximum is called optimal hyperplane. Thus, SVM tries to 

make a decision boundary in such a way that the separation between the two classes (that 

street) is as wide as possible. 

 

2.4.2 Features Classification using Artificial Neural Network (ANN) 

 
As penetration of digital systems in our daily lives has increased the human-computer 

interaction, the need for the intelligent systems to properly decode human behavior has led to 

the development of different intelligent algorithms for the machines to behave in an effective 

manner in the human-oriented environment. Artificial Neural Network (ANN) systems have 

been designed to incorporate the decision-making skills in machines similar to that exists in 

humans. These systems operate using mathematical computations and possess dynamic ability 

like human brains to make decisions independently. These ANN algorithms consist of several 

independent decision-making nodes known as neurons. These neurons behave in the same 
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manner as cells operate in the human brain. These algorithms are generally trained at first to 

decode certain type of information in real-time environment.  

One of the robust features of ANN algorithms that make them more suitable for information 

interpretation (feature extraction) is the assignments of weights. When any neuron learns some 

attribute during training, it acquires a weight. The trained neuron either passes that weight to 

neighbors so that they can store the information associated with that weight, thus saving the 

time for each neuron to learn the same information independently; or the learned neuron holds 

that weight to itself only, thus allowing other neurons to learn new attributes of the same object 

independently thus bringing more diversity in the system. The learning process usually 

accomplished in different layers known as hidden layers between input and output layers. Each 

hidden layer consists of a set of neurons and after training at the layer; the associated neurons 

either pass or withhold the learned information for their fellow neurons at the next layer. The 

process continues till all the neurons in the system learn some attributes. The number of hidden 

layers can be increased or decreased depending upon the nature of application. More layers 

allow more comprehensive training and results in more critically designed system [30], [31].   

 

With the development of large databases, high production demands in industries, online gaming, 

subtle medical treatments etc., the human ability to handle the diverse nature of information 

recursively offers more challenges in terms of accuracy and quality maintenance. Keeping in 

view certain factors like human resource constraints for handling large information, human 

causing errors, and human tiredness have led to the development of the idea of Artificial 

Intelligence (AI). The reason behind the idea of AI is that the machines should be programmed 

in a way that can perform large recursive operations intelligently, thus minimizing the chances 

of errors and eliminating the factors of tiredness and quality deterioration that is associated with 

natural human behavior. For this purpose, researchers have developed many parameters to map 

human behavior into digital manipulation units for the machines so that they can not only be 

programmed at the initial stage but would also be able to behave dynamically in real-time 

changing scenarios.  
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2.5 Deep Learning for FER 

 

The concept of AI has evolved in the form of intelligent machines over the years acknowledged 

as thinking machines in today’s era where many sensing technologies and robotics are observed 

to be working efficiently in human-oriented environment [33]. The incorporation of AI into 

machines has been challenging for the researchers from the factor of training systems to achieve 

human-matching intelligence. Many algorithms and datasets have been proposed to improvise 

these training mechanisms. After several experiments and development of different techniques 

and algorithms, deep learning has gained success in Machine AI due to its human-brain like 

working mechanism. 

 

Figure 2.8 explain the artificial intelligence development. The smart intelligence-based systems, 

that can learn on the dataset, which is provided to it on its own, could be built using machine 

learning, a subcategory of Artificial Intelligence. Moreover, the subset of machine learning is 

deep learning, in which deep neural networks could be trained using the machine learning 

algorithms. New deep neural network is being trained to achieve the better results, if the former 

network is not giving promising results.  

 

Figure 2.8: Artificial Intelligence evolution  
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2.5.1 Machine Learning 

 
Machine learning and artificial intelligence are interlinked and are highly correlated. To create 

an intelligent system these both technologies are used in connection with each other. Artificial 

intelligence is study and development of such a machine that is capable of thinking and 

behaving like human whereas, machine learning is considered to be a subset of artificial 

intelligence in which system does not need to be programmed explicitly but it learns from input 

data. Arther Samuel was the first person to describe the term machine learning in 1959. In a 

traditional software development computer is destined to execute some set of instructions given 

by the developer of the program whereas, machine learning differs in this context because it 

focuses on discovering an algorithm that can develop or improve itself on its own instead of 

being explicitly programmed. Machine learning mainly emphases on decision making or 

predictions from the given data that is why is also termed as predictive analytics [17]. There 

are basically three types of machine learning algorithms named as: unsupervised learning, 

supervised learning and reinforcement learning. Supervised learning makes a model which 

contains inputs and desired outputs. Inputs given to the system are labeled in this case 

belonging to particular categories. Regression and classification mainly lie under supervised 

learning. In contrary unsupervised learning contains only input data without having 

categorization labels therefore, in this case algorithms learns from unlabeled data and find 

sequence and structure of data to take decisions. Cluster analysis is an example of unsupervised 

learning. Third category reinforcement learning focuses on the actions and behavior of an agent 

in different environments to achieve a goal, based upon which the agent gets rewarded or 

punished. Chess game is an example of reinforcement learning. This research falls under 

supervised learning because the data being used for experiments is labeled. Label here 

corresponds to a unique emotion. 

 

2.5.2 Deep Learning Based Artificial Intelligence  

 
The classical FACS system introduced the rules to classify basic emotions into AUs 

representing the detection of emotions at conscious level. However, the understanding of deep 

subtle behavior of humans at unconscious level the knowledge of which is particularly required 

in psychological treatments, classical FACS have proved less efficient to serve the purpose. 

With the rising trend of research in the field of computer vision, artificial intelligence (AI) have 
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been introduced to assist in the detection of expressions in unconscious problem solving 

processes, and consequently have led to the development of deep learning.  The schematic of 

deep neural network is shown in Figure 2.7: 

 

 

 
 

Figure 2.9: Schematic of Deep Neural Network 

 
 

The Neural network consists of individual units called neurons. Neurons in each layer are 

connected to neurons of the next layer. When input image is fed to the system, each individual 

node performs a simple mathematical calculation and transmits its data to all the nodes of next 

layer with which it is connected.   

 

2.6 Architecture of Convolutional Neural Networks  

CNN algorithm operates on different layers following the Neural Network Principle [34]. The 

different layers of CNN are explained in detail in subsequent sections: 

 

 

 
Figure 2.10: Convolution Neural Network Architecture [34]  
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2.6.1 Convolutional layer 

 

The first layer, known as Convolutional layer, extracts feature from the input image which is 

usually in the form of a matrix containing pixel values. This layer then extracts most dominant 

feature known as core or neuron in the form of small matrix. This extracted matrix is also 

known as a filter. This filter moves along the original input matrix and performs convolutions 

for each set of pixels, thus resulting in output for each convolution operation [34]. Convolution 

of input image with filter in term of mathematic is define in equation 2.2: 

(𝑓 ∗ 𝑔)(𝑖) = ∑ 𝑔(𝑗)

𝑚

𝑗=1

 . 𝑓 (𝑖 − 𝑗 +
𝑚

2
)                                         … … … … … . (2.2) 

This is the dot product of the input image and the filter. Figure 2.10, 2.11 and 2.12 shown the 

convolution operation step by step.  

 

 
 

Figure 2.11: Convolution Operation Step – 1 

 

 
 

When the image passes through one convolution layer, the result of the first layer becomes the 

input for the second layer. This filtering operation, in the end, produces a small matrix 

containing the outcomes of all the convolution operations. 
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Figure 2.12: Convolution Operation Step – 2 

 

 

 
 

Figure 2.13: Final step for feature extraction  

 

 

Convolution of facial expressions image with multiple filters can achieve operations such as 

blur, edge detection and filter applying for sharpen the image.  

 

2.6.2 Receptive Field  

The size of the region in the input that produces the feature is called receptive field in CNN.  

Basically, it is a measure of association of an output feature (of any layer) to the input region.  

 

 



    
 

25 

 

 

Figure 2.14: Receptive Field operation [35] 

 

Large objects could be unable to recognize by the small receptive field in object detection. In 

order to overcome these problems some multi scales methods are used. Also, for capturing the 

large motions in motion-based tasks such as optical flow estimation and video prediction, an 

adequate receptive field is required. 

For instance, in the figure 2.15 below a car is shown. In the image, two receptive fields: the 

green and the yellow one is seen to be serving the purpose. 

 

 
 

 

Figure 2.15: Receptive Field for feature extraction [35]  

 

2.6.3 Weight Sharing 

 

Weight sharing emphasis the fact that two or more layers in the network will use the same 

weights i.e., the same parameters will be used to represent different transformations in the 

https://theaisummer.com/static/490be17ee7f19b78003c3fdf5a6bbafc/83b75/receptive-field-in-convolutional-networks.png
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system. When one network trains, it will update those weights. The second network will then 

use those same weights and so on.  

 

For instance, in the image containing multiple cars, if the network doesn’t use weight sharing, 

the network will have to independently learn the appearance of cars at every distinct image 

location. This is because a filter that is allocated for the bottom left part of the image will only 

see bottom-left image patches. Thus, to learn the function well, the training data will also have 

to contain images with cars (in various poses/models) at every image location, which in turn 

requires larger training set. On the other hand, by sharing weights, the network will be able to 

learn a single filter for cars no matter where the car appears in the image. 

2.6.4 Pooling Layer  

The pooling layer then works on the width and height of the image. This layer down samples 

the output matrix or merges all the convolutional matrices by removing all the over-riding 

information, thus resulting in a compressed image [36]. It is similar to the convolution layer 

but it takes the max of the region from the input overlapped by the filter. 

 
     

 
 

Figure 2.16: Pooling Layer Convolution Operation  

 

The convolution and pooling operations occur at each hidden layer between input and output 

layer to allow neural network to break down complete function into specific transformations 

of the data. Each hidden layer function produces a defined output and helps to learn different 

aspects about the data by minimizing an error. 



    
 

27 

 

2.6.5 Drop Out 

The process of setting values of some input neurons to 0 is called “drop out” in CNN. Weights 

in CNN are used to represent some specific features acquired by neurons in the training process. 

. If we make all the neighbors (neurons) to rely on those specific weights only, the model 

becomes too fragile to detect multiple variations and leads to complex coadoptions.  

However, if we allow the chance to all the neighbors (neurons) in the network to participate 

and make predictions by asking some neurons (weighted/ trained) to stay quiet for some time, 

new independent internal representations will be learned by the network. As a consequence, 

the network will become less sensitive to the specific weights of neurons. This in turn results 

in a network that is capable of better generalization and is less likely to overfit the training data. 

 

2.6.6 Batch Normalization  

Batch Normalization works with Drop Out layer and allows every layer in the network to learn 

independently. It regularized the data learning in between the layers [37]. 

 
 

2.6.7 ReLU Layer 

Using of non-linearity is crucial in image processing as linear functions only allows for simple 

multiplication and addition due to which nothing interesting information can be extracted from 

them. ReLU is a non-linear function like sigmoid and tanh. However, it provides benefits of 

low computational complexity, no saturation at higher values and faster convergence. It outputs 

0 for negative values and outputs the same value as given in input (if positive). 

 

2.6.8 Flattening Layer 

All the convolution and pooling operations result in rectangular matrices. But as the rectangular 

matrices cannot directly input information for classification, the Flattening layer plays its role 

in converting the N dimensional matrix of data into a 1-dimensional array for inputting it to 

the next layer, thus resulting in a fully connected dense layer [37].   
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Figure 2.17: Flattening Layer Operation [37] 
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CHAPTER 3: LITERATURE REVIEW 

 
The research in this thesis involves those systems that operate by evaluating the human 

expressions from their face using deep learning algorithms. This chapter highlights all the 

conventional and latest techniques that have been used for facial expression recognition from 

images. The foundation of AI system for operation is the accurate interpretation of human 

environment. The incorporation of AI and its usage by the machine depends upon the 

application. The conventional approaches for FER detection from images involved manual 

marking of each face area where the minor misalignment due to motion, and changes in 

lightening, etc., could produce the erroneous results. The experts had to carefully pre-process 

the images before feature extraction resulting in much consumption of time with little 

probability of accuracy. On the other hand, deep learning techniques, due to their dynamic 

ability of self-learning, have overcome such challenges. Besides reducing head of pre-

processing of images, deep learning algorithms offer advantages of auto-adjustment to changing 

factors like illumination and occlusion. Moreover, they are also able to handle large amount of 

data. Despite the numerous advantages of deep learning algorithms, some drawbacks are also 

associated with them as they require large amount of capacity for processing at different layers. 

In addition, the layer-to-layer propagation of data sometimes results in loss of important 

information at intermediate layers which require appropriate selection of pooling and 

debuffing. Researchers are still working on developing techniques to improvise the processing 

capability and accuracy of existing deep learning algorithms. 

 

3.1 Conventional FER Approaches 

Conventional FER techniques mainly involve the large overhead of image pre-processing due 

to their intrinsic property of detecting manually marked areas in images which requires a 

meticulously marking of the geometric features, or appearance features, or a hybrid feature on 

the target face and additional procedures of feature extraction and feature classification [38]. 
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3.1.1: Image Pre-processing 

Irrelevant information in the images at this stage is filtered out so that the detection of the 

desired object or expression can be achieved with better accuracy. This step directly impacts 

the feature extraction capability of the system and affects the classification process.  The 

images having complex backgrounds pose more challenges in terms of feature extraction and 

the critically discriminative marking of different objects is the essential factor for the good 

performance of the detecting system [39]. Different techniques and methods are used for image 

pre-processing in FER algorithms. The first step in the image pre-processing is the removal of 

noise by applying different filters that include but are not limited to Average Filter (AF), 

Gaussian Filter (GF), Median Filter (MF), Adaptive Median Filter (AMF) and Bilateral Filter 

(BF). The next important step is the face detection as its detection is affected by certain factors 

like presence of shading objects, changes in color of skin, rapid movement in face area, etc. 

which requires normalization of the color scales and the proper orientation of detection plane 

to reduce the complexity of expression detection while ensuring the accurate recognition of 

features [39].  

 

According to [40], Papageorgiou et al. in 1998 introduced a framework that makes use of 

frequency based haar wavelet method for image detection. Later in 2001, Viola and Jones made 

use of frequency spectrum to define changes in skin color and edges of facial features following 

the principle of Haar-Wavelet technique. In [41], the researchers used this technique to 

improvise the computation process by cascading different Haar classifiers together. In [42], 

Weilong Chen et al. worked on the factor of changing light conditions and introduced the 

normalization technique to reduce the impact of varying illumination on the expression 

detection. They considered using Discrete Cosine Transform (DCT) to detect faces under 

varying illumination conditions. Their technique worked well for illumination changes but 

failed to produce desired results under shadowing conditions. In [43], Owusu et al. introduced 

the technique of limiting the size of image while preserving the useful information using the 

Bessel down-sampling approach. Biswas et al. in [44] enhances the smoothness of input images 

by resizing them using the Gaussian filter. 
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In [45], Idrissi et al. used the median filter during normalization to enhance the quality of input 

image. Zhang et al. in [46] and Happy et al. in [47] introduced a localized method for image 

pre-processing following the principle of Viola-Jones to help in the detection of facial images 

from the input image. Adaboost and Haar algorithms mainly help in the detection of size and 

area of face in the images while face alignment is usually accomplished using the SIFT (Scale 

Invariant Feature Transform) algorithm. ROI (Region of Interest), on the other hand, regulates 

the face dimensions by dividing the color components and facial features. 

 

3.1.2: Feature Extraction 

The next important step is the extraction of facial features so that those extracted features can 

be processed to produce desired results. This stage is considered crucial in facial expression 

recognition as it leads to classification of data on the basis of which machines make their 

decisions regarding a particular action. Most commonly geometric features extraction, 

appearance-based features extraction or hybrid features extraction techniques are used to save 

the desired information. 

 

In [48], Happy et al created histograms to represent different face features using a 

technique known as Local Binary Pattern (LBP) and then make their classifications using 

Principal Component Analysis (PCA). Ghimire et al. in [49] retrieved appearance-based 

features by marking the face features into different regions known as domain-specific 

local regions. The important regions are then extracted using an incremental search 

approach which focuses on the specific region and helps to improve the recognition 

accuracy of FER algorithm. Ghimire and Lee in [50] made use of two different geometric 

features relying on the position and angle of 52 facial points. In the first stage, the distance 

and angle between different facial points is calculated and in the next stage, these 

calculated parameters are subtracted from the corresponding distance and angles in the 

frame of the video sequence. This technique made use of two classifiers i.e., AdaBoost and 

SVM for classification process. Aruna Bhadu et al. in [51] used a hybrid feature extraction 

approach by combining Discrete Cosine Transform and Wavelet Transform, and then 

applied Adaboost as a classifier.  
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Some researchers are working to design systems that will operate on Infrared images 

because images in visible light shows more variation due to changes in illumination and 

makes the detection of the features difficult for the machine. Following this concept, Zhao 

et al. in [52] worked on Near-Infrared (NIR) video images. This study uses component-

based facial features to combine geometric and appearance information of the face. For 

FER, an SVM and sparse representation classifiers are used.  

 
In [53], Shen et al. used a technique of calculating temperature difference between 

different sub-regions of face to identify features, and then the researcher applied 

Adaboost for classification of features. Szwoch and Pieniazek [54] used Microsoft Kinect 

sensor’s depth channel to recognize facial expressions and emotions without using 

camera. They analyzed the local movements of facial area to recognize facial expressions 

and map relations of those expressions with particular emotions. Wei et al. [55] used 

Kinect sensor to identify color and depth information of the features. The researchers 

made use of face tracking algorithm to extract features, and then used random forest 

algorithm for their classification. 

 

3.1.3: Facial Expression Classification 

 

The last stage of Facial Expression Recognition is the classification of extracted features 

where different classifiers are used to create relations between extracted features and 

emotions. Formerly, the human expressions were classified into six basic emotions that 

included happy, sad, fear, anger, disgust and surprise, and for many years researchers 

worked on these six expressions to accurately identify them and deduce other complex 

emotions from the manipulation of these expressions.  However, with the passage of time 

researchers felt the need to introduce another expression i.e., Neutral to complete the 

expression set because most of the time the movement of brows and eyes doesn’t reflect 

any emotion other than Neutral. Many classifiers have been developed so far to 

accomplish the task of classification that include but not limited to KNN (K-Nearest 

Neighbor), SVM (Support Vector Machine), Naïve Bayes Classifier, AdaBoost Classifier, 

HMM (Hidden Markov Model), Decision Tree and NN (Neural Network).  
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According to research work in [56-58], KNN classifier has gained popularity due to its 

simplicity and minimum computational requirements. Besides the advantages of this 

classifier, the major drawback that is associated with this classifier is that it is sensitive 

to type of input data. Its results vary by varying size of neighbourhood i.e., value of k, and 

no technique has been developed so far to decide the optimal size of neighbourhood 

(value k). Most of the time the value of k is dependent only upon the nature of application, 

and therefore the precise optimization of the output results is not possible. 

.  

SVM Classifiers are well known classifiers to obtain generalization for complex data. They 

also make use of kernel functions to convert indivisible data into linear separable samples 

thus enabling the classifier to process high dimensional data. Liyuan Chen et al. in [59] 

proposed a research work to recognize relevant expressions from irrelevant expressions 

using SVM. The researcher used both linear function and Radial Basis function (RBF) for 

classification purpose, and as a result 80% accuracy was achieved for the cases used for 

the study under research work. Many researchers [60-62] have used SVM classifier in 

their proposed approach for classification purpose.  

With the incorporation of Neural Networks in FER recognition, many researchers are 

now using these classifiers in their studies. The variants of neural networks have been 

developed over the years with different improvements and variations in classification 

patterns. The reason behind the development of different variants is the number of 

hidden layers and learning mechanism. Each application requires a certain number of 

hidden layers for producing the desired results for instance, a single hidden layer ANN 

cannot perform XOR problem that requires an additional layer to be incorporated in the 

system.  Multilayer Feed Forward Neural Network (MFFNN), a variant of ANN, using back 

propagation is the algorithm in which the back propagation technique helps in learning 

of the neurons on different layers where weights are iteratively updated after the 

learning of each tuple. It should be noted that in feed forward system the information 

learned at any stage cannot be shared and forwarded to the previous hidden layers or 

input layer. The data moves only in one direction i.e., from input to output. The back 

propagation algorithm only helps in replacing the weights of neurons as the new 

information is learned by the other neurons in the network. The Bayesian neural network 

classifier acknowledged as stochastic model is also the type of neural networks. This 

classifier makes use of probabilities to produce desired results. In [63], the researcher 
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used Bayesian classifier with back propagation algorithm to test the accuracy of different 

case studies. Some researchers [64-65] have used a probabilistic neural network as a 

classifier in facial expression recognition.  

 
The conventional techniques of feature extraction and classification are considered 

useful due to their low computational complexity and less hardware dependency, and 

they are still considered useful in designing of real-time embedded systems. However, 

due to large complexity of marking recognition area manually in conventional 

techniques, deep learning method is considered better for complex applications where 

the classifier can automatically adjust to the slight variations. As no model has been 

developed so far which can address all the issues of conventional and deep learning 

methods; therefore, all the existing models are in use, and researchers usually modify the 

existing models according to their needs depending upon the nature of application.  

 

3.2 Deep Learning-based FER Approaches 

 

Deep-learning has gained popularity in recent years due to its capability to auto-learn the 

new features based on the stored information during the training process, thus 

minimizing the need to train the system over and over again for new changes. The 

intrinsic intelligence of the system makes it efficient to perform well in real-time 

environments where the rapid movements, change of illuminations, shading, and non-

discriminative object identification are the major problems. Moreover, deep-learning 

algorithms also possess the capability to handle large amount of data as manual pre-

processing is not involved in these algorithms.  Deep-learning algorithm consists of two 

variants known as convolutional neural network (CNN) and recurrent neural network 

(RNN). The major drawback associated with these techniques is the involvement of 

complex hardware as different layers are used to process the data; nevertheless, in CNN, 

researchers have tried to address this issue by enabling “end-to-end” learning directly 

from input images, thus reducing the needs of pre-processing. 

In [66], Lopes et al. investigated the impact of data-preprocessing before training the network. 

The researcher made some changes like rotation correction, cropping, down-sampling with 

32x32 pixels and intensity normalization before feeding the data to two-layered CNN. The 
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databases used for the research work are CK+, JAFFE, BU-3DFE. According to the test results, 

pre-processing the images before feeding them separately into the neural network helps in 

achieving better classification as they directly impact the learning process of the model. 

 

Agrawal et al. in [67] studied the impact of the variation of the CNN parameters on the 

recognition rate. The database used during the research is FER2013. The researcher used 

varying size and number of filters and optimizers that include Adam, SGD, and AdaDelta on a 

two layered CNN. In this work, the researchers produced two models of CNN having accuracy 

of 65.23% and 65.77% respectively. Deepak jain et al. in [68] improved the cropping and 

normalization intensity of images by using a deep CNN model having two residual blocks, 

each with four convolutional layers. The databases used during the research are JAFFE and 

CK+. 

 

Liu et al. in [69] introduced a Boosted Deep Belief Network (BDBN) comprising three stages. 

In the proposed model, the first stage selects the first frame with neutral expression and then 

last three frames are selected from each image to obtain samples for classification. The 

researchers used CK+ database for the case study. According to the test results, the proposed 

framework achieved dramatic improvements over current state-of-the-art algorithms. 

 

Burkert et al. in [70] introduced a new CNN architecture having four components. The images 

are firstly pre-processed using a convolutional layer, and then downsampled in the second 

layer. The researchers introduced a new block known as FeatEx, inspired by the GoogleNet. 

This block is considered as the fundamental structure in this architecture. After two 

concatenated FeatEx blocks, the extracted features are fed into a fully connected layer to 

perform the classification. The experiment on the CK+ dataset achieved a recognition rate of 

99.6%. 

 

3.2.1 Deep Learning Approaches Using FER2013 dataset 

 

Khaireddin et al. [71], researchers have emphasized the fact that optimizing the learning 

behaviour of the ER model is crucial in the development of reliable system with maximum 

accuracy. In the case study the researchers first did tuning of the system using SGD where 

optimal batch size and the best drop-out rate was determined by performing grid search to find 
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the hyper parameters to control the learning process. In the study, the researchers performed 

the experiment with SGD, SGD with Nesterov Momentum, Average SGD, Adam, Adam with 

AMSGrad, Adadelta, and Adagrad on dataset FER2013 using a VGGNet to find the best 

optimizer in training the ER Model. The experiment was conducted in two phases. In the first 

phase of experiment, fixed learning rate of 0.001 was used to test the model. However, in the 

second phase, a learning rate scheduler was used with a starting learning rate of 0.01 and a 

reducing factor of 0.75 for 5 epochs as a result of which the SGD with Nesterov momentum 

was found to provide accuracy of 73.2 % and 73.5 %respectively. In the third phase of 

experiment, the researchers determined the optimal learning rate scheduler by performing 

experiment with 5 different schedulers: Reduce Learning Rate on Plateau (RLRP), Cosine 

Annealing (Cosine), Cosine Annealing with Warm Restarts (CosineWR), One Cycle Learning 

Rate (OneCycleLR), and Step Learning Rate (StepLR) as a result of which Reducing Learning 

Rate on Plateau (RLRP) was observed to achieve a validation accuracy of 73.59 % and a testing 

accuracy of 73.06 %.  

 

Qihua Xu et al. [72] escalated the idea that effective FER model design can be made by 

combining different CNN networks or merge multiple CNN with attention mechanism, GCN, 

GAN, and other network types. In this study, the researchers investigated attention mechanism, 

multi-network transfer learning, and decision-level feature fusion technology using a large-

scale face dataset C-MS-Celeb and two static facial expression image datasets RAFDB and 

FER2013+ as experimental data and five FER Models i.e., resnet18, vgg16, squeezenet v1.1, 

densenet121, and resenet50 to analyses the accuracy of FER. The results of experiments 

showed that the models using transfer learning offers more recognition accuracy. The vgg16 

and resnet18 with transfer learning appeared to achieve the better performance with accuracy 

of 86.8% and 87.82%. Moreover, it was found that by adding the attention module, the 

recognition accuracy further increases by 2.27%, thus indicating that using low recognition 

weights suppresses the contribution of low-quality images in the training phase. In the multi-

feature fusion module, tuning the proportion parameter to 0.7 on the RAF-DB and FER2013 + 

datasets, the fusion result exhibited the best performance in hard-recognition features, and the 

final recognition accuracy on the two datasets was found to be 88.23% and 89.51%, 

respectively. 

 

Jun Liu et al. [73] proposed an end-to-end deep model has been presented by researchers with 

data enhancement method including a new hybrid feature representation, and an effective 
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classification network to improve the face recognition rate. During the study, the researchers 

have used three benchmark datasets including the AR face dataset, the FER2013 database, and 

the CK+ dataset to compare the performance of the proposed model that is found to be 

providing 98.6%, 94.5%, and 97.2% accuracy respectively over the existing state-of-art work.  

 

Shiqian Li et al. [74] highlighted the fact that general image classification networks (e.g., VGG, 

GoogLeNet) leads to inadaptability while applying to some Facial Expression Recognition 

(FER) tasks and also require large parameter size. To overcome such issues the researchers 

introduced the use of light-weight Facial Expression Recognition Network Auto-FERNet along 

with effective relabeling method, Facial Expression Similarity (FES), to remove the 

uncertainty problem caused by environmental factors and the subjectivity of annotators. The 

research results showed an accuracy of 73.78% on FER2013 without ensemble or extra training 

data. 

 

A deep-learning-based scheme [75] has been introduced having two-branch deep convolution 

neural network (DCNN) model to improvise the extraction of detailed edge information of 

image over the existing single-branch VGG-16 and VGG-19 models. Instead of just exploring 

geometric features, such as edges, curves, and lines by a first branch, the holistic features can 

also be extracted by using the second branch.  

 

 

Table 3.1: Literature Review of FER2013 and CK+ datasets  

 

Year Author Technique Database Accuracy (ACC) (%) 

2013  Yichuan 
Tang 

(FER2013 

Winner) 

[77] 

DLSVM                  
(Linear Support 

Vector Machines) 

FER2013 71.20% 

2021 Khaireddin 
et al [71] 

VGGNet with different 

optimizer  

FER2013 73.06 %. 
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2021 Qihua Xu et 
al [72] 

Merge multiple CNN 

with attention 

mechanism 

(Result shown with 

vgg16 & resnet18) 

FER2013 

RAF-DB 

89.51%,  

88.23% 

2021 Jun Liu et al 

[73] 

Combine model (VGG 

& Resnet) 

FER2013 

AR Face 

CK+ 

94.5% 

98.6% 

97.2% 

2021 Shiqian Li et 
al [74] 

Light-weight FER 

Network (Auto-FERNet 

along with effective 

relabeling method) 

FER2013 73.78% 

2021 Karnati 
Mohan et al 

[75] 

Two-branch deep 

convolution neural 

network (DCNN) 

VGG-16 and VGG-19 

FER2013 

JAFFE 

CK+ 

77.10% 

95.63% 

97.99% 

2021 Luan Pham 
et al [76]  

ResMaskingNet FER2013  

VEMO 

74.14% 

65.94% 

2020 Huanhuan 
Ran, Shiping 

Wen et al 

[78] 

DCNN with different 
activation function 
(ReLU, Leaky ReLU, 

Tanh) 

FER2013 

 

89.92%, 

90.30% 90.43% 

2020 Behzad 
Hasani et al 

[79] 

BReG-NeXt-50 

(With only 3.1M 
training parameters 

and 15 MFLOPs,) 

Fer2013 

AffectNet 

71.53% 

68.50% 

2020 Prateek 
Chhikara et 

al [80] 

CNN-SVM 

(CNN with SVM as an 
additional classifier) 

FER2013 71.64% 

2019 Wentao 
Huaat et al 

[81] 

Three CNNs-based 
models (VGG16, 

Resnet50 & 
Resnet101) with 

different structures as 
the sub-networks 

FER2013 

JAFFE 

AffectNet 

71.9% 

96.44% 

62.11% 

2019 Trinh Thi 
Doan Pham 

et al [82]  

VGG-Face with MPL 
model  

FER2013 69.18% 

2019 Trinh Thi 
Doan Pham 

DenseNet with MPL 
model 

 71.02% 
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et al [82] 

2019 Nguyen et al 
[83] 

Ensemble of Multi-
level Convolutional 

Neural Networks 

FER2013 

AFEW 7.0 

74.09% 

49.3% 

2018 Ming Li et al 
[84] 

Deep-learned Tandem 
Facial Expression 

FER2013 ResNet18 : 83.1%  

TFE-joint learning 
84.3% 

2018 Guohang 
Zeng et al 

[85] 

HoloNet with SoftMax FER2013 

CK+ 

JAFFE 

61.86% 

97.35% 

83.57% 

2018 Soodamani 
Ramalingam 

et al [86] 

VGG16 & VGG19 FER2013 78% 

2017 Jia Xiang et 
all [87] 

MTCNN 

(Multi-task Cascaded 
Convolutional 
Network) 

FER2013 60.7% 

2017 Sarasi 
Kankanamg
e et el [88] 

LSTM Networks FER2013 71.5% 

2017 Zhi Li [89] Discriminative CNN FER2013 

CK+ 

JAFFE 

85.20% 

95.21% 

97.65% 

2017 Philip Lu et 
al [90] 

VGG13 Networkk CK+ 95.70% 

2016 Ali 
Mollahossei
ni et al [91] 

CNN model  

(2 Convolutional 
layers with max 

pooling and then 4 
Inception layers.) 

FER2013  

CK+ 

MMI 

66.4% 

93.2% 

77.9% 

2016 Yuchi Huang 
et al [92] 

D-CNN + Hypergraph FER2013 77.4% 

98.6% 

2015 Hong-Wei 
Ng et al [93] 

CNN Network with 
fine tuning and 

transfer learning 

Fer2013 55.6% 
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3.3 Limitations and Gaps 

 

It is important to note that many factor can adversely affect the performance of the FER system 

including occlusion, noise and illumination change and most significantly, facial expression 

resulting from varying conditions in different region and different emotional states among 

various individuals. In real world images, extracting features becomes more challenging than 

in controlled environment.  

According to our literature review detail, it can be concluded that researcher is trying to figure 

out a model that can predict facial expression in real-time from images taken in the real world 

so that they can improve the performance of existing CNN models. In this study, deep learning 

techniques are used to improve facial expression recognition accuracy by using images to 

recognize facial expression. We investigated different method of deep learning to improve the 

accuracy of facial expression based on less resolution images. To extract essential features 

from images and improve FER accuracy for real-time expression datasets containing a variety 

of face expression, we proposed an efficient Convolution neutral network architecture. In 

addition, this work presents an effective model that achieves outstanding performance over 

existing state-of-the art technologies.  
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CHAPTER 4: EXPERIMENTAL METHODOLOGY 

Our technology for recognizing facial expressions is described in this chapter. We discussed 

techniques used for extracting distinct features from images and methods for classifying based 

on those features. In this chapter all the details of the proposed methodology is explained to 

accomplish the task of real-time FER in classifying one of the basic facial expressions. We 

have discussed FER2013 dataset, CK+ dataset and JAFFE dataset in detail in section 4.1. The 

details for classification of images are described in Section 4.2. Finally, we present the adopted 

modify method and the latest CNN-based deep learning method in the upcoming Sections 4.3 

and 4.4, respectively. 

4.1 Dataset 

Emotion Recognition from Facial Images, being the popular subject of research, have attracted 

ample number of researchers in the last few years due to which many benchmark datasets are 

publicly available to evaluate the FER approaches. Some datasets are capable for emotion 

recognition under controlled lab environments and hence poses challenges in the real-world 

scenarios, while other datasets work well in real time environment offering recognition in 

images with multifarious variations. An evaluation of the proposed model is performed using 

real-time controlled FER2013 dataset and uncontrolled CK+ dataset by changing the parameter 

of the network such as batch size, learning rate and epochs.   

 

4.1.1 FER2013 Dataset 

 

The FER2013, being a huge (greater than 35,000 images) dataset, offers a various range of 

variations in images like skin color difference, blockage, Person age, face position and quality 

of the image of face, and its samples have been extracted from real-world Internet data. 

FER2013 is an approved dataset which has been handled in ICML competitions as well as in 

many research works. It is one of the most challenging datasets, which can easily accessible 

via Kaggle website [94] containing the dataset of 35,887 grayscale images standardized to 

48x48 pixels. The dataset contains a large collection of images, it exhibits only 7 facial 

expressions images viz. distributions of (i) Angry with 4,953 images, (ii) Disgust with 547 



    
 

44 

images, (iii) Fear with 5,121 images, (iv) Happy with 8,989 images, (v) Sad with 6,077 images, 

(vi) Surprise with 4,002 images and (vi) Neutral with 6,198 images, which make it not a well-

adjusted and composed dataset. A few samples taken from the dataset randomly are shown in 

Figure 4.1 

 

 

Figure 4.1:  FER2013 Dataset Sample 

 

 

FER2013 dataset mainly comprises of 35887 facial expression images, that includes 28709 

training sample images, 3589 images for public verification, and 3589 are for the verification 

purpose. Each image is scaled to size 48×48 and have a grayscale composition. To create this 

database and to register the faces automatically, we made use of Google search API.  In 

comparison to other datasets, FER offers more variations in the images, including partial faces, 

facial occlusion (mostly with a hand), eyeglasses and low-contrast images. However, this 

dataset also provides an excel file; saves facial expressions, images related data, and purpose 

data to a csv file and does not support provision of direct image extraction. Table 4.1 explain 

the complete distribution of the FER2013 facial images.  
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Table 4.1: Distribution of the FER2013 facial images 

 

 

4.1.2 Extended Cohn-Kanade (CK+) Dataset 

 
Cohn-Kanade Association research on automatic facial image analysis, conducted on coded 

facial expression database. The CK+ dataset [95] is one of the largest and most comprehensive 

used laboratory-controlled facial expression classifications exist. CK+ dataset is used to 

analyze the performance measures of the proposed model in real situations. This dataset 

consists of image sequences 593 in number from 123 subjects, 327 of which are labeled with 

one of the seven basic facial expressions. By using two hardware synchronized Panasonic AG-

7500 cameras facial behavior of 210 adults was recorded. The age of participants was ranging 

between 18 to 50 years, which includes 69% female, 13% Afro-American, 81%, Euro-

American and 6% other groups. The experimenter instructed the participants to perform a series 

of 23 facial displays, which included combinational and single action units. Each display began 

and ended in a neutral face with any exceptions noted. The image consists of 9-60 frames for 

each facial expression, while the participants were directly facing the camera. Some sample of 

CK+ dataset is shown in Figure 4.2. 
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Figure 4.2:  CK+ Dataset Sample 

 

The resolution of each image was scaled to 640×490 640×490 pixels or 640×480 

640×480 pixels and was in grayscale or in color. In this work, from 327 labeled image 

sequences we have extracted the last three frames from each, which is made up by a total of 

981 static facial expression images. Figure 5.2 shows the CK+ dataset samples. CK+ dataset is 

openly available for performing different experiments. Many researchers used this dataset for 

their research. In our methodology, we split the data by 90% and 10% in training and testing 

respectively. Total number of images in dataset present in each class are shown in table 4.2 

 

 

Table 4.2: Distribution of the CK+ facial images 

 

Expression Sample  

Angry 137 

Disgust 177 

Fear 72 

Happy 213 

Neutral 732 

Sad 84 

Surprise 242 
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4.1.3 Japanese Female Facial Expression (JAFFE) 

 

On contrary, the Japanese Female Facial Expression (JAFFE) is a comparatively less dataset 

containing only 213 images of 10 Japanese female models and publicly available dataset for 

research purpose [96]. These images are used to express all those 7 facial expressions as that 

in FER2013. Some sample of JAFFE dataset are shown in Figure 4.3  

 

 

Figure 4.3:  JAFFE Dataset Sample 

 

The distribution of the facial images dataset in 7 classes are: 30 angry, 29 disgust, 33 fear, 30 

happiness, 31 sad, 30 surprises and 30 neutral containing on average 3 or 4 images per subject. 

During the process of taking the images, the lighting was controlled strictly to ensure 

consistency and occlusion like a hair or eyeglass is not allowed. The original image has the 

following specifications: all expression in frontal view and 256 x 256 pixels. JAFFE is usually 

used under controlled lab environments; therefore, their application demands images to be front 

facial with limited variations. Static/still images are contained in the JAFFE.  

 

4.2 Training Phase 

Training phase include different steps including data pre-processing. Facial dataset is used to 

train CNN models. Data for training must be organized by their respective labels and prepared 

in such a way that they are consistent. This consistency approach guarantees that the network 

will only be trained on relevant extracted features without being distracted by things like 

background or objects in the background. 
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4.2.1 Image Pre-Processing 

Pre-processing is one of the most important steps in any machine learning system, not 

just FER systems. As we know that any lack of screening can lead to unwanted, and 

wrongs results when raw data is analyzed.  Therefore, quality assurance of data is 

essential before obtaining its relevant features.  It is necessary to start our methodology with 

data preprocessing. Preprocessing of data is performed in order to eliminate noise and to 

normalize and centralize the gray scale of the image in order to ensure a firm foundation for 

future classification and identification. 

Original dataset for FER2013 consists of an 8-bit grayscale vectorized .csv file with the 

corresponding labels. The dimension of a pixel vector is 48*48. There is one row for each 

picture. Initially the facial images are resized to 96*96 pixels and converted to the three-

dimension image. After resizing the facial images, we have changed the image pixels into an 

array and data type float32. Finally, normalization is performed for faster convergence. The 

data are normalized into the range of [0, 1] this is achieved by normalizing each value by the 

input matrix of 256. Above mentioned all steps are performed on second CK+ and JAFFE 

dataset.  Lastly The emotion-label is encoded by integers from zero to six (0 - anger, 1 - 

disgust, 2 - fear, 3 - happiness, 4 - sadness, 5 - surprise, 6 - neutral).  Figure 4.4 shows seven 

classes with assign label.  If categorical cross-entropy is used as a training metric, the label 

must be encoded in a K-of-one or a one-hot scheme. With the one-hot encoding, every 

label is represented by a single high level, 1, whereas the remainder of the classes are 

given by zeros. For example: For a label of class 3 (happy), the one-hot encoding is 

0001000; for a label of class to 5 (sad), the one-hot encoding is 0000010, etc. 

 

 
 

Figure 4.4: Seven Facial classes with assign labels  



    
 

49 

4.2.2 Data Augmentation 

A common problem with emotion recognition databases is their small size, which makes them 

unsuitable for Machine Learning. Overfitting in Machine Learning models is often a problem 

when training on small data [97]. When the data used for training classified correctly it means 

model over fits, but in actual accuracy drops when it classifies data outside of the training set 

called bad generalization. Hence, during the model training overfitting can be detected easily: 

When the model is trained by using the training data, it gives very good accuracy but on 

validation data, the accuracy is very low. In order to solve this problem, which usually occurs 

in case of using small databases for training, data augmentation is used as a solution. Data 

augmentation is a technique in which we increase the dataset by modifying it in a way that is 

reasonable. These modifications can include smaller operations like cropping, rotating, 

flipping, brightness changing, zooming, rescaling, shifting and many others.  

In our proposed methodology, we used three main properties of the data augmentation i.e., 

scaling, brightness and flipping. Data augment scaling property use to zoom in or zoom out the 

image. Each axis is scale independently. We have scaled the image below to 150% to 80% of 

the image height/width. In case of brightness, we adjust the image brightness using 

GammaContrast by scaling pixel values. Values in the range gamma= (0.5, 2.0) seem to be 

sensible. We have bright the image by gamma= (2.0) in our architecture. One of the most 

important data augmentation attributes is flipping. Image can be flip horizontally and vertically. 

Here, we have flipped the image by horizontally. Fliplr flip the image horizontally.  Brightness 

property is applied to the scaling image and then flip that brighter image as describe in figure 

4.5. Emotion labels are again assigned in this step as describe above.  

 

 

 

Figure 4.5: Facial image Augmentation sample of FER2013 dataset 
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Below table shows the augmentation data length of FER2013 dataset, CK+ dataset and JAFFE 

dataset.  

 

Table 4.3: Augmentation on Datasets 

 

Dataset Original 

Data  

Augmentation Type  Augmented data 

FER2013 32298 Scaling->Brightness->Flip 32298 

CK+ 1658 

Scaling 1658 

Brightness 1685 

Horizontal Flip 1658 

Total  4974 

JAFFE 213 

Scaling 213 

Brightness 213 

Horizontal Flip 213 

Total  639 

 

 

 

 

4.1.3 Color Mapping 

 

Methods such as color mapping or color transfer aim to recolor an image by establishing a 

mapping between an image and another image used as a reference [98]. The use of color as a 

means of conveying information or conveying a specific mood is an integral part of our visual 

world and one of the features of images we use in art, photography and visualization. Color 

mapping play an important role in visualization as they are able to improve the efficiency and 

effectiveness of data perception and therefore allow more insights into the data.  

OpenCV defines 12 basic colormaps that can be applied to a grayscale image. So OpenCV use 

applyColorMap() function to produce pseudo colored image. Figure 4.6 shows the visual 

representation of colormaps. Lower grayscale values are replaced by colors to the left of the 

scale while higher grayscale values are on the right of the scale. We can apply different color 

maps to an image using the method applyColorMap().  
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Figure 4.6:  Visual representation of colormaps [99] 

 

 

There are various other types of color maps which can be used for image visualization [99]. 

We have used various types of color maps and the best result is obtain from the 

COLORMAP_OCEAN. Figure 4.7 shows the pseudo-colored image sample.  

 

 

 

Figure 4.7:  Pseudo colored image sample 
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4.2 Classification  

We have described extensively in this section, how we use latest CNN-based deep learning 

architecture to categorize seven basic emotions of facial expressions. The FER database enlists 

the seven basic emotions (anger, fear, disgust, happiness, sadness, surprise, and a neutral 

expression). The FER databases are developed in controlled laboratory environments generally 

in a controlled lighting environment while others are built under uncontrolled environments. 

We have tested our proposed latest CNN-based deep learning architecture on uncontrolled 

database FER2013 which is taken from the ‘Kaggle’ competition “Challenges in 

Representation Learning: Facial Expression Recognition Challenge” and second dataset is 

controlled The Extended Cohn–Kanade database (CK+). Our proposed structure shows best 

result on both databases. The initial step of classification is training phase which is one of the 

most important phases.  

4.2.1 VGG16  

There are 16 convolution layers in VGG-16, and has a small receptive field is 3×3. In total 

there are 5 max pooling layers, each with a size of 2*2. After the last Max pooling layer, there 

are three fully connected layers. The final layer is the softmax classifier. ReLU activation is 

applied to all hidden layers. A schematic of the VGG-16 architecture is shown in Fig. 4.8 

In convolution layers, training weights are automatically extracted and stored. As a result, the 

convolution layer and the FC store the weights of the training results. That allows them to 

determine the number of parameters to be used. The first to 19 layers are part of the extract-

features layer, and the 20th to 23rd layers are part of the classification layer. In total, there are 

138357544 original VGG16 parameters. A large dataset like ImageNet can be handled quite 

appropriately. 

 

 

Figure 4.8:  VGG16 Architecture [100] 
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4.2.2 DenseNet169  

The DenseNet is one of the most effective convolutional neural networks, and it consists 

of very short connections between input and output layers.  These networks have great 

potential to improve information flows and gradients throughout a network.  The 

network allows us to produce reliable improvement in accuracy as the number of 

parameters increases, without degrading or overfitting the performance. DenseNet, 

therefore require significantly fewer parameters and reduce computation in order to 

achieve novel results [101]. The layered architecture of the DenseNet169 is shown in 

Figure 4.9 

 

 

 

Figure 4.9:  DenseNet169 Architecture 
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4.2.3 EfficientNetB0 

 

Based on the study by Tan et al. [102] on the relationship between depth and width of CNN 

models, a way was found to design CNN models with fewer parameters that still achieve better 

classification accuracy.  As a result, they named them EfficientNet CNN models and proposed 

seven different models in their original paper, labeled EfficientNetB0 to EfficientNetB7.  Using 

the ImageNet dataset, Tan and Le [102] investigated EfficientNet CNN models and found that 

they outperformed all previous models both in terms of TOP-1 accuracy and parameter number. 

As compared to other models like ImageNet with same accuracy, EfficientNet is much smaller. 

For instance, the ResNet50 model has 23,534,592 total parameters in Keras application as 

shown, but yet it still underperforms the EfficientNet that is smallest also called EfficientNet-

B0), which has 5,330,564 total parameters. 

 

 

 

 

Figure 4.10:  Basic EfficientNetB0 Architecture [103] 

 

 

A new method for scaling up CNN models makes the EfficientNet family. The compound 

coefficient is simple and highly effective. In contrast to traditional methods that scale the depth, 

width, and resolution of networks, in EfficientNet each dimension is used to scale, a fixed set 
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of scaling coefficients are used which are uniformly applied across all dimensions of the 

network. By balancing all dimensions of the network with respect to the available 

resources increases the performance of the network overall. By scaling the individual 

dimensions, we can improve the model performance, but scaling all dimensions 

simultaneously improves performance overall. 

Furthermore, Swish activation function, rather than RELU, is used with this network as an 

activation function. In terms of shape, Swish activates in the same way as ReLU and 

LeakyReLU function and thus shares some of their advantages in terms of performance. 

However, it is a smoother activation function unlike these two. 

𝑓𝑠𝑤𝑖𝑠ℎ(𝑥) =  
𝑥

1+𝑒−𝛽𝑥                             ……………….. (4.1) 

 

During the training of the CNN model, β ≥ 0 is a parameter that can be learned. Note, if β = 0, 

𝑓𝑠𝑤𝑖𝑠ℎ is taken as the linear activation function and as β → ∞, 𝑓𝑠𝑤𝑖𝑠ℎ  looks more like the ReLU 

function except it is smoother. 

From figure 4.10 there are some observations. The first observation is that MBConv1, 

MBConv3, and MBConv6 blocks are repeated in this bassline model[104]. The MBConv 

blocks basically come in different types. Second, we observe that the number of channels 

within each block increases or expand (through the use of more filters). Thirdly, inverted 

residual connections are being observed between the narrow layers of the model. 

 

 

Mobile inverted bottleneck convolution (MBConv) block 

 

The main building block of EfficientNet model family is the mobile inverted bottleneck 

convolution (MBConv). MBConv borrows concepts from the MobileNet models [52].  

A main idea is to separate convolution layers based on depth, which consists of separate depth 

and point convolution layers. Then two more ideas are borrowed from MobileNet-V2 (which 

is a second improved version of MobileNet) including 1) inverted residual connections, and 2) 

Linear bottlenecks. According to the earlier discussion, the model scaling idea depends 

strongly on a network's baseline. The MBConv6 is shown in figure 4.11.   
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Figure 4.11:  MBConv6 Architecture [103] 

 

Another type, shown in Fig. 4.12, is called MBConv1 which is used at the beginning of the 

EffeicnetNet models. Furthermore, each type can be further divided into several variants 

depending on the filter size of the convolutional layers (which could be 3*3 or 5*5) and 

whether the block contains an inverted residual connection. 
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Figure 4.12:  MBConv1 Architecture [103] 

 

4.2.2 Additional Layers in EfficientNetB0 

 

We explore the EfficientNet by adding more operator blocks on below of it. More 

specifically, we add four new blocks, as shown in figure 4.8. For us to learn from our 

prepared data, we need to use the pre-trained EfficientNetB0, in our system we have proposed 

to replace the EfficientNetB0 baseline model’s the final layers and add our set of layers to 

activate achieve weights from it. Figure 4.5 illustrates EfficientNetB0 composed of a Global 

Average Pool (GAP) with our proposed final layers for it, a sigmoid classifier and three FC 

dense layers. We have added a pooling layer to prevent overfitting from the sophisticated 

feature handling. The rescaling of the height, width, and depth of the incoming tensor from the 

base model is done by using the GAP layer which further reduces the number of parameters 

into a 1x1x3 dimension, respectively. Before predicting results, we directed the feature sets 

from the previous GAP to a set of dense layers consisting of 512 hidden units which was 

connected to another dense layer with 256 hidden units.  

Also, a Rectified Linear Unit (ReLU) is applied for the activation of the hidden layer. At the 

end Sigmoid activation function is used in which a binary class classification is specifically 
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performed by using a logistic function [104]. The S-shaped non-linear function binds values to 

a 0 or 1.  

 

 

Figure 4.13:  Proposed Final Model  

 

 

4.2.3 Training and Inference 

 

We use an EfiicientNetb0 baseline model with some additional layers network. The 

original images are scaled to 96*96 and biased to the range of [0, 1]. For FER2013 

database, we follow the data augmentation technique for training: the image is zoom out 

with scaling property, and augmented scale image is brighter by p=2 and final flip the 

image horizontally. In FER2013 database, data are already divided into training, 

validation and testing sample. The model is trained with different batch size, the mini-

batch size is 16 and totally 100 epochs. Learning rate η is varies from 0.1 to 0.00000001.  

The best rest achieve with learning rate of 0.000001 and batch size 50. 

 

Table 4.4: Best Training Parameter 

 

Parameter for Training Value 

Optimizer  Adam 

Batch Size 5 
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Learning Rate  0.000001 

EPOCHS   50, 100, 200 

 

We use Adam optimizer and sigmoid activation function for training purpose. As for CK+ 

database, we use different data augmentation technique while the remaining process are 

same as discussed above. CK+ is a small database as compared to the FER2013, so we 

have applied three data augmentation properties separately and then concatenate all 

augmented facial images.  In CK+ database, we spit the data in 80% and 20% for training 

and testing purpose respectively.  

 

4.3 Modification of EfficientNetB0 with additional layer Architecture 

When evaluated using the current databases, FER models (including those using deep neural 

networks) don’t achieve desire accuracy. Moreover, most related works (especially those that 

use cross-database protocol) don’t carry out an extensive experiment (usually training in a 

single database and testing in another one, i.e., using few databases). Consequently, these 

methods are also difficult to generalize. 

In our proposed methodology, we froze the beginning layers on the base model, then trained 

our proposed model with some modification in ending layers with the FER2013 database. 

Since we have dealt with an unbalanced data set, the proposed architecture may have a 

huge possibility to confront the problem of overfitting. Some modification in our proposed 

can avoid overfitting and form a generalized model. We have experimented with different 

modification layers techniques to get maximum accuracy results. Finally, we have finalized the 

one technique in which we have to freeze the upper layers and weights of the pre-trained model 

until FC1 and, after that we unfreeze the layers and replaced them with the new output layer 

and activation map. After applying modification mechanism on above define model, total 

number of parameters are 4,772,010 out of which only trainable parameter are 66,567 and non-

trainable parameters are 4,705443. The modify model summary is shown in figure 4.14 
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Figure 4.14:  Modify model Summary 

 

 

4.3.1 Training and Inference for modify model 

 

Above describe modify model is train on augmented facial image with color mapping and 

original augmented facial images. Total number of facial images on which modify model train 

are 64596. We have trained our model with variable learning rate, EPOCH and batch size. But 

the best results are achieved with the same parameter which are used for the training of the 

above-mentioned model. All the data augmentation techniques are only applied on the training 

data.  

 

4.4 Testing Phase  

For testing purpose, it is also necessary to start with data preprocessing, the general purpose of 

data preprocessing is to eliminate noise and to normalize and centralize the gray value of the 

image to provide a solid foundation for subsequent testing. As mentioned above, the test facial 

images are also resized to 96*96. Once image is resized, the facial image pixels are changed 

into an array and data type float32 and at the end data is normalized in the range of [0, 1]. 

Emotion labels are assigned as per figure 4.1 and covert to one-hot encoding scheme. Data 

augmentation is not applied on the test images data.  
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4.5 Proposed Architecture 

In our proposed architecture, we performed image pre-processing on FER2013 facial images, 

and that pre-processed image is augmented with scaling augmentation and the brightness 

feature is applied on it and finally brighten facial image is horizontally flip. Color mapping is 

applied on the pre-processed facial images. Augmented data and original pre-processed data 

concatenate in a signal array of image and lastly, we concatenate color mapping image with 

previous mentioned array of images. At this stage total number of training facial image in array 

are 96,894. Then we train the model on training facial image array along with assigned labels 

with learning rate 0.0000001, batch size 50 and epoch 100. Figure 4.15 shows the complete 

architecture of our proposed model.  

 

 

  

 

Figure 4.15:  Flow diagram of proposed Methodology 

 

The final and most important step of our model is modification in FC layers in which the upper 

layers and weights of the pre-trained models are frozen until fully connected layer-1 and then 

we add new output layers in the model. The modify model is train on the same parameters. 
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Augmentation data and color mapping augmentation data is concatenate in single array and use 

to train the model as shown in figure 4.16.  

   

 

Figure 4.16:  Modification in FC layer 
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CHAPTER 5: EXPERIMENTAL RESULTS 

In this chapter, the results are discussed according to the pre-processed dataset. Our analysis 

used a confusion matrix to identify the misclassified samples and the number of correctly 

classified samples. Based on this analysis we computed our proposed model accuracy. 

 

5.1 Results 

The previous section described in detail the databases. Now we will analyze how the results of 

the experiment were evaluated. In this section, the ideas of our design are evaluated on three 

different datasets. Hence, different feature representation methods and backbones are tested, 

and the results are discussed.  

With the following method, we compute facial recognition accuracy. The accuracy is 

calculated via  

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃 + 𝑇𝑁)

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝑁
… … … … … … … … … … … … … . (5.1) 

 

Where true positive (TP), true negative (TN), false positive (FP) and false negative (FN).  

 

5.1.1 FER2013 Dataset Results 

 

The model proposed by using EfficientNet-B0 is evaluated on the FER2013 data. Using 

network parameters, the maximum Epoch size is 50 for high-resolution images with learning 

rate 0.0000001. Series of experiment are applied on FER2013 dataset using different network 

parameter and measure the facial recognition accuracy in order to choose best optimizer, loss 

function and coloring mapping property.  Table 6.1 demonstrate the comparative analysis of 

proposed EfficientNetB0 model with different CNN model.   
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Table 5.1: Comparative analysis of proposed efficientNetB0 with different CNN model 

 

CNN- Deep Learning Model Testing Accuracy 

Simple EfficientNetB0 82.2% 

EfficientNetB0 + VGG16 90.4% 

DenseNet169 with additional layers  89.90% 

DenseNet169 with modify layers  91.60% 

EfficientNetB0 with additional layers  90.87% 

EfficientNetB0 with modify layers 

(Proposed Architecture) 
94.88% 

 

 

Specifically, results are shown in Table 5.1 where FER2013 datasets are trained with the data 

enhancement operation named augmentation by the Combine model of EfficientNet and VGG-

16, DenseNet169, DenseNet169 with some modification in last layers, EfficientNetB0 and 

finally EfficientNetB0 with modify model. Comparing mentioned model accuracy, it can be 

seen that the EfficientNetB0 with modify model is better with testing accuracy of 94.88% than 

the remaining classifier in case of FER2013 dataset. The results are significantly improved 

with the modification in last layers technique in both CNN-deep learning architecture of 

efficientNetB0 and DenseNet169.  

It is observed that the accuracy for all the model is decreasing in the order of EfficientNetB0 + 

modification in last layers technique (94.88% for FER2013) > DenseNet169 + modification 

technique (91.60% for FER2013) > EfficientNetB0 (90.87% for FER2013) > EfficientNetB0 

+ VGG16 (90.4% FOR fer2013), indicating that the EfficientNetB0 + modification in last 

layers technique is better DCCN model for FER2013.  
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Figure 5.1:  Confusion matrix using proposed EfficientNetB0 model with FER2013 dataset 

 

 

 

 Figure 5.2:  Confusion matrix using proposed EfficientNetB0 + Modify model with 

FER2013 dataset 
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The confusion matrix of FER2013 dataset with EfficientNetB0 and EfficientNetB0 with 

modification are shown in figure 5.1 and 5.2 respectively.  The total number of correctly 

identify angry class sample are 299 and the overall accuracy for angry class is 90%. In case of 

disgust class, the accuracy is 96% with correctly identify sample 40 out of 55. The properly 

classify facial image for fear and happy class are 271 and 776 respectively with accuracies 86% 

and 97%. The most misclassify label in this dataset is fear class. Moreover, for neutral, sad and 

surprise the accuracies are 87%, 96% and 90% respectively with 323, 331 and 434 correct 

identify sample of each class.   It can be seen more clearly in ROC graph shown in figure 5.6 

 

 
 
 

Figure 5.3:  Individual class accuracy using proposed EfficientNetB0 + modify  

Model with FER2013 dataset 
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Comparison of FER2013 dataset with state-of-art 
 
Table 6.2 compares the results of a recent study performed on FER2013 dataset. Yichuan 

Tang [77] is the winner of the ICML competitions conducted in 2013 worked with Linear 

Support Vector Machines model and achieve 71.02% accuracy. In 2021 Khaireddin et al [71] 

has used VGGNet model with different optimizer and achieve 73.06% accuracy. Shiqian Li 

et al [74] worked on light-weight FER Network with Auto-FERNet along with effective 

relabeling method and the recognition rate that they achieved was 73.78%. Jun Liu et al [73] 

worked on new deep learning model that combine VGG and ResNet and obtained 94.5% 

facial accuracy which is the highest accuracy achieve on this dataset till now. Our proposed 

model achieved 94.88% accuracy.  

 

Table 6.2: Compares the results of a recent study performed on FER2013 dataset. 

 
Reference Accuracy 

Yichuan Tang (FER2013 Winner) [77] 71.20% 

Prateek Chhikara et al [80] 71.64% 

Khaireddin et al [71] 73.06% 

Shiqian Li et al [74] 73.78% 
Nguyen et al [83] 74.09% 

Soodamani Ramalingam et al [86] 78% 

Zhi Li [89] 85.20% 

Huanhuan Ran, Shiping Wen et al [78] 89.92% 

Jun Liu et al [73] 94.5% 

Our proposed model  94.88% 

  
 
 

5.1.2 CK+ Dataset Results 

The second dataset which we used to evaluate the performance matrix of our proposed model 

is CK+ dataset. In FER2013, we achieve best results with efficientNetB0 with modify model 

so CK+ dataset is train only on that model.  We have trained our model with network 

parameter like learning rate 0.001 and batch size 20 along 50 epochs. The overall facial 

expression recognition accuracy using our proposed architecture on CK+ is 99.16%. Figure 

5.4 shows the confusion matrix for CK+ dataset. 
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Figure 5.4:  Confusion matrix using proposed EfficientNetB0 + modify model with  

CK+ dataset 

 

 

From the confusion matrix, it is concluded that the most sample are misclassified in neutral 

class as already mentioned in section 4.1.2 that each display began in a neutral face expression.  

Total number of test sample in angry class is 86 out of which 71 are classify properly and 

remaining misclassify as neutral expression. In case of disgust class, 74 sample are correctly 

identify out of 96 with 98% individual class accuracy. 99% sample are properly classified in 

fear and happy class. In neutral expression, 455 facial images are correctly identified out of 

461, only 6 samples are misclassified in this case.  For sad and surprise class, 48 and 114 

sample are properly identify out of 55 and 139 respectively. Individual class accuracy using 

proposed EfficientNetB0 with modify model on CK+ dataset is shown in figure 5.5.  
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Figure 5.5: Individual class accuracy using proposed EfficientNetB0 + modify model with  

CK+ dataset 

 

Comparison of CK+ dataset with state-of-art 
 

The performance of our model is compared against the state-of-the-art methods as shown in 

Table 6.2. Our method shows remarkable results. Mouath Aouayeb et al [105] introduced 

learning vision transformer with squeeze and excitation for facial expression and achieves 

99.8% accuracy with CK+ dataset. Frame attention network model proposed by Debin Meng 

et al [106] and achieves 99.7% accuracy. Hui Ding et al [107] worked on regularizing a deep 

face recognition net for expression recognition. Yuedong Chen et al [108] proposed a novel 

FER framework, named Facial Motion Prior Networks (FMPN). Table 6.2 compares CK+ 

state-of-art performance. 

 

 

https://paperswithcode.com/paper/facenet2expnet-regularizing-a-deep-face
https://paperswithcode.com/paper/facenet2expnet-regularizing-a-deep-face
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Table 6.2: Compares the results of a recent study performed on CK+ dataset. 

 

Reference Accuracy 

Mouath Aouayeb et al [105] 99.8% 

Debin Meng et al [106] 99.7% 

Hui Ding et al [107] 98.6% 

Yuedong Chen et al [108] 98.06% 

Shervin Minaee et al [109] 98% 

Philip Lu et al [90] 95.70% 

Ali Mollahosseini et al [91] 93.2% 

Our proposed model  99.16% 

 

5.1.3 JAFFE Dataset Results 

 

Moreover, we have trained our proposed model on JAFFE dataset and evaluate the 

performance. Like FER2013 and CK+, we achieve best results with efficientNetB0 + modify 

model on JAFFE dataset also. We have trained our model with network parameter like learning 

rate 0.001 and batch size 20 along 50 epochs. The overall facial expression recognition 

accuracy using our proposed architecture on JAFFE is 98.97%. Figure 5.6 shows the confusion 

matrix for JAFFE dataset. 

 
 

 
          

Figure 5.6: Confusion matrix using proposed EfficientNetB0 + modify model with 

JAFFE dataset 

 

https://sciprofiles.com/profile/1487878
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Figure 5.6 shows the confusion matrix of the JAFFE dataset. In JAFFE dataset, mostly facial 

expression is misclassified as a happy expression.  In angry class, 14 samples are correctly 

identified out of 18 with 99% accuracy. In disgust and fear class, the properly labeled sample 

are 17 for each class out of 20.  All happy class expression is correctly identified with 100% 

class accuracy. Moreover, neutral, sad and surprise class properly classified sample are 20, 10 

and 20 out of 24, 14 and 25 respectively. The below figure shows the individual class accuracy 

graph.   

 

 

 

 

 

 
Figure 5.7: Individual class accuracy using proposed EfficientNetB0 + modify model with  

JAFFE dataset 
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Comparison of JAFFE dataset with state-of-art 
 

S L Happy et al [110] proposed a new framework for expression recognition by using 

appearance features of selected facial patches. Yoshihiro Shima et al [112] proposed image 

augmentation of facial expression recognition on the basis of a mixture of a deep neural 

network and a support vector machine.  Chang Liu et al [113] proposed a network that involves 

of a Spatial Attention Convolutional Neural Network (SACNN) and a sequence of Long Short-

term Memory networks with Attention mechanism (ALSTMs) and achieve 98.57% accuracy 

with JAFFE dataset. Wenming Zheng et al [114] used Kernel Canonical Correlation Analysis 

(KCCA) for facial expression recognition and achieve 98.36% accuracy with JAFFE dataset. 

Jenni Kommineni et al [115] proposed a hybrid model sing dual-tree m-band wavelet transform 

(DTMBWT) algorithm based on energy, entropy, and gray-level co-occurrence matrix 

(GLCM). 

 

Table 6.3: Compares the results of a recent study performed on JAFFE dataset. 

 
 

Reference Accuracy 

S L Happy et al [110] 91.8% 

Shervin Minaee et al [111] 92.8% 

Yoshihiro Shima et al [112] 95.31% 

Chang Liu et al [113] 98.57% 

Wenming Zheng et al [114] 98.36% 

Jenni Kommineni et al [115] 99.53% 

Our proposed model  98.97% 
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CHAPTER 6: Conclusion and Future work 

 

6.1 Conclusion  

 
Various methods and algorithms have been investigated for improving the recognition 

accuracy of facial expression recognition from images. Several methods have been proposed 

to detect the facial expressions in the images. Most of the methods use the laboratory-controlled 

facial expression datasets, which have controlled conditions. The lighting is uniform, and the 

images have an entire frontal face. The laboratory-controlled images have no occlusions in 

most of the cases. So, face detection and feature extraction process get easier as a part of the 

facial expression recognition process. Therefore, facial expression recognition on such datasets 

becomes a lot simpler than for real-time facial expression datasets. For the latter type of 

datasets, the images are taken from the internet and real-world images. Therefore, they have 

problems like a difference in lighting conditions, varying head poses, resolutions of images, 

and various occlusions like sunglasses, hairs etc.  

The thesis’s overall goal is to develop efficient models for facial expression recognition using 

deep learning techniques to achieve better recognition accuracy on lower-resolution images of 

real-time facial expression dataset for recognizing seven basic facial expressions such as 

happy, disgust, surprise, anger, sad, fear and neutral. In this research work, we have proposed 

deep learning model for recognizing facial expressions from images. To improve recognition 

accuracy of lower resolution images for real-time facial expression dataset and for the 

laboratory-trained facial expression datasets.  

 

Hence our contribution in this research is the investigation and development of novel 

proposed models for improving the performance of facial expression recognition task using 

deep learning techniques on real-time facial expression datasets as well as on laboratory-

trained facial expression datasets. 
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6.2 Future Work 

Among all the works presented here in this thesis, there are areas to progress and improve 

further. Putting aside what we have successfully achieved, several useful extensions that can 

be addressed to further improvements as explained below: 

1. Without considering the influence of head pose variations, only frontal faces are taken 

for training and implementation purpose. So, further faces from several views can be 

considered from the images or videos which may help to improve the recognition 

accuracy.  

2. We have considered Appearance-based features for our research work. So, a hybrid 

method can be developed in the future by combining geometric features and 

appearance-based features to improve the performance of the facial expression 

recognition system. 
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