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Abstract 

Vehicle re-identification is very useful in intelligent traffic monitoring systems. 

Its application is not just limited to vehicle monitoring or surveillance but having 

an efficient vehicle re-identification procedure allows a system to accurately and 

timely detect/track a vehicle, which can play an important part in doing forensic 

analysis as well. The procedure that will be based on deep neural network where 

a random camera input of vehicle ID will be given to the system and the system 

will learn to distinguish between different vehicles. Most of the current 

algorithms solve this problem in fully-supervised manner that require large 

number of labeled training data. However, it is almost impossible to get large 

labeled dataset due to high cost. Besides this, in practical scenarios, testing data 

contains unseen vehicle images on which model is not trained. So, a more robust 

model is required to handle unseen data. Zero Shot Vehicle Re-Identification, an 

unsupervised model is proposed to handle unseen data to handle real time data. 

Two consistencies are proposed to work the model on unseen data, cross view 

support consistency (CVSC) and cross view projection consistency (CVPC). 

Let’s suppose we have vehicle images of two cameras Ca and Cb. In spite of 

images important viewpoints distortion and object occlusion, it can be said that 

visual appearance of images from Ca to Cb will face same illumination changes 

and blur variation. So, vehicle image from camera Ca can be denoted with images 

from Cb and vehicle image in camera Cb can be denoted with images in camera 

Ca. Cross view support consistency says that one image can be represented by 

other images by sparse coding. So, representation of probe and gallery images are 

selected and those gallery images are selected whose representatives have 

maximum overlap with gallery images representatives. The idea behind cross 

view projection consistency is that probe and gallery image of same vehicle 

should have more common neighborhoods than probe and gallery image of 

different vehicles. The neighborhood of the vehicle images are identified by 
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calculating Euclidean distance between gallery and probe image. KNN of gallery 

and probe images are selected and the gallery images who have more overlapping 

neighborhoods with neighborhoods of probe image have stronger projection 

consistency with the probe image. The neighborhoods of image of camera Ca is 

directly calculated by taking Euclidean distance, but for neighborhoods of images 

of Cb, first images of Cb and basic reference subset in Ca is projected to virtual 

camera Cv then distance is calculated by the learnt metric. 
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CHAPTER 1: INTRODUCTION 

Due to increasing no. of vehicles and expanding traffic, traffic flow network as well 

as security is main concern, Manual surveillance and traffic monitoring is almost 

impossible. So vehicle re-identification is step toward the automated surveillance 

and traffic monitoring system. Its main objective is to identify vehicle in other 

cameras. Moreover, build a vehicle Re ID system that has the ability to accurately 

and timely detect/track a vehicle for surveillance and traffic monitoring. Vehicle re-

identification is very useful in intelligent traffic monitoring systems. Its main 

application is vehicle monitoring and surveillance. Beyond this, Having an efficient 

vehicle re-identification procedure allows a system to accurately and timely 

detect/track a vehicle, which can play an important part in doing forensic analysis as 

well as surveillance or traffic monitoring. Most of the current algorithms solve this 

problem fully-supervised manner that require large number of labeled training data. 

However, it is almost impossible to get large labeled dataset due to high cost. Besides 

this, in practical scenarios, testing data contains unseen vehicle images on which 

model is not trained. So, a more robust model is required to handle unseen data. Zero 

Shot Vehicle Re-Identification, an unsupervised model is proposed to handle unseen 

data for real time data. Two consistencies are proposed to work the model on unseen 

data, CVSC and CVPC. Let’s suppose we have vehicle images of two cameras Ca 

and Cb. In spite of images important viewpoints distortion and object occlusion, it 

can be said that visual appearance of images from Ca to Cb will face same 

illumination changes and blur variation. So, vehicle image from camera Ca can be 

denoted with images from Cb and vehicle image in camera Cb can be denoted with 

images in camera Ca. Cross view support consistency says that one image can be 

represented by other images by sparse coding. So, representation of probe and 

gallery images are selected and those gallery images are selected whose 
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representatives have maximum overlap with gallery images representatives. The 

idea behind cross view projection consistency is that probe and gallery image of 

same vehicle should have more common neighborhoods than probe and gallery 

image of different vehicles. The neighborhood of the vehicle images are identified 

by calculating Euclidean distance between probe and gallery image. K nearest 

neighbors of probe and gallery images are selected and the gallery images who have 

more overlapping neighborhoods with neighborhoods of probe image have stronger 

projection consistency with the probe image. The neighborhoods of image of camera 

Ca is directly calculated by taking Euclidean distance, but for neighborhoods of 

image of Cb, first images of Cb and basic reference subset in Ca is projected to virtual 

camera Cv then distance is calculated by the learnt metric. 

1.1 Background, Scope and Motivation 

Due to increasing no. of vehicles and expanding traffic, traffic flow network as well 

as security is main concern, Manual surveillance and traffic monitoring is almost 

impossible. So vehicle re-identification is step toward the automated surveillance 

and traffic monitoring system. Its main objective is to identify vehicle in other 

cameras. Moreover, build a vehicle Re ID system that has the ability to accurately 

and timely detect/track a vehicle for surveillance and traffic monitoring. Vehicle re-

identification is very useful in intelligent traffic monitoring systems. Its main 

application is vehicle monitoring and surveillance. Beyond this, Having an efficient 

vehicle re-identification procedure allows a system to accurately and timely 

detect/track a vehicle, which can play an important part in doing forensic analysis as 

well as surveillance or traffic monitoring. Most of the current algorithms solve this 

problem fully-supervised manner that require large number of labeled training data. 

However, it is almost impossible to get large labeled dataset due to high cost. Besides 

this, in practical scenarios, testing data contains unseen vehicle images on which 
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model is not trained. So, a more robust model is required to handle unseen data. That 

is why zero shot vehicle re-identification is proposed.  

1.2 Aims and Objectives 

Vehicle re-identification is very useful in intelligent traffic monitoring systems. Its 

main application is vehicle monitoring and surveillance. Beyond this, Having an 

efficient vehicle re-identification procedure allows a system to accurately and timely 

detect/track a vehicle, which can play an important part in doing forensic analysis as 

well as surveillance or traffic monitoring. In current security situation of Pakistan, 

surveillance and traffic monitoring is national need to detect, track and prevent 

terrorist activities. It is also beneficial from Counter Intelligence (CI) and Counter 

Terrorism (CT) angle. 

1.3 Structure of Thesis 

The thesis is structured as follows: 

Chapter 2 gives review of the literature and the significant work done by researchers 

in past few years on the Vehicle Re-Identification. 

Chapter 3 discusses proposed methodology in detail. 

Chapter 4 discusses the experimental results in detail with all desired figures and 

tables.  

Chapter 5 concludes the thesis and reveals future scope of this research.  
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CHAPTER 2: RELATED WORK 

This chapter discusses the related work done in vehicle re-identification problem. 

Here is the latest work done in this problem domain. 

2.1 Part-regularized Near-duplicate Vehicle Re-identification 

Bing et al. [1] proposed the method of vehicle re-identification using local parts of 

the vehicles. There are thousands type of vehicles exist in the market. It is really 

difficult to distinguish these vehicles. So, in this paper [1], local discriminative parts 

of the vehicles are used to better distinguish the vehicles.  

 

Figure 1-Parts of Vehicles with bounding box [1] 
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Figure 2-Discriminative parts of vehicles [1] 

For example, in figure-1, in the first row, vehicles are difficult to distinguish despite 

that vehicles belong to different identities of same vehicle model. In figure-2, 

vehicles can be easily distinguished by using discriminative parts of the vehicles.  
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Figure 3-Pipeline of part regularize framework [1] 

 

Figure 4-Part definition of the model [1] 
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The framework is divided into 2 parts, local module to correct classification and 

global module to Re-Id categorization. Local module does the vehicle part 

regularization. In part regularization process, three parts of the vehicles are selected, 

front and back lights, vehicle brand, and front and back window. As vehicle’s front 

and back lights, and brand are the most discriminant part of the vehicles. A tight 

bounding box of the light is defined and extended it to bottom of the vehicle as sown 

in figure-4. In next step, location of parts of the vehicles are identified. Input image 

is fed to Local Net (YOLO in experiments) and part detection results as output are 

received. If occlusion is presence in the image, then next image of the same vehicle 

is given as input to Local Net. In global module, features extracted through ResNet-

50. Experiments were conducted on datasets VeRi-776 and VehicleID. Here are the 

accuracy table of both datasets. 

 CMC@Rank 1 in % CMC@Rank 5 in % 

VehicleID 78.4 92.3 

VeRi-776 87.8 95.2 

Table 1- Accuracy table of part regularize model [1] 
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2.2 Joint Semi-supervised Learning and Re-ranking for Vehicle Re-

identification 

This research paper focuses on a method of semi-supervised learning. The idea 

behind semi supervised learning is that in real world problems, dataset finding is the 

major problem. It is difficult to obtain data for training process. Even if small dataset 

is available, the dataset is not sufficient enough to train the algorithm. So, this 

research paper proposed a joint semi-supervised learning and re-ranking method. 

 

Figure 5- Training stage of proposed model [102] 

 



    
 

19 

 

Figure 6- Testing stage of proposed model [102] 

 

In training phase, Features are extracted from training images and using these 

features new images are generated using generative adversarial network. Existing 

and new generated images are combined. Then LSRO is applied to incorporate the 

unlabeled images in the network. Using LSRO, outliers are dealt efficiently.  

In re-ranking method, initial rank list 𝐿(𝑝, 𝐺)  =  {𝑔1, 𝑔2, . . . , 𝑔𝑁 } is obtained by 

taking Euclidean distance of probe image with gallery images gi. Using K-NN, top 

K vehicles images are selected 𝑁(𝑝, 𝑘)  =  {𝑔1, 𝑔2, . . . , 𝑔𝑁 }. The goal is to re-rank 

the initial rank list to get more positive images in the ranking list to improve 

performance of the model. For this purpose, K-reciprocal nearest neighbors are 

defined R(p,k)={gi|(gi) ∈ N(p,k) Ʌ (p ∈ N(gi,k))}. Due to occlusions, illuminations 

and variations in views, the k-nearest neighbors and the k-reciprocal nearest 

neighbors may not include the positive images. To cater this problem, 1/4 k-

reciprocal nearest neighbors of each vehicle in R(p, k) added incrementally into a 

more robust set R*⇤(p, k)= {gi|(gi) ∈ N(p,k) Ʌ (p ∈ N(gi,k))}. R⇤(p, k) as 
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contextual knowledge is considered to re-calculate the distance between the 

appearance features of the probe and the gallery. The pairwise distance between the 

probe p and the gallery gi will be re-calculated by comparing their k-reciprocal 

nearest neighbor sets. we believe that if two images are similar, their k-reciprocal 

nearest neighbor sets overlap, i.e., there are some duplicate samples in the sets. The 

more duplicate samples, the more similar the two images are. Model was tested on 

VeRi-776 and VehicleID datasets. Here is the accuracy graph on these datasets. 

 CMC@Rank 1 in % CMC@Rank 5 in % 

VehicleID 83.3 85.9 

VeRi-776 87.8 94.2 

Table 2- Accuracy table of joint semi-supervised and re-ranking model [102] 

 

 

 

 



    
 

21 

2.3 Vehicle Re-identification using PROgressive Unsupervised Deep 

architecture 

This research paper proposed progressive unsupervised deep architecture for vehicle 

re-identification. Dataset labelling is a major issue in training process of machine 

learning models. This framework uses clustering method to train the model. 

 

Figure 7- Architecture of VR-PROUD [103] 

In the first step, image features are extracted using base deep pre-trained CNN model 

which is used in next subsequent step. ResNet-50 (with last layer replaced) trained 

on ImageNet is used to extract features. Then in the next step, clustering is done on 

extracted features. Using K-means, features are clustered and cluster ids are assigned 

as pseudo labels to the clustered vehicles for next iteration. Clustering results are 
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further refined to obtain stable and accurate clusters by enforcing certain heuristic 

constraint. These robust clusters (representing vehicles) are then utilized to fine-tune 

another CNN network having the same architecture as the base CNN. The process 

is iteratively performed where the training sample set grows in every iteration with 

increasingly robust clusters to enable unsupervised self-progressive learning till 

convergence. 

 

Figure 8- VR-PROUD cluster convergence [103] 

Here is the accuracy of the above model on VehicleID and VeRi datasets. 

 CMC@Rank 1 in % CMC@Rank 5 in % 

VehicleID 71.4 81.5 

VeRi-776 82.8 90.4 

Table 3- Accuracy table of VR-PROUD model [103] 
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2.4 Viewpoint-aware Attentive Multi-view Inference for Vehicle Re-

identification 

This paper proposed view point aware attentive multi view inference model that 

needs just visual information of the vehicles to solve multi view vehicle re-id 

problem. As, previous models need information of spatial temporal information to 

get fine results. For a vehicle image of arbitrary viewpoints, the model extracts the 

single view feature for each vehicle image and aims to transform the features into a 

global multi view feature representation so that pairwise distance metric learning 

can be better optimized in such a viewpoint invariant feature space. The VAMI 

adopts a viewpoint aware attention model to select core regions at different 

viewpoints and implement effective multi-view feature inference by an adversarial 

training architecture as shown in Figure-9. 

 

Figure 9- VAMI proposed model [104] 
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Here is the accuracy of the above model on VehicleID and VeRi datasets. 

 CMC@Rank 1 in % CMC@Rank 5 in % 

VehicleID 52.1 77.4 

VeRi-776 77.6 91.2 

Table 4- Accuracy table of VAMI model [104] 
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CHAPTER 3: METHODOLOGY 

This chapter discusses the methodology used in the vehicle re-identification using 

zero shot learning. Consider a pair of Cameras Ca and Cb with different views. A set 

of labeled Vehicles V={v1,v2, v3,…….vm} are associated with the pair of camera Ca 

and Cb where m is number of vehicles.  Let’s represent image of vehicle vi captured 

by Ca by xa
i and vehicle vi captured by Cb by xb

i,  xa
i,xb

i ∈ Rd. Let’s denote set of 

vehicle images captured by camera Ca with Xa,L={xa
1,…..xa

i,…..xa
m} and camera Cb 

with Xb,L={xb
1,…..xb

j,…..xb
m} where 1 ≤ i,j ≤ m and i=j means the same vehicle 

captured by Ca and Cb.  

Let xa
p represent testing data captured by Ca and Xb,U={xb

m+1,…..,xb
q,…..xb

m+n} 

where m+1 ≤ q ≤ m+n represent the gallery of testing data captured by Cb and n is 

number of testing vehicle images captured by Cb. So, training and testing data is 

totally different. Our goal is to rank testing data captured by Ca denoted by Xa.U in 

Xb,U using zero shot learning algorithm.  

A traditional supervised learning methods learnt metric learning methods using pair 

of vehicle images Xa,L and Xb,L. Given a pair of images xa
i and xb

j, their Mahalanobis 

distance can be calculated by below equation  

d𝑀(xa
i, xb

j)  =  (xa
i − xb

j)
T

M(xa
i − xb

j) 

 where M is a positive semi definite matrix for metric validity. After metric learning 

between training images of Xa,L and Xb,U, testing data of Xa,L can be ranked in Xb,L 

using following  metric learning method  

d𝑀(xa
i, xb

j)  =  (xa
i − xb

j)
T

M(xa
i − xb

j)            (1) 
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Matrix M is further decomposed with M=LTL. Then equation (1) can be re-written 

as 

d𝑀(xa
i, xb

j) =  (xa
i − xb

j)
T

LTL(xa
i − xb

j) = ||𝐿. xa
p − 𝐿. xb

p||
2
. By 

this definition, metric gives projection matrix. This matrix is used to obtain new 

feature space from original image features. Dimensions are not correlated in new 

feature space. This is equal to changing images of Ca/Cb to virtual camera Cv and 

computing distances with Euclidean distance. So, Mahalanobis distance is applied 

to vehicle images of different cameras and Euclidean distance is applied to vehicle 

images of same camera. So, traditional metric learning method is used to rank the 

matched images in image gallery but this metric learning methods has certain 

limitations. Metric learning models overfit on training data and can only rank seen 

data and cannot rank unseen data. So, a more robust method is required to deal with 

unseen data.  

To deal with the above mentioned problem, a new method is proposed to rank unseen 

images. Cross view projection consistency and cross view support consistency is 

proposed to generalize the model on seen and unseen data. Images of same vehicles 

have stronger cross view projection and support consistencies than images with 

different vehicle. 

 

3.1 Cross View Support Consistency 

In spite of images important viewpoints distortion and object occlusion, it can be 

said that visual appearance of images from Ca to Cb will face identical illumination 

and blur variation. For example, vehicle image in camera Ca is represented by Ia and 
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vehicle image in camera Cb is represented by Ib, and illumination changes V and blur 

change B exist between images of same vehicle from Ca to Cb. So, images of same 

vehicle from Ca and Cb can be represented as 

𝐼𝑏 = 𝐼𝑎 ∗ 𝑉 ∗ 𝐵. 

Ia can further be represented by three other images from Ca like 

𝐼𝑎 = 𝑤1Ia
1 + 𝑤2Ia

2 + 𝑤3Ia
3 

Then Ib will be 

𝐼𝑏 =  𝑤1Ia
1. 𝑉. 𝐵 +  𝑤2Ia

2. 𝑉. 𝐵 +  𝑤3Ia
3. 𝑉. 𝐵 

Here Ia
1.V.B, Ia

2.V.B, Ia
3.V.B are the transformation of selected images Ib

1, Ib
2, Ib

3 in 

Cb. So, from above we can say that vehicle image from camera Ca can be denoted 

by images from Cb and vehicle image in camera Cb can be denoted by images from 

camera Ca. 
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Figure 10- Cross view support consistency [105] 

 

Figure 11- Results of Cross view support consistency 
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Support set of image are selected as sparsely selected images which together 

represent the image as shown in Fig (10). The idea behind is that two images with 

same vehicles should have more support sets in common than two images with 

different vehicles. So, support sets of probe image and gallery images are identified 

and intersection is taken of the support sets of probe and gallery images. In Fig (10), 

dashed lines that connect the red balls are showing the similar support sets of probe 

and gallery image. The gallery images whose support sets have maximum 

intersection with support set of probe image are closer to probe image. In order to 

achieve this, two dictionaries are maintained for images of camera Ca and Cb. Sparse 

coding method [2] is used to learn representation coefficients. The non-zero entries 

are the vehicle images selected that compose support set. It was seen in (fig 11) that 

the ratio of non-zero entries are much higher for the same vehicles than with the non-

zero entries for the different vehicles. Ratio of value of same vehicles to that of 

different vehicles are much greater at higher sparse representation coefficients which 

represent more strong support set as shown in Fig (12). So, same vehicles has strong 

cross view support consistency.  

 

3.2 Cross View Projection Consistency 

The idea behind CVPC is that probe and gallery image of same vehicle should have 

more common neighborhoods than probe and gallery image of different vehicles. 

The neighborhood of the vehicle images are identified by calculating Euclidean 

distance between gallery and probe image. K nearest neighbors of gallery and probe 

images are selected and the gallery images who have more overlapping 
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neighborhoods with neighborhoods of probe image have stronger projection 

consistency with the probe image. 

 

Figure 12- Cross view projection consistency [105] 
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Figure 13- Results of cross view projection consistency 

The neighborhoods of image of camera Ca is directly calculated by taking Euclidean 

distance, but for neighborhoods of image of Cb, first images of Cb and basic reference 

subset in Ca is projected to virtual camera Cv then distance is calculated by the learnt 

metric (KSS metric learning[3]) as shown in Figure-12. It was seen that images of 

same vehicles have more similar neighborhoods than images of different vehicles as 

shown in Figure-13. So, it can be said that cross view projection consistency is 

stronger for same vehicle images. 

3.3 Data Driven Distance Metric 

A data driven distance metric is proposed to improve original uniform metric 

method. By metric learning method, to adjust the uniform metric M, adaptive factors 

are learnt. For vehicle image pair xa
p and xb

q, our aim is to obtain Mpq to obtain the 

data specific distance. 
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d𝑀𝑝𝑞
(xa

p, xb
q) =  (xa

p − xb
q)TMpq(xa

p − xb
q)            (2) 

Here the data specific distance is obtained by calculating adaptive factors. There are 

two adaptive factors, CVSAF fs and CVPAF fp. So, adaptive metric is obtained by 

equ (3). 

Mpq =  fs(xa
p, xb

q). fp(xa
p, xb

q). M             (3) 

3.3.1 Cross View Support Factor 

In CVSC, for probe image xa
p in Ca, we select the images in Xa,L by sparse coding to 

represent xa
p. Similarly for gallery image xb

q, we select the images in Xb,L by sparse 

coding to represent xb
q. We generate the dictionary Da=[xa

1,…..xa
i,…….xa

m], Da∈ 

Rd*m and then from dictionary, select sparsely to represent xa
p=Dawa

p* where (.)* 

stands for solution and wa
p*∈ R

m*1 shows the selected images with the coefficients. 

If image coefficient is greater than zero, it shows that image is chosen as support 

data for xa
p. Sparse representation wa

p* is computed by the equ (4) 

wa
p∗ = arg min

wa
p≥0

1

2
||Dawa

p  −  xa
p|| 2

2
 +  

ρ

2
 ||wa

p|| 2
2

 + 𝜆||wa
p||1  (4) 

Similarly, we generate dictionary 

𝐷𝑏 = [xb
1, … . . xb

i, … … . xb
m], Db∈ R

d*m 

And then from dictionary, select sparsely to depict xb
q=Dbwb

q* where (.)* stands for 

solution and wb
q*∈ R

m*1 shows the selected images with the coefficients. If image 

coefficient is greater than zero, it indicates that image is selected as support set for 

xb
q. Sparse representation wb

q* is computed by the equ (5) 
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wb
q∗ = arg min

wb
q≥0

1

2
||Dbwb

q  −  xb
q|| 2

2
 +  

ρ

2
 ||wb

q|| 2
2

 + 𝜆||wb
q||1  (5) 

Then cross view consistency is defined by equ (6) 

sc(xa
p, xb

q) =  𝑠𝑖𝑧𝑒(wa
p∗ .∗ wb

q∗)   (6) 

where .∗ indicates element wise multiplication. And size gives count of non-zero 

elements in the vector. 

 

Figure 14- illustration of exploiting support and projection consistency [105] 

Support adaptive factor is constructed with cross view support consistency. It is 

shown in Figure-14, cross view support consistency is stronger between p and q1 as 

compared to q2 and q3 and after metric adaption, q1 is closer to p as compared to q2 

and q3. So, if CVSC is stronger, value of cross view support factor fs will be smaller 

as shown in Equ (7). 

fs(xa
p, xb

q) =  [
1

1+sc(xa
p,xb

q)
]

α
              



    
 

34 

= [
1

1+𝑠𝑖𝑧𝑒(wa
p∗ .∗ wb

q∗)
]

α
   ,     α >0     (7) 

Here α indicates contribution of cross view support consistency, greater the value of 

α, greater the impact of metric adaption. 

 

3.3.2 Cross View Projection Factor 

As already discussed above, the idea behind cross view projection consistency is that 

probe and gallery image will have stronger cross view projection consistency if they 

have similar context. The context of images means images have similar 

neighborhoods across the cameras. For the probe image xa
p, the neighborhoods in Ca 

are calculated directly by taking Euclidean distance while the neighborhoods in Cb 

is calculated by first projecting images of Cb in virtual camera Cv and then Euclidean 

distance is calculated. The distance between xa
p and xb

j is calculated by 

dM(xa
p,xb

j)=(xa
p-xb

j)TM(xb
q-xb

j). Then distances are ranked and K nearest neighbors 

of xa
p and xb

q are selected. The set of KNN of xa
p in Xb,L is knn(xb

q|Xb,L). Then 

projection consistency in Cb is defined as  

pcb(xa
p, xb

q) =  |knn(xa
p|Xb,L) ∩  knn(xb

q|Xb,L)|   (8) 

Where |knn(xa
p|Xb,L) ∩  knn(xb

q|Xb,L)| represents count of common k nearest 

neighbors of xa
p and xb

q in Xb,L. 

Similarly, The set of KNN of xa
p in Xa,L is knn(xb

q|Xa,L). Then the projection 

consistency in Ca is defined as  
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pca(xa
p, xb

q) =  |knn(xa
p|Xa,L) ∩  knn(xb

q|Xa,L)|   (9) 

where |knn(xa
p|Xa,L) ∩  knn(xb

q|Xa,L)| represents the number of common k 

nearest neighbors of xa
p and xb

q in Xa,L. Then the total projection consistency is 

calculated by following Equ (10). 

pc(xa
p, xb

q) = pca(xa
p, xb

q) + pcb(xa
p, xb

q)         (10) 

As shown in figure. 5, cross view projection consistency is stronger between p and 

q1 as compared to q2 and q3 and after metric adaption, q1 is closer to p as compared 

to q2 and q3. So, stronger the CVPC, smaller the value of cross view support factor 

fp as shown in Equ (11). 

fp(xa
p, xb

q) =  [
1

1 + pc(xa
p, xb

q)
]

β

 

           = [
1

1+pca(xa
p,xb

q)+pcb(xa
p,xb

q)
]

β
  , β >0     (11) 

Here β indicates contribution of CVPC, greater the value of β, greater the impact of 

metric adaption will be. 

After learning CVSC and CVPC, new metric specific will be obtained for each xa
p 

and xb
q by Equ (3). 
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CHAPTER 4: EXPERIMENTATION 

This chapter discusses the experiment performed in the thesis implementation. 

Experiments are performed on two datasets VehicleID and Veri-776. Both are 

widely renowned datasets.  

4.1 Images Classification 

Both the dataset contained front, back, and side view images. So, front view vehicle 

images are classified and extracted. Python code in Pycharm IDE with Python 2.7 is 

run on Linux environment. Here is the example of images before detection of vehicle 

view.  

 

Figure 15- Front and back vehicle images before classification 

 Below is the image after detection of vehicle view. As shown in below image, first 

3 images are front view vehicles. The last 2 images are rear view vehicles.  
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Figure 16- Front and rear vehicle images after classification 

So, in that way, front view images are classified and placed separately into new 

directory. Then images are further classified into directories on the basis of camera 

ids and vehicle ids. For that, all the vehicle Ids of camera 1 are placed into c001 

directory and all the vehicle Ids of camera 2 are placed into c002 directory. As each 

vehicle Id has multiple images. Images of same vehicle Id are placed in one 

directory. So, finally we have, inside camera Id directories, there are vehicle Id 

directories with multiple images in it. 

4.2 Features Extraction 

In the next step, features are extracted for each vehicle Id, as we have multiple 

images for each vehicle Id, that’s why mean of multiple image features of same 

vehicle Id are taken. Pre trained Resnet-50 is used for features extraction. Feature 

vectors of size 25K, 50K, 75K, and 100K are extracted. “.m file” is generated and 

all the extracted features are stored in “.m file”. That “.m file” will be used by the 

application. 

4.3 Implementation 

This section discusses in detail the standard datasets used in our research and also 

elaborate implementation details. 
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4.3.1 Dataset 

For the implementation, we used following standard datasets in our research. 

4.3.1.1 VeRi-776 

VeRi dataset contains 50,000 images of 776 different vehicles captured in one 

kilometer area by 2-18 cameras, each placed on different locations in a time span of 

24 hours. 

4.3.1.2 VehicleID 

VehicleID dataset contains 3 category images (small, medium, large) vehicles. 

Contains 2,22,628 images of 26,328 vehicles captured by multiple cameras in real-

world traffic surveillance environment. 

4.3.2 Results 

For the implementation of our research, I used Matlab as IDE.  Experiment is divided 

into 2 parts. Training phase and Testing Phase. In training phase, Training Matrix 

‘M’ is obtained by metric learning of camera 1 and camera 2 images. KSS metric 

learning method is used for training. Testing were performed on the remaining data. 

Results are obtained on different features vector of 25K, 50K, 75K, and 100K. On 

features vector of 100K, model has the highest accuracy. Here are the results of 

different features vector on VehicleID dataset. 

4.3.2.1 With 25K Features 

With 25K features vector on VehicleID dataset, model has accuracy 53 and 70 

at Rank 1 and Rank 5 respectively. 
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Figure 17- Results on VehicleID dataset at 25K feature vector 

4.3.2.2 With 50K Features 

With 50K features vector on VehicleID dataset, model has accuracy 70 and 80 at 

Rank1 and Rank 5 respectively. 

 

 

Figure 18- Results on VehicleID dataset at 50K feature vector 
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4.3.2.3 With 75K Features 

With 75K features vector on VehicleID dataset, model has accuracy 80 and 90 at 

Rank1 and Rank 5 respectively. 

 

 

Figure 19- Results on VehicleID dataset at 75K feature vector 

4.3.2.4 With 100K Features 

With 100K features vector on VehicleID dataset, model has accuracy 84 and 93 at 

Rank1 and Rank 5 respectively. 
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Figure 20- Results on VehicleID dataset at 100K feature vector 

Here are the results of different features vector on VeRi-776 dataset. 

4.3.2.5 With 25K Features 

With 25K features vector on VeRi-776 dataset, model has accuracy 49 and 63 at 

Rank1 and Rank 5 respectively. 
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Figure 21- Results on VeRi-776 dataset at 25K feature vector 

4.3.2.6 With 50K Features 

With 50K features vector on VeRi-776 dataset, model has accuracy 71 and 88 at 

Rank1 and Rank 5 respectively. 
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Figure 22- Results on VeRi-776 dataset at 50K feature vector 

4.3.2.7 With 75K Features 

With 75K features vector on VeRi-776 dataset, model has accuracy 78 and 97 at 

Rank1 and Rank 5 respectively. 
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Figure 23- Results on VeRi-776 dataset at 75K feature vector 

4.3.2.8 With 100K Features 

With 100K features vector on VeRi-776 dataset, model has accuracy 83 and 98 at 

Rank1 and Rank 5 respectively. 
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Figure 24- Results on VeRi-776 dataset at 100K feature vector 

 

So, the model gives highest accuracy at 100K features vector. Here is the accuracy 

table on Veri-776 and VehicleID datasets. 

 CMC@Rank 1 in % CMC@Rank 5 in % 

VehicleID 84.2 93.3 

VeRi-776 83.2 98.4 

Table 5- Accuracy table of our proposed model 
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In past few years, the solution of Vehicle Re-Identification problem has been 

proposed by many scientists in terms of supervised, semi-supervised and 

unsupervised manner. Usually, supervised models have more accuracy than un-

supervised models. We proposed zero shot learning solution for Vehicle Re-

Identification problem. Our model recognize vehicles on unseen data. Our model 

has 84% accuracy at Rank-1 and 93% accuracy at Rank-5 on VehicleID dataset and 

83% accuracy at Rank-1 and 98% accuracy at Rank-5 on VeRi-776 dataset. Here is 

the comparison graph with previous models at different ranks. 

 

 VehicleID 

CMC@Rank 1 

in % 

VehicleID 

CMC@Rank 5 

in % 

VeRi-776 

CMC@Rank 1 

in % 

VeRi-776 

CMC@Rank 5 

in % 

Part Regularize 

model  

78.4 92.3 87.8 95.9 

Joint semi 

supervised and re-

ranking model 

83.3 85.9 87.8 94.2 

VR-PROUD 

Model 

71.4 81.5 82.8 90.4 
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VAMI Model 52.1 77.4 77.6 91.2 

Zero Shot Method 

(Our Model) 

84.2 93.3 83.2 98.4 

Table 6- Comparison of all the models 
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CHAPTER 5: CONCLUSIONS & FUTURE WORK 

This chapter discusses the conclusions derived in this thesis and new ideas related 

to this problem for future work. In the thesis, data driven distance metric is calculated 

using cross view support consistency and cross view projection consistency. The 

idea behind the model is that learnt metric is refined by re-exploiting the training 

data in distance calculation stage. Cross view support consistency and cross view 

projection consistency is applied to calculate data specific adaptive metric that 

improves accuracy of the model.  Zero shot learning solution is applied on datasets 

VehicleID and VeRi-776. Our zero shot learning model outperforms the existing 

state of the art models. Our zero shot method’s accuracy on dataset VehicleID is 84 

at Rank-1 and 93 at Rank-5 and on dataset VeRi-776 is 83 at Rank-1 and 98 at Rank-

5. None of the model has that much accuracy on unsupervised and zero shot learning 

model.  

Here are the few ideas for future work where accuracy can be enhanced. 

 In this thesis two consistencies, cross view support consistency and cross view 

projection consistency is considered. We believe that there exists more 

consistencies/associations between multiple cameras. So, consistencies among 

more than two cameras can be analyzed. 

 The cross view projection factor fp is calculated by projecting images to virtual 

camera using metric M. However, new metric M is calculated in later step. So, fp 

can be improved using new metric M. So, for future work, fp can be calculated 

using new metric M. 

 During cross view support factor fs calculation, a dictionary is maintained of all 

the training images of individual camera. This dictionary can cause noise for 



    
 

49 

sparse coding because each vehicle image looks unique in appearance change 

across camera. So, a more effective dictionary is required after applying 

constraints. 
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