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ABSTRACT  

Evidence through data is critical if government is to address many threats facing 

society, including; pandemics, climate change, Alzheimer’s disease, child hunger, 

increasing food production, maintaining biodiversity, and addressing many other 

challenges. Yet much of the information about data necessary to inform evidence and 

science is locked inside publications. A new dataset is recently introduced, Coleridge 

Initiative - Show US the Data, to discover how the data is used for the public good. In 

this research, we demonstrate a general Data Extraction Framework Using Natural 

Language Processing Techniques (DEFNLP) which challenges data scientists to show 

how publicly funded data are used to serve science and society using Natural Language 

Processing (NLP) techniques and models. The proposed framework uses NLP libraries 

and techniques like SpaCy NER and different huggingface Question Answering (QA) 

models to predict the datasets used in publications after further processing, data and 

text mining. DEFNLP will enable government agencies and researchers to quickly find 

the information they need. Till now such issue having large dataset which belongs to 

numerous research areas has not been addressed. The proposed approach is domain 

independent and therefore can be applied to all kind of case studies and scenarios where 

data is extracted. Our methodology sets the state-of-the-art on this Coleridge dataset, 

reaching the impressive outcome of 0.654, which outperforms current state-of-the-art 

as compare to other frameworks. In terms of timing and performance, it has short timing 

and high performance as each epoch took around 5 minutes on average on a CPU with 

output size of 3.27kB. 

Keywords— Big Data, Data Extraction, Data Mining, Named Entity Recognition 

(NER), Natural Language Processing (NLP), Question Answering (QA) Modelling, 

Text Mining 
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CHAPTER 1: INTRODUCTION  

Data Extraction deals with retrieving information from data sources for later 

processing or storage. Data is gathered from a variety of sources or systems. The data 

can now be refined after it has been successfully extracted. Star Wars fan will be 

familiar with golden protocol droid robot. Well Star Wars might be set in a galaxy far 

away. The reality of having machines talk and response to us in a human like manner 

is already a reality, which keeps getting more and more realistic with every passing day. 

The people you ask for queries on websites, your smarter systems even call made over 

the internet, all that have one thing in common. None of them are actually human. Now 

you must be thinking if they are not human, how they mean it to sound and seem so 

human like? How they respond to us so intelligently? And how they so articular? This 

is the magic of NLP. 

1.1. NATURAL LANGUAGE PPROCESSING (NLP) 

What exactly is Natural Language Processing (NLP)? NLP is discipline of 

Artificial Intelligence (AI). As exhibit in figure 1.1, it allows machines to read, 

interpret, and deduce meaning from human languages. NLP merges computational 

linguistics in computer science to decipher language structure guidelines as well as 

create models capable of comprehending, breaking down, and separating important 

details from text and speech. 

 

 

 

 

 

 

 

Figure 1.1: Natural Language Processing (NLP) in Action 

NLP 
? 

Computer Science 

Hello! 

Decipher language structure 
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1.2. BENEFITS OF NLP 

NLP has many advantages; few are given below: 

1. Users may ask queries about any topic and receive an immediate response within 

seconds. 

2. The NLP system responds to queries in natural language. 

3. The NLP system responds to questions precisely, with no unnecessary or 

unwanted information. 

4. The amount of relevant information provided in the query improves the accuracy 

of the answers. 

5. The NLP method allows computers to converse with individuals in their native 

language and automates a variety of language-related tasks. 

6. Allows you to compare more language-based data to a human without worry and 

in an unbiased and consistent manner. 

7. Creating a framework for a very unstructured data source 

8. Every day people communicate with one another via public social media, which 

is possible through NLP. 

9. Transferring fast quantity of publicly available data to one another. This 

information is especially useful in understanding human behavior and consumer 

tastes. 

10. Data analysts and machine learning professionals utilize this information to 

educate robots how to mimic human language behavior.  

11. Helps to save millions of dollars and tones of labor over time. As a result, we do 

not even need someone from the other end of the line. 

12. NLP experts offer highly recruited salaries. 

NLP is also far more widespread than we know. We utilize it on a daily basis in 

seemingly minor circumstances. You don't know how to appropriately spell a word? 

Autocorrect has been restored. Want to know if your article has a red flag for copyright 

infringement? That's fine! A plagiarism checker like turnitin will scan the internet for 

published works that match your words line by line.  

NLP appears to be quite interesting. We have a complex technological concept. It is 

actually rather simple to learn. We begin with a paper or an article to help our algorithm 
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grasp what's going on. We must process the data in a way that the machine can 

understand. This is similar like teaching a kid to read for the first time. 

1.3. DISADVANTAGES OF NLP 

Below mentioned are some drawbacks of NLP: 

1. Complex Question Language: If the query is poorly worded or confusing, the 

system may be unable to provide the appropriate answer.  

2. Due to its limited characteristics, the system is built for a specific and specialized 

task; it is incapable of adapting to new domain and problems.  

3. The NLP system lacks a user interface and capabilities that allow users to engage 

with the system further. 

1.4.  NLP TASKS FOR INFORMATION EXTRACTION  

Following as exhibit in figure 1.4 are NLP tasks which are necessary to extract any kind 

of information: 

1. Starting off by performing Segmentation which is to break the entire document 

down into its meaningful units. You can do this by segmenting the article along its 

punctuations like full stops ‘.” and commas “,”. 

2. For algorithm to understand its sentences, we get the word in segments and to 

explain its meaning to a algorithm, so we break down our segments into its 

constitute words and store them, this is called Tokenization where each word is 

called token.  

3. We can make the learning process faster by getting rid of not essential words which 

don’t have much meaning to our statement. And just to make our statement sound 

more cohesive these words such as ‘are’, ‘and’, ‘the’ are called Stop Words. 

4. Another we have basic form of our document; we need to explain it to our machine. 

We first stood of by explaining some words like skipping, skips and skipped are the 

same word with  

added prefixes and suffixes. This is called Stemming. 
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5. We also identify the base words for different vertex like mood, gender etc. this is 

called Lemmatization. Stemming from the base word ‘Lemma’. 

6. Now we explain the concepts of noun, verbs, articles or other parts of speech to the 

machine by adding these tags to our words. This is called part of Speech Tagging. 

7. Next, Named Entity Recognition (NER) which introduce our machine to cultural 

references and every day names by flagging names of movies, important 

personalities or locations organizations, medical codes, time expressions, 

quantities, monetary values, percentages etc. that may appear in the document. 

          

 

Figure 1.4: NLP Tasks 

Once we have a base word in bags, we use ML algorithms like transfer learning, 

naïve bayes etc to teach our model human sentiment and speech. At the end of the day 

most of the techniques use NLP are simple Grammarly techniques that we have been 

taught in school. With the increasing demand for automated language solutions 

companies are looking for NLP experts to join them and prepare to offer highly 

recruited salaries as well. 

 

 

1. Segmentation

2. Tokenization

3. Stop Words

4. Steming

5. Lemmtization

6. Speech Tagging

7. Named-Entity  Recognition 
(NER)
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1.5.  MOTIVATION  

This research urges data scientists to demonstrate how publicly financed data may 

be utilized to benefit research and society. Evidence derived from data is important if 

government is to handle the various risks confronting society, such as pandemics, 

climate change, Alzheimer's disease, child hunger, boosting food supply, preserving 

biodiversity, and addressing a variety of other issues. However, most of the information 

about data necessary to inform evidence and research is contained inside publications.  

Now is the time for data scientists to help restore trust in data and evidence. In the 

United States, federal agencies are now mandated to show how their data are being 

used. The new Foundations of Evidence-based Policy making Act [19] requires 

agencies to modernize their data management. New Presidential Executive Orders [20] 

are pushing government agencies to make evidence-based judgements and decisions 

which must be based on the most up-to-date facts and science available. And the 

government is working to respond in an open and transparent way [2]. The overarching 

objective of this research is to identify the mention of datasets within scientific 

publications. Our predictions are short excerpts from the publications that appear to 

note as a dataset. We proposed a novel data extraction framework DEFNLP as a 

solution, shown in figure 1.5.  

 

Figure 1.5: Activity Diagram of DEFNLP Process 

The activity diagram demonstrates the DEFNLP process that this framework 

consists of NLP techniques and models. DEFNLP consists of three phases. Phase I 
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consists of data cleaning and baseline modeling. Phase II consists of chunking text from 

large text, tokenization, SpaCy NLP library and different QA huggingface models. 

While Phase III consists of different extraction techniques like acronyms and 

abbreviation obtained in Phase II and matching of string. 

1.6. PROBLEM STATEMENT 

The research questions related to this research are as following: 

a) Can natural language processing find the hidden-in-plain-sight data citations? 

b) Can machine learning find the link between the words used in research articles 

and the data referenced in the article? 

 The government agencies are being pushing to make evidence-based judgements 

and decisions which must be based on the most up-to-date information and science. Its 

critical for government to get evidence through data to make wiser decisions and 

solutions about the challenges and problems facing by the society. For instance, current 

pandemic situation of covid-19, climate change, diseases, hunger, rise in food 

production etc. Hence, we proposed the solution to this problem to discover how the 

data is used for public good. This research also helps the government to respond in an 

open and transparent way [2] while making investments. 

1.7. AIMS & OBJECTIVE 

The overarching objective of this research is: 

1.  To identify the mention of datasets within scientific publications. 

2. Switch from ad-hoc methods to automated ways to find out: 

a)  What datasets are being used to solve problems? 

b)  What measures are being generated? 

c) Which researchers are the experts? 

 

 

https://www.bea.gov/evidence
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1.8. STRUCTURE OF THESIS 

 The report is structured as follows:  

Chapter 1 gives the introduction about proposed topic, aims, objectives and 

motivation.  

Chapter 2 provides the review of state-of-the-art in the context of data extraction 

approaches using NLP techniques.  

Chapter 3 gives the materials, including dataset and tools used for implementation.   

Chapter 4 discusses the proposed deep learning methodology for reliable 

classification of leaf diseases. DEFNLP consists of three phases. Phase I consists of 

data cleaning and baseline modeling. Phase II consists of chunking text from large 

text using tokenization, SpaCy NLP library and different QA huggingface models. 

While Phase III consists of different extraction techniques like acronyms and 

abbreviation obtained in Phase II and matching of string. 

Chapter 5 discussed the experimentation including the setup used for 

implementation, quantitative results obtained, their discussion and benefits in 

comparison to other approaches. 

Chapter 6 concludes the topic by suggesting some future work that is not under the 

scope of this research but can be implemented in future.
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CHAPTER 2: LITERATURE REVIEW  

In this section, a thorough but critical attempt is made to review existing state-of-

the-art and to find out their shortcomings. All the literature discussed below is focused 

on various machine learning and NLP techniques and their advantages and drawbacks 

related to prediction of or search of interested information.  The work done in available 

literature is classified into two categories of NLP tasks based on the methodology used 

by authors.  

1. NLP Question Answering (QA) Models 

Different QA models such as SQUAD, BERT, ALBERT, ALBERT-large, 

ALBERT-xlarge, BIGBIRD, Longformer, TANDA, BIDAF, TAPAS, 

DistilBERT, RoBERTa etc. 

2. Named Entity Recognition (NER) Methods 

Different text mining NLP tasks are performed to tag entities of text. 

2.1. NLP QUESTION ANSWERING (QA) MODELS 

Many authors [3], [4], [5] to [37] have utilized various machine learning question 

answering methods for searching purpose. First the query is processed by applying 

various techniques through a piece of text to find the best answer for a question. The 

main drawback of all these QA methods is that we need to extract informative and 

highly accurate answer prior to giving input to the model for prediction purpose. 

Extraction of such data requires extra effort for choosing the best techniques. 

Hyunjin et al. [3] investigates sentence embedding models for ALBERT and BERT. 

The paper lacks the sentence embedding with massive text. There must be a need to 

evaluate sentence embedding with larger ALBERT frameworks, such as ALBERT- 

large and ALBERT- xlarge. BIGBIRD was proposed by Zaheer et al. [4]. The proposed 

sparse attention can manage sequences up to 8 times longer than what was previously 

achievable with equivalent technology. BIGBIRD dramatically improves performance 

on a variety of activities as a result of its capacity to handle lengthier text. 

Experimentally, BIGBIRD produces state-of-the-art results on a lot of NLP tasks, such 

as lengthy document categorization, but does not do as well on QA tests. 
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According to the authors [5], Longformer is a transformer-based paradigm which is 

customizable for handling lengthy documents and makes it simple to execute a large 

range of document-level NLP operations with no chunking the large input or complex 

architecture to integrate information across these chunks. The study lacks other 

pretraining objectives, especially for LED, increase the sequence length, and explore 

other tasks that might benefit from their model. The authors of [6] proposed a search 

framework for semantic information extraction that included NLP methods. The 

framework combines annotations from several NLP approaches like as parsing, NER, 

event recognition, and GDA recognition, and uses a region algebra framework to search 

over these annotations. Because there is duplication of annotations across the scoring 

queries, the scoring technique is not necessarily acceptable for the proposed framework. 

 
                        Pre-training                                                                        Transfer: ASNQ Dataset 

 
                  Adapt: Target Dataset 

Figure 2.1: BERT Transfer and Adapt for Answer Sentence Selection [7] 

As illustrated in figure 2.1, the authors of [7] proposed TANDA as a way for natural 

language problems for finetuning pretrained Transformer models. They accomplished 

this by fine-tuning a pre-trained framework as for a large and high-quality dataset 

before transferring it to a model for a general task. They then apply a second degree of 

fine-tuning to the transferred model to match it to the targeted domain. Their approach 
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is useful for selecting answer sentences, which is a common inference job in Question 

Answering. They created a large-scale dataset from the Natural Questions dataset to 

enable for the transfer step. Future research on the TANDA method's applicability and 

generalization to other NLP issues might be quite intriguing. In AS2 context, it is 

intriguing to see if ASNQ could provide the similar advantages for tasks that are similar 

but obviously distinct, such as paraphrase or textual context, where the relationships 

among questions and answers differ from those found among members of text pairs. 

The authors of [8] employ the BERT approach to address a piece of the challenge of 

moderating activity on QA websites. They used BERT to predict 20 subjective or 

quality aspects of questions on QA websites in particular. Predicting subjective features 

is a difficult task for computers, and they showed that transfer learning from pre-trained 

transformers might help.  

In [9], the authors describe the SQUAD, a large reading comprehension dataset 

based on Wikipedia articles with crowdsourced question-answer pairs. SQuAD 

provides a variety of question-and-answer forms. The performance of their logistic 

regression model (51.0 percent F1) compared to the human F1 of 86.8 % demonstrates 

that there is still a lot of opportunity for development. BERT, a novel language 

representation paradigm, was created by the inventors of [10]. By depending on both 

the left and right contexts simultaneously BERT is intended to pre-train deep 

bidirectional models from unsupervised learning text data at all levels. Figure 2.2 shows 

BERT pretraining and finetuning techniques. The similar designs are used in pre-

training and fine-tuning, aside from the output layers. The similar pre-trained model 

parameters are utilized, are used to start models for multiple downstream activities. All 

parameters are fine-tuned, during fine-tuning. Special symbol [CLS] that appears 

before each input example, and [SEP] is a unique separator token (for example, 

separating questions/answers). 

As a result, the pre-trained BERT modeling may indeed be fine-tuned only with one 

new output layer to produce state-of-the-art models for such a range of tasks, such as 

QA and language inference, without requiring major task-specific architectural 

changes. It achieves novel state-of-the-art results on eleven NLP tasks containing an 

increase in the GLUE score to 80.5 % (a 77 %-point absolute improvement), an increase 

in MultiNLI accuracy to 86.7 % (a 4.6 % absolute enhancement), an increase in the 
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SQuAD v1.1 QA Test F1 to 93.2 %, a 1.5 point absolute improvement, and an in 5.1 

point absolute enhancement.  

     

                       Pre-training                                                                                            Fine-tunning 

 

 Figure 2.2: BERT Overall Pre-Training and Fine-Tuning Procedures  

The authors of [11] described BIDAF, a multi-stage hierarchical method which 

employs a bidirectional attention flow technique for query-aware context representation 

that does not rely on early summarizing. Experiments indicate that their model 

outperforms the competition in the SQuAD dataset and the CNN/DailyMail cloze test. 

The ablation analysis demonstrates the significance of each component in their model. 

Model is learning, reveal by visualization and conversations, by attending the correct 

locations in the particular text, to develop an appropriate representation for MC and 

answer complicated problems. The research gap is to extend their technique such that 

many hops of the attention layer are incorporated. Reformer [12] combines the 

modelling capability of a Transformer with an architecture that can perform lengthy 
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sequences rapidly and with little memory use, even for models with several layers. They 

think that by doing so, large, fully parameterized Transformer models will become 

more common and accessible. Furthermore, the Reformer's capacity to handle lengthy 

sequences allows it to be used on a variety of generative tasks. The Reformer may 

expand the capabilities of Transformer models to other areas such as time-series 

forecasting, music, picture, and video production, in addition to creating very lengthy 

coherent text.  

TAPAS, a paradigm for question answering over tables that eliminates the 

production of logical forms, was introduced by the authors of this study [13]. TAPAS 

successfully recovers masked words and table cells after pre-training across huge data 

sets of text-table pairings. They also proved that the model can fine-tune on semantic 

parsing datasets with just limited supervision and a differentiable end-to-end recipe. 

According to the results, TAPAS outperforms or competes with advanced semantic 

parsers. They plan to improve the model in the future to represent a database with 

several tables as context, as well as to handle large tables well. DistilBERT, a general-

purpose pretrained form of BERT that is 40% smaller and 60% faster while preserving 

97% of language comprehension skills, was demonstrated by the authors of [14]. They 

proved that distillation may be used to successfully train a general-purpose language 

model, and they investigated the various components utilizing ablation research. They 

also demonstrated DistilBERT's viability as a solution for edge applications.  

 In [15], the authors provide offer a replication study of BERT pre-training, 

including an in-depth examination of the impact of hyperparameter tweaking and 

training set size. They demonstrate that BERT was significantly undertrained and 

propose RoBERTa, a better recipe for training BERT models which could match or 

exceed all post-BERT techniques. The modifications are straightforward: (1) They train 

the model for a longer period of time, with larger batches and more data; (2) they 

remove the next sentence prediction target; (3) they train on longer sequences; and (4) 

they dynamically alter the masking pattern used on the training data. In order to 

compensate for training set size impacts, they additionally gather a large new dataset 

(CC-NEWS) that is equivalent in size to current privately used datasets. The authors of 

this [16] paper demonstrate that retrieval may be done successfully using dense 

representations alone, with embedding learnt with a simple dual encoder architecture, 
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from a limited number of questions and paragraphs. When tested on a variety of open-

domain QA datasets, their dense retriever surpasses a powerful Lucene BM25 

framework by 9 % - 19 % ultimate in terms of top-20 passage retrieval accuracy, 

assisting their end-to-end QA system in establishing new state-of-the-art on a variety 

of open domain QA benchmarks.  

In this [21] study, authors investigate the landscape of transfer learning approaches 

for NLP by providing a single framework that translates all text-based language 

problems into a text-to-text format. Their extensive study compares pretraining 

objectives, architectures, unsupervised learning data sets, transfer techniques, and other 

variables on hundreds of language comprehension tests. They achieve state-of-the-art 

outcomes on several benchmarks, by combining research findings with scale and their 

modern "Colossal Clean Crawled Corpus" such as summarization, question answering, 

text classification, and more. The authors of [22] provide a unique strategy for 

generating such benchmarks systematically by maximizing composite divergence while 

maintaining low atom difference among train and test sets, for establishing 

compositional generalization benchmarks, they statistically compared to prior 

techniques. They use to assess the compositional generalization abilities of three 

machine learning architectures, which they provide a large and realistic natural 

language question answering dataset created using this method. They learn that they 

cannot generalize compositionally and that there is an unexpected negative link 

between accuracy and compound divergence. The authors of [22] are curious about the 

performance of existing architectures in the realm of compositionality benchmarks on 

the end-to-end task in CFQ that expects a natural language answer to a natural language 

query. There is also a need to broaden the technique to include a larger range of 

language comprehension subsets, such as the usage of unclear constructions, 

quantification, negations, new languages, comparatives and other vertical domains. 

 In this article, the authors of [23] proposed framework of hybrid generation because 

of access to parametric and non-parametric memory. They demonstrated that their RAG 

models produce cutting-edge outcomes in open-domain QA. They discovered RAG to 

be more truthful and precise. They investigated the learnt retrieval component 

thoroughly, verifying its efficacy, and demonstrated how the retrieving index may be 

hot-swapped to modify the model with no retraining. By combining generative 
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pretraining with exclusionary fine-tuning, the authors of [24] described a method for 

achieving high natural language understanding using a single task-agnostic model. 

Their model attains major world knowledge and skills in order to process long-range 

interconnections, by pretraining on a diverse corpus with long stretches of adjacent text, 

which is then successfully transferred to trying to solve discriminating tasks such as 

QA, entailment determination, semantic similarity assessment and text classification, 

significantly improving the state-of-the-art on 9 of the 12 analyzed tasks. To increase 

the performance on discriminative tasks, ML research has long focused on 

unsupervised pre-training. Their [24] work showed that large performance increases are 

feasible, and it suggests which models (Transformers) and data types text with long-

term relationships work well with this technique. For both natural language 

understanding and other domains, they believe that this will pave the way for future 

study into unsupervised learning, allowing them to better understand how and when 

unsupervised learning works. 

The authors of [25] method combines a bigram hashing and TF-IDF matching search 

component with a multi-layer recurrent neural network framework trained to recognize 

answers in Wikipedia passages. Their tests on several publicly available QA datasets 

shows that (i) both models are super competitive in comparison to their counterparts 

and (ii) multitask learning with faraway supervision over their combo is an efficient full 

system on this difficult task. Future efforts should focus on improving their DrQA 

system. There are two obvious approaches: (i) incorporate the fact that Document 

Reader directly aggregates across multiple documents and paragraphs in the training, 

as it now trains on paragraphs individually and (ii) undertake end-to-end training across 

Document Reader pipelines and the Document Retriever, rather than independent 

systems. The authors of [26] investigated the topic of directly reading texts to answer 

questions, focusing on the difference between such direct approaches and employing 

human-annotated or automatically produced KBs. They introduced Key-Value 

Memory Networks, a novel model that bridges this gap by outperforming many existing 

techniques on two datasets, WIKIMOVIES and WIKIQA. However, there is still a 

performance difference. Future efforts should be made to narrow this gap even more. 

These models might also be used to store and access memories for other tasks and future 

research should test them in different domains, such as in a complete dialogue context. 
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This article [27] describes a MemNNs implementation for large-scale easy QA. 

Their results show that, when properly trained, MemNNs can handle natural language 

and a very large memory (millions of entries), and therefore can achieve state-of-the-

art results on the popular benchmark WebQuestions. In order to get closer to human 

task transfer capabilities, future studies shall strive to reduce the quantity of supervision 

necessary, and also the number of training instances required to complete a new task. 

Such that, there is no known generic i.e., non-hand engineered technique which solves 

tasks in a semi supervised situation using just 1000 or less training instances. 

Furthermore, they believe that a feedback cycle of designing increasingly difficult 

challenges and developing algorithms to solve them would lead to new research areas. 

The authors of this [28] paper present a Wikidata knowledge-based question-answering 

system. The system converts a natural language inquiry into a SPARQL query, the 

performance of which yields a response. The suggested KBQA system can answer 

difficult questions requiring logical reasoning. The framework is the first solution to 

the LC-QUAD2.0 dataset and they tested its execution for various sorts of questions in 

LC-QUAD2.0. 

This paper [29] introduces the Simple Recurrent Unit (SRU) which is a customizable 

recurrent architecture which is as speedy as feed-forward and convolutional units. The 

authors demonstrate the efficacy of SRU on a variety of NLP tasks. In terms of 

classification and QA datasets, SRU outperforms cuDNN-optimized LSTM by 5–9x 

and outperforms LSTM and convolutional models. By integrating SRU into the design, 

they also achieve an average 0.7 BLEU increase in translation over the Transformer 

model. The authors of this [30] article examines and evaluate a number of aspects that 

might influence the performance of domain language models. They discover that a 

language model tailored to a certain domain and application works well. This suggests 

that there is no master model that can "do it all," at least not well enough as a focused 

model. The model's size is a secondary consideration. 

The authors of [31] presents OpenNRE, as a relation extraction tool that is open and 

flexible. OpenNRE strikes a balance between system encapsulation, operational 

efficiency, model flexibility, and usability. Custom model training and rapid model 

validation are made simple with OpenNRE. Some experimental findings also show that 

the OpenNRE models are efficient and effective, achieving equivalent or even greater 
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performance than the original publications. Furthermore, an online solution is provided 

for addressing real-time extraction requirements without the need for training and 

deployment. Researchers of [32] present UNILM, a unified pre-training model that is 

jointly optimized for various LM targets with common parameters. The combination of 

bidirectional, unidirectional, and sequence-to-sequence LMs enables the pre-trained 

UNILM to be finetuned for both NLG and NLU tasks. On the GLUE benchmark and 

two question answering datasets, the results of their experiments demonstrate that their 

method surpasses BERT. Furthermore, on five NLG datasets, UNILM outperforms 

prior state-of-the-art models: CNN/DailyMail and Gigaword unsupervised learning 

summarization, SQuAD question creation, CoQA generative QA, and DSTC7 dialogue 

response generation. 

The authors of [33] demonstrate how to train a knowledge retriever unlabeled data 

by utilizing backpropagating through a retrieval phase that analyses millions of pages 

using masked language modelling as the learning signal. The authors illustrate the 

efficacy of REALM by finetuning it on the difficult job of Open-QA. On three popular 

Open-QA benchmarks, they compare their approach to state-of-the-art frameworks for 

both implicit as well as explicit information storage, and discover that it outperforms 

prior approaches were outperformed by this method by a substantial edge i.e. 4-16 % 

absolute accuracy, while also giving qualitative improvements such as modularity and 

interpretability. The authors of this [34] study introduced the Recurrent Entity Network, 

a novel model that represents a promising step toward the first aim. The model is able 

to monitor the world state properly while reading text tales, allowing it to set based on 

a real-world dataset, the competitive benchmark of story interpretation, by becoming 

the first model to answer them all. They also demonstrated that their model can capture 

basic dynamics over extended periods and compete on a real world dataset. 

The authors of this [35] paper demonstrated by utilizing backpropagation, a neural 

network with a recurrent attention mechanism and an explicit memory for accessing the 

memory can be effectively trained on a variety of tasks ranging from QA to language 

modelling. It outperforms tweaked RNNs and LSTMs of equivalent difficulty on 

language modelling tasks. In both experiments, expanding the number of memory hops 

enhances the performance. The framework has been unable to compete against memory 

networks trained with heavy supervision, and both failed a number of the 1k QA tests. 
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Additionally, seamless lookups may not expand effectively when a bigger amount of 

memory is required. They intend to investigate multiscale ideas of attention or hashing 

in these contexts. The LAMB optimizer, which allows adaptive elementwise updating 

and layer wise learning rates, is proposed in this [36] article. LAMB is also a general-

purpose optimizer that can handle both small and big batches. They also presented 

theoretical analyses for the LAMB optimizer, emphasizing the situations in which it 

outperforms traditional SGD. LAMB outperforms current optimizers in a wide range 

of situations. The authors were able to reduce the BERT training duration from three 

days to about 76 minutes by utilizing LAMB to increase the batch size of BERT pre-

training to 64K without compromising accuracy. 

2.2. NAMED ENTITY RECOGNITION (NER) METHODS 

Named-entity recognition (NER) is a subfield of extracting data which attempts to 

discover and categories named entities referenced in unsupervised learning text into 

predefined categories as shown in figure 2.3 person names, date and time, 

organizations, medical codes, quantities, monetary values, locations, percentages, and 

so forth. The biggest drawback of NER is data, entity, domain, task, language etc. 

related issues. Let us get this point through below mentioned literature review. 

 

Figure 2.3: Instances of NER [47] 

In this [37] work, the author introduced BioBERT, a language representation 

framework that has been pretrained for biomedical text mining. They demonstrated the 

effectiveness of pretraining BERT on biomedical corpora critical for its application in 

the biomedical sector. BioBERT beats prior models and QA with minimum task-

specific architectural change on biomedical text mining tasks such as NER (for clinical 

notes, human phenotype-gene RE, and clinical temporal RE). In this [38] study, authors 
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compare document-level features in two typical NER architectures frequently used in 

the literature, namely “fine-tuning” and “feature-based LSTM-CRF.” They assess 

several hyperparameters for document-level characteristics such as context window 

size and document-locality enforcement. The authors describe experiments from which 

they draw suggestions for modelling document context, as well as new state-of-the-art 

scores on various CoNLL-03 benchmark datasets. Approach is embedded into the 

FLAIR modelling to make replication of their studies easier. 

The authors of this [39] study presented HunFlair, a multi-entity NER tagger 

incorporated into the largely used NLP methodology, Flair. By an average of 7.26 

points per point above the next best tool, HunFlair surpasses other state-of-the-art 

independent NER programmes. It could be installed using just a single command and 

is used with only four lines of code.  Researchers present two new neural architectures 

in this [40] paper: one is based on bi-directional LSTMs and conditional random fields, 

while another uses a transition-based method influenced by shift-reduce parsers to 

generate and label segments. Their methods depend on two types of word information: 

character-based representation of words from supervised corpora and unsupervised 

word representations from unlabeled corpora. 

These models achieve cutting-edge NER accuracy in four languages while avoiding 

the use of language-specific information. The authors of this article [41] suggested a 

simple and generic semi-supervised technique for augmenting token representations in 

sequence tagging models using pre-trained neural language frameworks. In two 

prominent datasets for NER and Chunking, their approach considerably outperforms 

existing state-of-the-art models. According to their findings, including a backward LM 

to standard forward LMs increases the performance on a regular basis. Even if the LM 

is learned on unsupervised learning from a different domain or if the baseline model is 

built on a high variety of labelled instances, the suggested approach is robust. Two 

neural architectures for sequence tagging are shown in this work [42]. A major feature 

of their models is that they explicitly build and label chunks of input to represent output 

label dependency, using either a straightforward CRF architecture or a transition based 

architecture. They also utilized pre-trained word representations as well as "character-

based" models which include morphological and orthographic information are used, 
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which is critical for success. Dropout is used to avoid the researcher from being overly 

dependent on one particular class. 

The authors of this [43] study offer a unique neutral network architecture which 

automatically advantages from both word- and character-level interpretations by 

combining bi-directional LSTM, CNN, and CRF. It is suitable to a broad range of 

sequence labelling tasks, because method is genuinely end-to-end, no feature extraction 

or data preprocessing is required. The authors test the algorithm on two data sets, the 

Penn-Treebank WSJ corpus for POS tagging and the CoNLL 2003 corpus for named 

entity identification (NER), for two sequence labelling tasks. With 97.55 % POS 

tagging accuracy and 91.21 % F1 for NER, they get state-of-art efficiency on both 

datasets. On tweets, the performance of typical NLP techniques is substantially 

reduced. This [44] article tackles this problem by rebuilding the NLP pipeline from 

POS tagging to NER. When compared to the Stanford NER system, their innovative T-

NER system doubles F1 score. T-NER achieves this performance by using the 

redundancy inherent in tweets and utilizing LabeledLDA to use of Freebase dictionaries 

as a source of remote supervision. LabeledLDA surpasses co-training, boosting F1 by 

25 % across 10 commonly encountered object types. 

Authors of this [45] paper, propose a single trainable NER framework which gets 

new state-of-the-art performance on 7 public biomedical benchmarks with no need for 

requiring heavy contextual embeddings like BERT by reimplementing a deep learning 

architecture based on Bi-LSTM-CNN-Char on top of Apache Spark. This includes 

raising BC4CHEMD to 93.72% (a 4.1% increase), Species 800 to 80.91% (a 4.6% 

increase), and JNLPBA to 81.29% (5.2 % gain). This [46] study offers a hybrid semi-

Markov conditional random field (HSCRF) framework for neural sequence labelling, 

wherein word level labels are used to generate SCRFs segment scores. In addition, the 

techniques for concurrently training and decoding CRF and HSCRF output layers are 

described. The experimental findings on the CoNLL 2003 English NER task proved the 

efficacy of the suggested HSCRF model, that reached state-of-the-art performance. 

 Researchers renormalize the NER problem as an MRC QA task in this [47] article. 

This elaboration has two major advantages: (1) the query can address overlapping or 

layered entities; and (2) the query encodes substantial previous information regarding 

the entity category to retrieve. Both on nested and flat NER datasets, the suggested 
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approach yields SOTA findings, indicating its efficacy. To handle a specific sequence 

labelling issue, in this [48] study, researchers offer a deep neural network model, NER. 

The model is divided into three sub-networks to effectively leverage character level and 

capitalization characteristics as well as word-level contextual representation. The 

model was assessed in Russian, Vietnamese, English, and Chinese to demonstrate its 

ability to generalize to many different languages. Obtained state-of-the-art results: 

91.10 %, 94.43 %, 91.22 % and Gareev’s dataset, VLSP-2016, CoNLL-2003, and 

MSRA datasets, respectively, yielded 92.95 % of F-Measure. 

Iterated dilated convolutional neural networks, rapid token encoders that effectively 

gather wide context without sacrificing resolution, are presented by researchers of [49]. 

These give significant increases in sequence labelling speed, especially when 

processing complete documents at once. Allowing the framework to properly identify 

named entities, the authors of this [50] work employ principles using graph-based 

dependency parsing to offer their framework with a global perspective of the input via 

a biaffine framework that evaluates pairings of start and end tokens in a sentence that 

they explore all spans. They demonstrate that the framework performs well for both 

nested and flat NER by evaluating it on eight corpora and attaining SoTA performance 

on all of them, with accuracy improvements of up to 2.2 %. 

Summary of above mentioned few major techniques used in literature, which break the 

ice to work on this research is given in tabular form in Table 2.1. 

Table 2.1: Summary of Different Literature Reviewed for Information Extraction 

Paper  Year Main Contribution Research Gaps 

 [3] 2021 

 

Sentence embedding models for BERT & 

ALBERT 

Lacks large text embedding ALBERT-

large & ALBERT-xlarge 

 [4] 2011 1. Authors proposed that BIGBIRD handle 

sequences of up to 8x length. 

2. Capability to handle larger amounts of text 

BIGBIRD significantly increases performance 

on a variety of jobs. 

BIGBIRD not score much better for QA 

like tasks 
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 [5] 2019 Authors proposed Longformer for processing 

long documents without chunking and complex 

architecture 

Lacks LED, increase the sequence 

length, and explore 

other tasks that might benefit from their 

model 

 [6] 2011 Described a search architecture that 

incorporates annotations from different NLP 

approaches like as parsing, NER, event 

recognition, and GDA recognition, as well as 

area algebra searches. 

There is no acceptable scoring technique 

since there is annotation duplication 

across the scoring questions. 

 [7] 2020 TANDA as a means of fine-tuning pre-trained 

agents’ Natural language task transformer 

models 

It would be intriguing to investigate 

when ASNQ can provide the same 

advantages for tasks that are similar but 

obviously distinct, such as paraphrase or 

textual import, in which the connections 

identified between members of text 

pairings differ from those discovered 

between questions and answers. 

 [13] 2020 TAPAS, a paradigm for question answering 

over tables that eliminates the production of 

logical forms, was introduced by the authors of 

this study 

Modelling a framework to represent a 

database with several tables as context, 

as well as to handle huge tables well. 

 [23] 2020 

 

To having access to parametric and non-

parametric memory, authors in this article 

proposed hybrid generation models. 

This discovery offers up new paths for 

research into how parametric and non-

parametric memory combine and how to 

integrate them most efficiently, with 

potential applications to a broad range of 

NLP tasks. 

 [24] 2018 (1) Through generative pre-training and 

discriminative fine-tuning, introduced single 

task-agnostic model 

(2) Work suggests that achieving significant 

performance gains is indeed possible. Offers 

hints as to what Transformers or models and 

data sets work best with the approach 

To better understand how and when 

unsupervised learning works. 

[25] 2017 Open domain QA 

(1) Bigram hashing and TF-IDF matching 

both modules are very competitive in 

comparison to their counterparts 

(2)  Multitask learning with remote supervision 

is an effective complete system for this 

challenging work. 

Absence to perform end-to-end sentence 

tokenization or chunking to extract data 

of interest  
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 [27] 2015 Describes a MemNNs implementation for 

large-scale easy QA. 

To get closer to human task transfer 

capabilities, the number of training 

examples necessary to accomplish a new 

task must be reduced. 

 [31] 2019 Offer OpenNRE, an open and extensible 

relation extraction tools. 

Requirement of long-term maintenance 

in the future to address issues and fulfil 

new requests  

[43] 2016 The authors of this study presented a neural 

network design for sequence tagging. It is an 

end-to-end framework which does not rely on 

task-specific capabilities, feature engineering, 

or data pre-processing. 

Applying the approach to data from other 

domains, including such social media, would 

be an intriguing direction (Twitter and 

Weibo). 

[47] 2020 This research has two major advantages:  

(1) the query can address overlapping or layered 

entities; and  

(2) the query encodes substantial previous 

information about the entity category to 

retrieve. 

Should investigate variants of model 

architecture. 

[48] 2019 The researchers presented a deep hybrid neural 

network framework that employs three sub-

networks to completely utilize the main input 

characteristics, following by a CRF layer to 

record the implicit limitations on the sequence 

of output tags. 

(1)  Using capitalized sequences that 

have been transformed from raw input 

phrases can improve tagging accuracy. 

The increasing accuracy heavily 

dependent on features of the language. 

(2) Cannot manage large enough 

datasets. 

[49] 2017 Iterated dilated convolutional neural networks, 

rapid token encoders that effectively gather 

wide context without sacrificing resolution, are 

presented by researchers of [49]. These give 

significant increases in sequence labelling 

speed, especially when processing complete 

documents at once. 

There is a need to expand research to 

NLP tasks with higher structured output 

like parsing. 

2.3. RESEARCH GAPS 

In most of the work, question answering is performed. To yield solid and promising 

results with NLP, the dataset size must be large enough to capture all the possible 

conditions found in practice irrespective of transfer learning and augmentation 

techniques. Studies have shown that having too few samples in the input dataset results 

in high error rates most of the times.  Although in above literature, NLP techniques 
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have been applied to classify and predict the desired information from textual 

information, there are some drawbacks as given below:  

1. Need to deduce a solution for such problems where the large textual dataset 

contains variety of data, from different domains. 

2. Lacks [1] the sentence embedding with large text. Modelling of framework 

which outperforms in QA tasks [4]. 

3. Labels segments using transfer-based learning approach. 

4. Modelling a framework [13] to represent a database with several tables as 

context, as well as to handle huge tables well. 

5. It may be worthwhile to examine if the two factors could be simultaneously pre-

trained from beginning, with either a denoising aim identical to BERT or with 

different objective. In [23] work offers up new study avenues on how parametric 

and non-parametric memories interact and how to most efficiently combine 

them, with promise for application to a broad range of NLP tasks.  

6. To better understand how and when unsupervised learning works [24]. 

7. To better understand which models and datasets work best, for a particular 

problem. 

8. Perform end-to-end sentence tokenization or chunking having the data of 

interest [25]. 

9. Need to develop such a framework which should be general or apply to all kind 

of domains [26]. Because a good framework does not require any domain or 

task-specific expertise, it is straightforward to adapt to various areas [43]. 

10. To get closer to human task transfer capabilities, the number of training 

examples necessary to accomplish a new task must be reduced [27].  

11. Performance is independent of model size; hence model size is not primary 

factor. 

12. Requirement of long-term maintenance in the future to address issues and fulfil 

new requests [31]. 

13. Lack of structural knowledge to learn how to decide what entities are 

informative. 

14. Scale the batch size of model for massive datasets without losing accuracy and 

performance degradation, thereby, reducing the model training time. 
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15. Build small training datasets because its difficult in making a large enough 

dataset for training. 

16. Need of smaller, faster, cheaper and lighter model. How data scientists could 

help government agencies for being pushing to make evidence-based decisions 

based on the most up-to-date data available and science. Previous research has 

shown that it is possible to develop algorithms to automate the search and 

discovery of references to data. Now, we have developed the best approaches 

to identify critical datasets used in scientific publications. 

2.4. CONTRIBUTION 

Based on the extensive review of literature and to overcome all the above-mentioned 

shortcomings and drawbacks, the aim of this research is to use the new dataset 

“Coleridge Initiative- Show Us the Data [1]," which contains 14316 examples of 

research publications or papers fostered the new research in search or QA containing 

substantial number of sample large textual document to capture high level accuracy and 

to apply transfer learning to classify datasets. In proposed framework, we have use 

natural language processing (NLP) to automate the discovery of how scientific data are 

referenced in publications. Utilizing the full text of scientific publications from 

numerous research areas gathered from CHORUS [18] publisher members and other 

sources, we identify datasets that the publications' authors used in their work. Our 

framework also intuits that a larger model size does not always imply greater 

performance on a cross-domain benchmark challenge. 

Proposed methodology provides long-term maintenance in the future to address 

issues and fulfil new requests because it can not only increase the performance as 

compared to other benchmark transfer learning models. Further to remove the load, 

DEFNLP comes up as a state of art approach which generally consider text at sentence 

level and thus don’t model information that crosses sentence context or barriers by 

using NER to locate the desired information.  
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CHAPTER 3: MATERIALS   

3.1. COLEREIDGE INNITIATIVE DATASET:  

Research is carried out using the Kaggle platform by participating in [1] Coleridge 

Initiative - Show US the Data competition to identify the mentioned datasets within 

scientific publications and not just to match known dataset strings but to generalize to 

datasets that have never been seen before using NLP and statistical techniques. This 

problem challenges data scientists to automate NLP approaches that enable government 

agencies and researchers to quickly find the information they need. We are provided 

with 4 main pieces of data: 

1. Train Data: Containing all the metadata of the publications, such as their title and 

the dataset they utilize. 

2. Actual publications that are referenced in train data in JSON format. 

3. Test Data: Containing the actual publications that will be used for testing purposes 

(thus, with no ground truth CSV file available). 

4. sample_submission: Containing all the publications IDs in the test set, for which 

we'll have to populate the prediction column. 

3.2. IDENTIFYING THE DATASETS (PREDDICTION STRINGS): 

1. Short excerpts from the publications that appear to note as dataset. 

2. Each publication's predicted strings are sorted alphabetically and processed in 

that order. Any score ties are settled in this manner.  

3. For each publication Id in the test set, must predict excerpts (multiple excerpts 

divided by a pipe ‘|’ character) for PredictionString variable. The file should 

contain a header i.e., Id and PredictionString and must be in correct format. 

4. Predictions that more accurately match the precise words used to identify the 

dataset will score higher.  

5. Generalize to datasets that have never been seen before using NLP and 

statistical techniques.  
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6. Not all datasets have been identified in train, so these unidentified datasets have 

been used as a portion of the public test labels. These should serve as guides for 

the difficult task of labeling the private test set. 

3.3. TRAIN DATA DATATYPE INFORMATION 

1. There are 5 columns in the dataset. 

2. There are 19661 rows in the dataset. 

3. All columns are categorical no numeric columns. 

4. Not any null values. 

5. There 45 dataset titles but 130 dataset labels. Meaning that there are some 

datasets that has multiple labels as described in Table 3.1. 

Table 3.1: Training Data Exploration 

Label Count Unique Top Freq 

Id 19661 14316 170113f9-399c-489e-ab53-2faf5c64c5bc 22 

pub_title 19661 14271 Science and Engineering Indicators 2014 22 

dataset_title 19661 45 
Alzheimer's Disease Neuroimaging Initiative 

(ADNI) 

6144 

dataset_label 19661 130 ADNI 3673 

cleaned_label 19661 130 adni 3673 

3.4. TRAIN DATA LABELS DESCRIPTION 

As shown in table 3.2, training data contains five categorical labels which are describe 

as follows: 

1. id - publication id - note that there are multiple rows for some training 

documents, indicating multiple mentioned datasets. 

2. pub_title - title of the publication (a small number of publications have the same 

title). 

3. dataset_title - the title of the dataset that is mentioned within the publication. 

4. dataset_label - a portion of the text that indicates the dataset. 

5. cleaned_label - the dataset_label, as passed through the clean_text function 

from the Evaluation page. 
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Table 3.2: Excerpt from Train Data 

   

Prediction Submission 

A sample_submission file must be submitted in the correct format. 

1. Id - publication id as mentioned in test data. 

2. PredictionString - To be filled with equivalent of cleaned_label of train data. 

3.5. OBSERVATIONS 

The following are some observations which we deduce after the experimentation with 

our dataset. 

1. The Train dataset has 19,661 counts but only 14,316 unique 'Id' in the dataset which 

means that there are some publications that are using multiple datasets. That's why 

that id is repeating as shown in Table 3.2. 

Table 3.3: Number of Duplicates in Datasets 

Labels Number of Duplicates 

Id 5345 

pub_title 5419 

dataset_title 19616 

dataset_label 19531 

cleaned_label 19531 
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 The train dataset has 19,661 counts but only 14,316 unique 'Id' in the dataset. This 

means some 'Id' are duplicates, meaning some 'Id' use multiple datasets. The 

'pub_title' has 19,661 counts but has only 14,271 unique titles. This means some 

'pub_title' are duplicates. There are less 'pub_title' counts than 'Id' counts, meaning 

some 'pub_title' has multiple 'Id'. The 'dataset_title' has 19,661 counts but has only 

45 unique titles. This means some 'dataset_title' are used many times by different 

publications. The 'dataset_label' has 19,661 counts but has only 130 unique labels. 

This means some 'dataset_label' are duplicates. There are less 'dataset_title' counts 

than 'dataset_label', meaning some 'dataset_title' are labeled differently by different 

publications. All above mentioned details could also be visualize through figure 3.2. 

 

Figure 3.2: Number of Duplicate Records in Dataset 

2. Single publication i.e., pub_title is using multiple datasets as shown in Table 3.3. 

3. There is no one to one mapping of id and pub_title. Meaning that there are cases 
when two different publications (from two different authors) have same title.   

Table 3.4: Single Title with Multiple Publications 

Sr No. Id pub_title dataset_title 

25 
5fa574e1-b2b8-4e12-

a55b-efe965abd28c 

Teachers and the Gender Gaps in 

Student Achievement 

Beginning 

Postsecondary Student 

26 
e32d24d8-bc41-401c-

b49d-99b93c2d4533 

Teachers and the Gender Gaps in 

Student Achievement 

Survey of Earned 

Doctorates 

 

5345

5419

19616

19531

19531

Id pub_title dataset_title dataset_label cleaned_label



 

40  

  

 

3.4.1. Distribution of pub_title & dataset_title 

1. No. of different labels according to publication Id: 133 

2. We have duplicate ids but we are not going to remove them from data because one 

research paper may consist of more than one dataset. Anyhow duplicate 

publications with repetitive number are shown in Figure 3.4. 

 

Figure 3.4: Distribution of pub_title & dataset_title in Dataset 

 

3.4.2.  Distribution of dataset_title & dataset_label 

The labels, dataset_title and dataset_label both are somehow related to each other or 

are same. As it is clear from Figure 3.5, that there is high distribution of dataset_title 

Alzheimer's Disease Neuroimaging Initiative (ADNI) i.e., 6144 which is also included 

in dataset_label as ADNI with 2400 repetitions. Rural-Urban Continuum Codes have 

equal distribution in dataset_title and dataset_label i.e., 490. From the bar chart it is also 

clear that in both labels Alzheimer's Disease Neuroimaging Initiative (ADNI) and 

ADNI have the greatest distribution from rest in dataset. 
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Figure 3.5: Relationship Between Dataset Title & Label 

 

3.4.3. cleaned_label Visualization 

Cleaned_label is nothing but the clean form (without stop words and symbols) in 

lowercase of labels, dataset_title and dataset_label, through which get the prediction 

strings in cleaned text form as shown in Figure 3.6. 

 

Figure 3.6: Top 100 Most Common Words in cleaned_label 

 

3.4.4. JSON Data Description 

1. JSON format, broken up into sections with section titles. 

2. Examining the section titles in each json file. 

3. Some json files have different titles, few are common in some as shown 

in Table 3.4. The section_title “Introduction” is common in both the 

publications while rest are different. 
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Table 3.5: Comparison of Section Titles of Two Publications 

 
 

3.6. TOOLS AND LANGUAGES 

Kaggle is used as tool in this research for implementing proposed methodology with 

the specifications as exhibit in Table 3.5, it provides free CPU and GPU support and 

RAM up to 13 GB max and 16 GB max respectively with the disk space of 73.1 GB 

Max. For faster access, more storage space and to avoid clash and timeout during 

processing, two notebooks has been created. Since the size of dataset that is used in this 

research was very large i.e., there were about 14,316 publications in JSON format that 

requires more RAM for processing. Another reason to create two notebooks is that we 

are bound to used only CPU accelerator because of competition requirements, though 

GPU is much faster in processing data. Also, the same virtual machine can be used 

continuously for at most 9 hours.  

Table 3.6: Session Matrices 

ACCELERATOR RAM DISK 

CPU 13 GB Max 73.1 GB Max 

GPU 16 GB Max 73.1 GB Max 

Kaggle also supports Python that is used as a scripting language in this research. 

Python NLP and machine learning packages can be imported into the Kaggle notebook 

by using just a single line of code instead of downloading and installing them separately 

thereby saving a lot of time. Some of the packages used include the following:  
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• Keras with TensorFlow backend  

• Numpy and pandas  

• Matplotlib for plotting  

• csv for reading csv files containing labels and metadata for the training set 

• JSON for reading research publications containing the full text of the training 

set's publications in JSON format, broken into sections with section title 

• Importing NLP packages include nltk, SpaCy, WordCloud, STOPWORDS, 

AbbrX 

• For modelling import torch, AutoTokenizer, 

AutoModelForQuestionAnswering 

• Importing seaborn, glob, tqdm, gc, collections, re, spikex etc.  
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CHAPTER 4: METHODOLGY 

After exploratory data analysis, we move forward towards featuring of our proposed 

framework. Data Extraction Framework Using Natural Language Processing 

Techniques (DEFNLP), build just such an open and transparent approach. The findings 

demonstrate how public data is utilized in science and assist the government in making 

more wiser and transparent public investments. It helps move researchers and 

governments from using ad-hoc methods to automated ways of finding out what 

datasets are being used to solve problems, what measures are being generated, and 

which researchers are the experts. 

4.1. PROPOSED FRAMEWORK 

In proposed framework DEFNLP, we have use NLP techniques to automate the 

discovery of how scientific data are referenced in publications. Utilizing the full text of 

scientific publications from numerous research areas gathered from [18] CHORUS 

publisher members and other sources, we have identified data sets that the publications' 

authors used in their work. Our predictions are short excerpts from the publications that 

appear to note as dataset. Predictions that more accurately match the precise words used 

to identify the dataset within the publication, score higher. Predictions are cleaned using 

the clean_text function to ensure proper matching. 

Publications are provided in JSON format, broken up into sections with section titles. 

The goal in this research is not just to match known dataset strings but to generalize to 

datasets that have never been seen before using NLP and statistical techniques. A 

percentage of the public test set publications are drawn from the training set - not all 

datasets have been identified in train, so these unidentified datasets have been used as 

a portion of the public test labels. These should serve as guides for the difficult task of 

labeling the private test set. 

4.2. Features of Data Extraction Framework Using Natural Language 

Processing Techniques (DEFNLP) 

DEFNLP is simplified into three phases for identifying the datasets as prediction 

strings. Following the concept of transfer learning of machine learning as shown in 

figure 4.1, we extract the desired datasets by merging prediction strings obtain in phase 

1, 2 and 3 respectively. 
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Figure 4.1: Features of Data Extraction Framework Using Natural Language Processing 

Techniques (DEFNLP) 
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Phase I: Data Cleaning & Baseline Modelling 

1. In phase I as a baseline modelling, we merge all text from json files with respect to 

their ids of publications into train as well as sample_submission files data. 

▪ Merge all text from json into train with column name” text” in clean format by 

using the clean_text function for matching purposes which converting the text in 

lowercase and removing special characters, emojis and multiple spaces etc. 

▪ We have our clean text appended in our train dataframe. 

▪ Similarly, appending the text for the sample_submission, as shown in Table 4.1 

Table 4.1: JSON Text Appended in Dataframe 

Id Prediction

String 

text 

2100032a-7c33-4bff-97ef-690822c43466 NaN  cognitive deficits reduced educational ach... 

2f392438-e215-4169-bebf-21ac4ff253e1 NaN  report describes how the education system... 

3f316b38-1a24-45a9-8d8c-4e05a42257c6 NaN  cape hatteras national seashore caha locate... 

8e6996b4-ca08-4c0b-bed2-aaf07a4c6a60 NaN  a significant body of research has been conduc..  

2. We make the learning process faster by getting rid of not essential words which don’t 

have much meaning to our statement. And just to make our statement sound more 

cohesive stop words such as ‘are’, ‘and’, ‘the’ has been removed. We speed up the 

learning process by eliminating non-essential words that are not much significance 

to our statement. And, to make our statement seem more coherent, stop words like 

'are,' 'and,' and 'the' have been deleted. 

3. In phase 1, we have done data cleaning by converting large text to lowercase, remove 

stop words, special characters, emojis and multiple spaces by using simple regular 

expressions and functions. 

4. After data cleaning in phase I, predict the datasets as shown in Table 4.2 by merging 

the labels i.e. dataset_title, dataset_labels and cleaned_labels by first converting them 

to lowercase and matched them with the cleaned text.  
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Table 4.2: Datasets Identified Through Baseline Modelling 

Id PredictionString 

2100032a-7c33-4bff-97ef-690822c43466 adni | alzheimer s disease neuroimaging initiative adni 

2f392438-e215-4169-bebf-21ac4ff253e1 common core of data | trends in international 

mathematics            and science study | nces common 

core of data 

3f316b38-1a24-45a9-8d8c-4e05a42257c6 noaa storm surge inundation | sea lake and overland 

surges from hurricanes | slosh model 

8e6996b4-ca08-4c0b-bed2-aaf07a4c6a60 rural urban continuum codes 

5. Meanwhile datasets are also identified by matching the datasets in big_gov_datasets 

[17] document containing government datasets, openly available on internet. Bold 

text in Table 4.3 identified the datasets different from baseline modelling which are 

obtained by using government dataset. 

Table 4.3 Datasets Identified by Using Government Datasets 

Id PredictionString 

2100032a-7c33-4bff-97ef-690822c43466 adni |alzheimer s disease neuroimaging initiative adni | 

pubmed 

2f392438-e215-4169-bebf-21ac4ff253e1 common core of data | nces common core of data | trends 

in international mathematics and science study | schools 

and staffing survey | integrated postsecondary 

education data system | ipeds | progress in international 

reading literacy study 

3f316b38-1a24-45a9-8d8c-4e05a42257c6 slosh model | noaa storm surge inundation | sea lake and 

overland surges from hurricanes 

8e6996b4-ca08-4c0b-bed2-aaf07a4c6a60 rural urban continuum codes 

Phase II: QA Modelling & SpaCy 

1. Phase II start off by tokenizing the sentences having words such as data, 

datasource, datasources, dataset, datasets, database, databases, sample, 

samples etc. to break the long text into small chunks for speedy execution and 

avoiding the crashing of session to save CPU and GPU memory and also prevent to 

inclusion of unimportant information or data to predict the datasets. For instance, 
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as shown in Table 4.4 the original text before tokenization contains three sentences 

in paragraph but only one sentence contains the word from bag of words i.e., 

datasets in second sentence. After tokenization, only second chunked sentence is 

chosen. 

Table 4.4 Tokenized Sentences Having Specific Words 

 

2. After tokenizing and chunking the large text, in second step we use NLP library, 

SpaCy for Named Entity Relationship NER tagging of the whole text to make bag 

of words as shown in figure 4.2.  

 

 

 

 

Figure 4.2: Excerpt of NER from Sentence 

It specifies the connection between headwords and their dependents as shown in the 

form of directed graph representation. The nodes are words and the edges represent 

the grammatical connections. We introduced our machine to cultural references and 

every day names by flagging names of medical codes, quantities, monetary values, 

percentages. movies, time, important personalities, expressions, locations, 

organizations etc. that may occur in the document with the help of NER. For 

instance, consider the following array which extract tags from any sentence or 

paragraph. 
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[('1997', 'DATE'), [('ADNI', 'ORG'), ('second', 

'ORDINAL'), ('Batty et al.', 'PERSON'), ('more than 

50%', 'PERCENT'), ('Japan', 'GPE'), ('4', 'CARDINAL')] 

Figure 4.3 shows the count of tagging labels in our provided text (tagging 

categories on x-axis and entities count on y-axis). 

Figure 4.3: Graphical Representation of Tagging Entities 

From analysis we see that our datasets fall in ‘ORG’ tagging category, hence with 

aid of tag of ‘ORG’, we extracted string by further processing. Trendline also 

demonstrate that which category contributes more. 

3. In third step of phase II, we used one of Question Answering (QA) huggingface 

BERT models called salti/bert-base-multilingual-cased-finetuned-squad which is to 

teach our model human sentiment and speech which gives us the best score, to get 

the prediction string.  

4. In model, we passed the questions as query one by one over the sentences which 

are extracted in step 2, where the answer to each question is a excerpt of text from 

the matching reading sentence. The questions are like:  

i. Which datasets were included?  

ii. Which datasources are used?  

iii. Which datasets are used? 
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iv. Which data are used? 

v. Which samples are used?   

vi. Which data are used in surveys?  

For instance, if there is a sentence:  

 

And question is:  

           Question = Which datasets are used? 

Then after passing the above sentence over the define query/ queries of our QA 

model, we get the answer: 

 

5. Following the above step, we get the final list of answers or datasets obtained by 

combining different list obtained from different questions. Get the prediction string 

by matching these answers with strings obtained through SpaCy in second step 

exhibited in Table 4.5. 

Table 4.5 Datasets Identified by Using BERT QA Model 

Id PredictionString 

2100032a-7c33-4bff-97ef-690822c43466 alzheimer s disease neuroimaging initiative adni | framingham 

heart study | cardiovascular health study chs | norwegian 

cognitive neurogenetics ncng | pediatric imaging 

neurocognition genetics... 

2f392438-e215-4169-bebf-21ac4ff253e1 current population survey cps | integrated postsecondary 

education data system ipeds | nces common core of data ccd | 

oecd national accounts database | pisa | pirls | progress in 

international reading literacy study | schools and staffing 

survey | timss | trends in international mathematics and science 

study…… 

3f316b38-1a24-45a9-8d8c-4e05a42257c6 slosh | noaa storm surge inundation | nps | sea lake and overland 

surges from hurricanes …. 

8e6996b4-ca08-4c0b-bed2-aaf07a4c6a60 ces | cnp |efnse ne | fmi | iri | iri cnp | rural urban continuum 

codes | nielsen homescan survey…. 
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Phase III: Acronyms & Their Abbreviations Extraction 

1. In phase III we get datasets by extracting all abbreviations and their acronyms used 

in large cleaned text and  

2. Matched them with abbreviations and their acronyms extracted in phase II as 

answers to form prediction strings. In this way, as shown in Table 4.6, we get 

datasets having their names both as acronyms and their respective abbreviations. 

Table 4.6 Datasets Identified by Matching Acronyms & Abbreviations 

Id PredictionString 

2100032a-7c33-4bff-97ef-690822c43466 alzheimer s disease neuroimaging initiative adni | adni | 

cardiovascular health study chs | chs  | framingham heart 

study fhs | fhs | hbcs | helsinki birth cohort study hbcs | ncng 

|norwegian cognitive neurogenetics ncng | ping | pediatric 

imaging neurocognition genetics... 

2f392438-e215-4169-bebf-21ac4ff253e1 ccd | common core of data ccd | cps |current population 

survey cps | integrated postsecondary education data system 

ipeds | ipeds | oecd | organization for economic cooperation 

and development oecd| pisa| pisa | program for international 

student assessment pisa | progress in international reading 

literacy study pirls | pirls  |schools and staffing survey | timss 

| trends in international mathematics and science study 

timss…… 

3f316b38-1a24-45a9-8d8c-4e05a42257c6 national oceanic atmospheric administration noaa | national 

park service nps | noaa | slosh | noaa storm surge inundation 

| nps | sea lake and overland surges from hurricanes slosh | 

rise risk management study slrrms | sltms…. 

8e6996b4-ca08-4c0b-bed2-aaf07a4c6a60 ces | consumer expenditure survey ces | consumer network 

panel cnp | economic research service ers | ers | fmi | food 

marketing institute fmi | information resource incorporated 

iri | iri | rural urban continuum codes | nielsen homescan 

survey | nhs…. 

Aggregate Prediction Strings 

After getting prediction strings as datasets from phase I, II and III respectively, now 

aggregate them by merging them into one dataframe, remove the duplicate datasets or 

values if exists and sort them alphabetically separated by pipe ‘| ‘character. 
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Let us summarize the above proposed solution. This framework consists of NLP 

techniques and models. DEFNLP consists of three phases. In Phase I after data 

cleaning, we move one step forward to baseline modelling in which we predict the 

datasets by merging labels, dataset_title and dataset_label with the cleaned_label and 

match it with cleaned text. Meanwhile, we also match strings in big government dataset 

with cleaned text. In Phase II, we tokenize the large cleaned obtained in Phase I by 

chunking large text into sentences having the words of our interest such as data, dataset, 

datasets, sample, samples, survey, surveys etc. Extract acronyms and abbreviations 

used in sentences. Meanwhile, we extract majority of datasets by using salti/bert QA 

model. Phase III consists of different extraction techniques. We extract datasets by 

matching acronyms and their abbreviations of large cleaned text obtained in Phase I 

with the acronyms and their abbreviations obtained in Phase II. And finally, following 

the concept of transfer learning of machine learning we get the desired datasets by 

merging all the datasets obtained in three phases as prediction string in a dataframe. In 

this way we proposed the automated NLP solution to search desired information from 

large datasets from numerous research areas.
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CHAPTER 5: EXPERIMENTS & RESULTS  

5.1. EXPERIMENTATION:  

In this chapter, we conduct ablation experiments on a variety of features of our 

DEFNLP framework to understand better their relative importance. The model is 

implemented in Kaggle repository utilizing Keras with TensorFlow on Central 

Processing Unit (CPU) backend having 13 GB RAM and 25 GB Disk Space maximum. 

The code was written in Python 3.9 with many packages including Numpy, pandas, csv, 

JSON, nltk, SpaCy, WordCloud, STOPWORDS, AbbrX etc.  

Based on the evaluation of three phases, as shown in figure 5.1, we came across that 

in phase I, only 14 datasets are identified, the number is very less as compare to next 

phases. In phase II and III, 30 and 65 datasets are identified respectively. In phase III, 

our framework reached to the peak of extracting almost all the datasets used in 

publications, where on x-axis, phases and on y-axis, the number of datasets identified 

in each phase is shown. 

 

Figure 5.1: Datasets Stats Identified in Phase I, II & III 
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5.1.1. K-Means Visualization of Prediction Strings of All Phases 

Let us proof and verified our results (shown in Figure 5.1) through K-means for 

further visualization and experimentation. I have always been a fan of utilizing graphs 

and charts to illustrate subjects, and it's generally helped me acquire a deeper 

understanding of what's going on with different algorithms. So, let's examine what K-

means looks like after each iteration. 

 

Figure 5.2: K-Means Algorithm 

The figure: 5.2 above depicts K-means in action. We have set k = 3 to allocate data 

to one of three clusters at each iteration. First, relates to the centroids being initialized 

randomly. Second, allocate the data points to the cluster that is closest to them, and 

finally, assign new centroids based on the average of the data in each cluster. This will 

continue till we reach our halting point (minimize our cost function J or for a predefined 

number of iterations). Hopefully, the description above, together with the visualization, 

has provided a clear grasp of what K-means is doing in our experiment. 

a) Elbow Method for Optimal Number of Clusters 

When utilizing K-means, one of the most important things to remember is to select 

the appropriate number of clusters. If we use too little, we risk grouping data that have 

significant differences. If we have too many clusters, we will overfit the data and our 

conclusions will not apply efficiently. We will utilize the elbow method, which is a 

typical strategy for this task, to answer this issue. We select a number where adding 



 

55  

  

more clusters just significantly improves the score. When graphed as shown in the 

figure 5.3, the result clearly resembles an elbow (or upside-down elbow in this case). 

The optimum choice for the number of clusters is where the elbow forms, which is three 

in our instance. We could potentially play with four clusters, but for this 

implementation, we'll stick with three. 

 

Figure 5.3: Elbow Method for Optimal Number of Clusters 

 

b) PCA sklearn Clustering Results 

To visualize our clusters graphically, we will use PCA to decrease the 

dimensionality of our feature matrix so that it can be shown in two dimensions. With 

that in mind, we select two components and convert our tf_idf_array using the PCA 

class's fit_transform () method. Then we construct an instance of our K-means class, 

selecting three clusters based on the results of our previous research. It's now only a 

matter of using the fit_kmeans () and predict () methods to sort our data into clusters. 

Because we projected our array into a 2-d dimension, we can easily see it together with 

the cluster centers using a scatter plot.  

We can observe three different clusters here, with notably significant divergence 

between all three clusters, indicating a significant variation in the content of the 

datasets. As shown in figure 5.4, the bulk of the data is included inside the blue cluster 

in (a), however there is a significant separation for the purple cluster in (b), as well as 

for the blue cluster in (c) and (d) after merging prediction strings from all phases. 

 



 

56  

  

 

     

(a) Phase 1 Clusters                                                    (b) Phase 1 Clusters 

   

                        (c) Phase 3 Clusters                                   (d) Aggregate Predictions Clusters 

Figure 5.4: PCA sklearn Clustering Results 

 

c) Extracting Top Features from Each Cluster 

The three graphs below correspond to the top 15 words in each cluster in each phase, 

ordered by TF-IDF relative significance. Ok so, what are figures 5.5 (a), (b), and (c) 

attempting to tell us? Is there anything interesting features that stands out? In generally; 

(a) Cluster 0 appears to have quite a few words of datasets or prediction strings which 

could be quite important. Immediately, we could start to look at datasets having words 

urban, codes, continuum and rural and see if there is any interesting content. (b) Cluster 

1 seems to generally be about more of datasets with features like data, hurricanes and 

science. Again, this may be quite helpful in narrowing down which types of datasets 

we want to investigate further in publications. 
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(a) Cluster 0                                                  (b) Cluster 1                                          (c) Cluster 2 

Figure 5.5: Phase I Clustering Results 

Cluster 2 seems to have a lot of words suggesting the prediction strings were from 

diseases like adni, neuroimaging etc. Although this does not appear to be immediately 

interesting, it may be worth further examination. Below is the full visualization based 

on experimentation of clustering of rest of phases. 

 

 

 

 

 

(a) Cluster 0                                                    (b) Cluster 1                                              (c) Cluster 2 

Figure 5.6: Phase II Clustering Results 

In phase II clustering experimentation, results are much better as shown in figure 5.6 

(a) Cluster 0 appears to have words of datasets or prediction strings like international, 

education, consumer and survey. (b) Cluster 1 seems to have content like sea, 

atmospheric and hurricanes and (c) Cluster 2 seems to contain content of diseases and 

medical. 
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(a) Cluster 0                                                (b) Cluster 1                                                (c) Cluster 2 

Figure 5.7: Phase III Clustering Results 

 

As shown in Figure 5.7; (a) Cluster 0 appears to have words of datasets or prediction 

strings like rural, urban. (b) Cluster 1 seems to have content like sea, atmospheric and 

hurricanes and (c) Cluster 2 seems to contain content of diseases and medical. Phase 

III clustering experimentation, results are better in comparison to phase I but not much 

satisfactory as phase III results are. The reason is that it contains the datasets consists 

of acronyms and abbreviations only while in phase III, we extracted proper logical 

answers to our questions. 

 

 

 

 

 

 

(a) Cluster 0                                                    (b) Cluster 1                                              (c) Cluster 2 

Figure 5.8: Datasets Aggregation Clustering Results 

 

Aggregating clustering results outperforms from all phases clustering as shown in 

figure 5.8; (a) Cluster 0 appears to have words of datasets or prediction strings like 

international, education, consumer and survey. (b) Cluster 1 seems to have content like 
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diseases and medical study and (c) Cluster 2 seems to contain content of sea, 

atmospheric and hurricanes. 

 

  

(a) Phase I all three clusters                                         (b) Phase II all three clusters 

  

                     (c) Phase III all three clusters                                  (d)  Aggregate clustering of all Phases 

Figure 5.9: Aggregation Clustering Results 

 

Figure 5.9 compares the clusters within each phase to figure out the features of the 

publications. So, the turnout of this experiment and visualization with our prediction 

strings is that the four publications in our test data having a dataset which constitutes 

of content of atmospheric & education (shown in (a) and (d)), atmospheric, 

consumption, medical and education (shown in (b) and (d)) and atmospheric (shown in 

(c) and (d)). 
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5.2. Individual Performance of BERT QA Models 

After testing almost all the huggingface QA models, we came across that BERT 

models which perform comparatively better to our problem and dataset as compare to 

others. Ablation analysis also shows that various models having greater maximum 

sequence length and batch size does not always imply greater performance on cross-

domain benchmark tasks. 

If we compare BERT models within its other models, salti/bert-base-multilingual-

cased-finetuned-squad achieve quite better performance as shown in Figure 5.10 with 

the trending line along with runtime of 417.4 secs and output of 819B. Whereas other 

two QA models (i.e., KB/bert-base-swedish-cased-squad-experimental and 

deepset/roberta-base-squad2-covid) takes more execution or run time i.e., 559s and 

640s respectively with the output size of 648B and 324B respectively. 

 

Figure 5.10: Individual Performance of BERT QA Models 

5.3. Performance Metrics of BERT Models Under DEFNLP 

For evaluation of performance of different QA models or architectural variants, we use 

different QA bert huggingface models but salti/bert-base-multilingual-cased-

finetuned-squad outperforms from all under DEFNLP as shown in Table 5.1. 

Runtime (in secs) Output (in bytes) Score

salti/bert-base-multilingual-cased-
finetuned-squad

417.4 819 0.497

KB/bert-base-swedish-cased-squad-
experimental

559 648 0.495

deepset/roberta-base-squad2-covid 640 324 0.494
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Table 5.1 Ablation Analysis of Different BERT QA Models Under DEFNLP 

BERT Models Baseline 

Model 

QA Model Govt 

Dataset 

LB Score 

salti/bert-base-multilingual-cased-

finetuned-squad 
0.022 

0.497 0.135 0.654 

KB/bert-base-swedish-cased-squad-

experimental 
0.022 

0.495 0.135 0.652 

deepset/roberta-base-squad2-covid 0.022 0.494 0.135 0.651 

The score of salti bert QA model is 0.497, highest than other QA models which 

definitely raise the leaderboard score i.e., 0.654. Its computation time to answer each 

query on CPU is 0.0696 s and suitable hyperparameters for our dataset as maximum 

answer length is 64, greater batch size as well as learning rate which is again far better 

than other QA models. 
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CHAPTER 6: CONCLUSION & FUTURE WORK  

Takeaway is that DEFNLP help, support evidence in government data to make 

wiser, more transparent public investments. Automated NLP approaches enable 

government agencies and researchers to quickly find the information they need, no 

matter how large data is, with high speed of execution in seconds. The proposed 

approach could be used to develop data usage scorecards to better enable agencies to 

show how their data are used and bring down a critical barrier to the access and use of 

public data. This paper also introduced the new dataset "Coleridge Initiative- Show Us 

the Data," which contains 14316 examples of research publications or papers will foster 

new research in search or QA.  The limitation is that DEFNLP is used for English 

language. We could also use this framework for other languages which means it can be 

extended to support other human languages with no code changes by using different 

QA linguistic models but it might affect the accuracy of searching results because in 

our case dataset consist of English language. If the query is poorly worded or confusing, 

the system may be unable to provide the appropriate answer. Hence, we are working on 

Complex Question Language in order to achieve the best, exact and proper results 

without an ambiguity. Lacks user interface and capabilities that allow users to engage 

with the system further. Hence, also engage in making DEFNLP more user friendly and 

attractive, so that in one click, user could achieve the desire results in seconds. Proposed 

methodology is quite flexible which demonstrates that it provides long-term 

maintenance in the future to address issues and fulfil new requests as compared to other 

benchmark transfer learning models used to extract desired information. 

The question comes up in mind that why we divided this process of extracting 

information into three phases? The reason is that, by using simple string-matching 

method, we googled the existing dataset, and cherry-picked the datasets which we think 

are likely to be contained in test data. Although the amount was small (about 2kB). We 

can make a huge lift-up in public leaderboard using this external dataset but again at 

the end we are not able to search each and every dataset because most of datasets are 

not listed in external dataset. So, we decided to include string matching method in phase 

I as a part of proposed framework. So in order to get the possible predictions, and not 
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to miss any information which we need, we split up the process in three phases. Speed 

of execution of DEFNLP is better as compare to other models. In terms of timing and 

performance, each epoch took around 5 minutes on average on a computer with an 

output size of 3.27kB. Our framework also intuits that a larger model size does not 

always imply greater performance on a cross-domain benchmark task. 
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