
 i 

 

Efficient Classification of Motion in Video Data by Using 

Deep Neural Networks 

 

 

 

 

 

 

 

 

Author 

Muntaha Irfan 

FALL 2018-MS-18(CE) 00000278499 

 

 

MS-18 (CE) 

Supervisor 

Dr. Farhan Hussain  

 

 

DEPARTMENT OF COMPUTER ENGINEERING 

COLLEGE OF ELECTRICAL & MECHANICAL ENGINEERING 

        NATIONAL UNIVERSITY OF SCIENCES AND TECHNOLOGY 

ISLAMABAD 

DEC, 2021 

 



 ii 

 

Efficient Classification of Motion in Video Data by using Deep 

Neural Networks 

 

 

Author 

Muntaha Irfan 

FALL 2018-MS-18(CE) 00000278499 

 

 

A thesis submitted in partial fulfillment of the requirements for the degree of 

MS Computer Engineering 

 

Thesis Supervisor 

Dr. Farhan Hussain 

 

 

Thesis Supervisor’s Signature: __________________________________ 

 

 

DEPARTMENT OF COMPUTER ENGINEERING 

COLLEGE OF ELECTRICAL & MECHANICAL ENGINEERING 

NATIONAL UNIVERSITY OF SCIENCES AND TECHNOLOGY,  

ISLAMABAD 

DEC, 2021 



 iii 

 

DECLARATION 

I hereby certify that I have created this thesis titled as “Efficient Classification of Motion in Video 

Data by Using Deep Neural Network” completely on the basis of my personal efforts under the 

supervision of Dr. Farhan Hussain. This work has not been presented elsewhere for assessment. 

The material that has been used from other sources has been properly acknowledged / referred. 

No part of the work submitted in this thesis was published in assistance of any other degree 

or any institute of learning or university.  

 

 

                                                                                                                                                      

        Signature of Student  

      Muntaha Irfan 

   FALL 2018-MS-18(CE) 00000278499 

  



 iv 

 

LANGUAGE CORRECTNESS CERTIFICATE 

This thesis has been checked by an English expert and is error-free in terms of syntax, typing, 

grammatical structure and spelling. The thesis is also formatted in accordance with the 

University's guidelines for MS thesis work. 

 

 

                                                                                                                     

                                                                                                                     Signature of Student        

                                                                                         FALL 2018 MS-18(CE)00000278499    

 

 

 

 

Signature of Supervisor 

                                                                                                                      Dr. Farhan Hussain 

 

 

 

 

 

 

 

 



 v 

 

COPYRIGHT STATEMENT 

• Copyright in text of this thesis rests with the student author. Copies (by any process) 

either in full, or of extracts, may be made only in accordance with instructions given by 

the author and lodged in the Library of NUST College of E&ME. Details may be 

obtained by the Librarian. This page must form part of any such copies made. Further 

copies (by any process) may not be made without the permission (in writing) of the 

author. 

• The ownership of any intellectual property rights which may be described in this thesis 

is vested in NUST College of E&ME, subject to any prior agreement to the contrary, 

and may not be made available for use by third parties without the written permission 

of the College of E&ME, which will prescribe the terms and conditions of any such 

agreement. 

• Further information on the conditions under which disclosures and exploitation may 

take place is available from the Library of NUST College of E&ME, Rawalpindi.  

 

  



 vi 

 

ACKNOWLEDGEMENTS 

All praise and glory to ALMIGHTY ALLAH (the most glorified, the most merciful) Who 

gave me the courage, patience, knowledge, and ability to carry out this work and to complete 

it satisfactorily. Without His blessings I wouldn’t have achieved this accomplishment. 

Whoever guided me throughout the course of my research was Allah's will. So, no one is 

worthy of admiration except Allah. Undoubtedly, HE eased my way and gave me an 

opportunity to use my knowledge in best way and encouraged me to carry out this work 

I would like to express my sincere appreciation to my thesis supervisor, Dr. Farhan Hussain 

for boosting my morale and for his vital guidance, motivation, dedication and appreciation 

throughout this work. My deepest gratitude goes to him for showing endless faith in me. I am 

blessed to have such a co-operative advisor and kind mentor for my research. I am much 

esteemed to have worked under his supervision. 

Along with my advisor, I am also highly obliged and grateful to my entire thesis committee 

members: Dr. Arslan Shaukat and Dr. Ali Hassan for their cooperation, valuable feedback, 

suggestions, and guidance in this research work. 

My acknowledgement would remain incomplete unless I thanked the most important source 

of my solidity, my family. I am also grateful to my parents, who brought me up when I was 

unable to walk, and they have actively supported me in every part of life. I am also thankful 

to my loving sisters and brothers, who have been by my side in every situation. And at last, 

I'd like to appreciate all of my friends and people who have helped me throughout my research 

  



 vii 

 

 

 

 

 

 

 

 

 

 

 

 

  In dedication 

    To my father Irfan Saleem: 

                 for encouraging and supporting me to achieve this daunting task. 

   To my mother Bushra Irfan: 

for making me who I am 

 

 

 

 

 

 

 



 viii 

 

ABSTRACT 

Video has become more popular in many applications in recent years due to increased storage 

capacity, more advanced network architectures, as well as easy access to digital cameras, 

especially in mobile phones. Classification of the type of motion in a video sequence is an area 

targeted by many researchers for the purpose of traffic control, video scene classification, event 

prediction, sport analysis, management of web videos etc. There are several conventional and 

unconventional techniques for motion classification in videos but due to the advent of 

sophisticated algorithms and high computational capabilities deep learning architectures are 

utilized for almost every image/video processing task including motion classification. Deep 

learning methodology is more reliable and effective than other approaches. Training a deep 

learning architecture for motion classification requires that all of the frames (pixel by pixel) 

are fed to the network along with their corresponding label and once the network learns the 

classification task, we can use it for inference purpose. However, this method requires a lot of 

memory and computational resources as large amount of data (all the frames in a video) needs 

to be processed by the architecture. We aim to reduce the amount of data to be processed by 

the deep learning architecture for motion classification task this subsequently results in low 

memory requirements and reduced computational complexity. At the same time, we strive for 

maintaining the classification accuracy. A video is a sequence of individual frames hence there 

exists a lot of temporal redundancy between consecutive frames. This redundancy can be 

exploited by traditional motion estimation which gives us awareness about the motion 

information in a video sequence. If instead of inputting the standard video frames to the deep 

learning architectures, we feed them the motion information so that our architectures have to 

process much less amount of information for the motion classification task.  In our work the 

motion information in a video sequence is retrieved by using the three-step search which is a 

block matching algorithm. This algorithm gives us the motion vectors which contain the motion 

information in a video sequence and hence we train our network on these motion vectors 

instead of the standard frames to achieve motion classification task. Experimental results show 

that by employing our proposed method the motion classification task can be carried out by 

processing much less amount of information while maintain good accuracies. 

 

Keywords: Block Matching Motion Estimation, Deep Neural Network, Motion Vector, Motion 

Estimation 
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CHAPTER 1.  

INTRODUCTION 

This section provides a detail introduction about the important concepts related to our research, 

the current problem, and an overview of our solution. It is arranged into five sub sections. 

Background study is described in Section 1.1, Problem statement of research is presented in 

Section 1.2, Section 1.3 explains the applications related to our research. In Section 1.4 we 

have discussed Aims and Objectives and structure of thesis is described in Section 1.5. 

1.1 Background study 

Video Classification is the task of producing a label that is relevant to the video given its frames 

while Video Motion Classification is the task of producing a label that is relevant to the motion 

in videos given their frames. Many examples related to video motion classification include 

classification of sports such as baseball, football etc. or classification of a traffic such as speedy, 

or jammed or slow etc. One of the key inspirations, which fascinates researchers to work in 

video classification, is the huge domain of its applications in surveillance videos, human 

computer interaction, robotics, video games for player characters, human activity recognition, 

automated databases of videos and management of web videos. Deep learning for video 

classification is an emerging and vibrant field. The video classification has extremely evolved 

by deep neural networks, and they present outstanding performance in terms of video analysis. 

They have been greatly employed for image recognition challenges and achieved state-of-the-

art results in video processing, detection, retrieval, recognition and segmentation. DNN equally 

learns feature relationships and class relationships. It simultaneously carries out video 

classification within the similar framework by exploiting the learned relationships. Now-a-

days, technology has revolutionized the world and aimed at automating processes. It has 

reduced the manual work and has provided ways for benefiting mankind in every field of life. 

In the past years, it has tried to automate things by enabling systems to follow a set of 

commands and perform according to the instructions programmed by a programmer. Lately a 

concept of artificial intelligence is originated whose purpose is to mimic the learning 
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capabilities of human brain. Technology vendors are trying to create intelligent systems that 

are able to learn, modify and possibly perform autonomously rather than executing the 

instructions already defined by a programmer. Deep Neural Networks are major breakthrough 

in machine learning till now. They have been clearly applied in many real-world applications 

such as autonomous vehicles, science, games and art. Deep learning has led to groundbreaking 

innovations in different disciplines such as computer vision, Nature Language Processing 

(NLP), and speech processing. Motivated by the great success of the deep learning processes 

in analyzing image, audio and text data, considerable attempts are just being dedicated to the 

design of deep nets for video classification. Among the many practical needs, classifying 

videos (or video clips) is useful in many applications. In this work, we are targeting Video 

Motion Classification Using Deep Neural Networks. Specifically, we are making our system 

efficient by utilizing the motion information for training our deep learning architectures instead 

of pixel frames. The naïve video motion classification method by deep learning models 

involves feeding all the pixels in a frame and all the frames in the video to the network and 

then the corresponding label with the highest probability is chosen. This involves both high 

processing power as well as processing of high volumes of data. With video we can usually 

presume that successive frames in a video are associated with respect to their semantic 

contents. If we can get benefit of the temporal nature of videos, we can enhance our real video 

motion classification results and computational intensity. Our aim is to classify motion in video 

data by using motion vectors and Deep Neural Networks. The idea of extracting motion vectors 

from video frames was taken from data compression technique [3]. Image data in video frames 

is largely consistent across motion trajectories. It means that the scene content does not change 

substantially from one frame to another. To reduce redundant information from image 

sequences, one must first estimate motion in video frames so that motion trajectories may be 

processed.  If we utilize these motion trajectories for motion classification via deep learning 

networks, it will result in reduced computational complexity as well as low processing power 

for huge amount of data. 
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1.2 Problem Statement 

Mostly motion classification in videos is implemented by exploiting all the frames in a video 

pixel-wise. The classification of each frame is performed individually, and the video is labeled 

according to the majority voting of individual frame labels.  There is very little or no work 

regarding processing of motion vectors by deep neural networks for video motion 

classification. By using motion vectors of a video, we can minimize the number of 

computational requirements to determine the motion information in a video sequence. The deep 

learning architectures have to deal with less amount of information by utilizing the motion 

vectors. Hence, we can retrieve accurate motion classification information in a video sequence 

by processing motion vectors instead of complete video frames. Deep learning has been 

successful in processing image, speech, and text data during the last decade. We aim to use 

deep neural networks for processing the motion vectors to retrieve accurate motion information 

in a video sequence. 

1.3 Applications 

Motion classification is important in many research areas with several applications in the field 

of computer vision and image processing. Several applications include online checking of 

assembly process, surveillance videos, robotics, human computer interaction, sports analysis, 

video games for player characters, human activity recognition, automated databases of videos, 

automatic categorizing, searching, indexing, segmentation, and retrieval of videos, gesture 

control and management of web videos. Live streaming prediction, violence detection, character 

recognition, traffic control, social media  analysis,  emotion  analysis,  movie review, violence 

detection from video of real time game, video scene classification, event prediction, animation 

movie video classification, sport player action recognition, twitter video classification, stock 

market prediction and movie video trailer classification are also the applications of video 

classification.  
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1.4 Aims and Objectives 

 

       Aims and objectives of the research are as follows: 

➢ To find out the motion vectors in a video sequence by an efficient three step search 

method 

➢ To utilize these motion vectors to classify the corresponding motion in video 

sequences with the help of Deep Neural Network.  

1.5 Structure of Thesis 

This work is structured as follows: 

Chapter 1: offers a brief introduction containing the background study, problem statement, 

applications, aims and objectives and structure of thesis. 

Chapter 2: covers the detailed introduction about Motion Estimation, Block Matching Motion 

Estimation, types of block Matching Motion Estimation and Evaluation criteria.  

Chapter 3:  provides the detailed literature review highlighting the work done in the Domain 

of Video Motion Detection, Block matching motion estimation and Deep Neural Network. It 

presents the detailed systematic review of current techniques that can be used for classifying 

motion in video data and research already done in this area. It discusses different types of 

methods used for Block Matching Motion Estimation. 

Chapter 4:  covers the details of proposed methodology used for identification and solving the 

problem in hand. It explains the complete methodology adopted to solve the problem 

highlighted in problem statement and to achieve the objectives stated previously.  

Chapter 5: All the experimental results are discussed in detail with all desired figures and 

tables. It presents the detailed implementation of our framework and architecture. 

Chapter 6: concludes the research and recommends a future work that can be done in order to 

further extend this research.  
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CHAPTER 2.  

 MOTION ESTIMATION AND MOTION VECTORS 

Motion is regarded as valuable information source in many video sequences. Camera 

movements and 3D-video scenes causes motion of moving objects. The apparent motion 

captures the spatiotemporal variations in pixel intensities that result in subsequent images of 

video frames.  Motion estimation approaches analyze the visual content to extract this 

information. In the fields related to image sequence analysis, video communication, and 

computer vision, efficient and accurate estimation of motion is critical [6]. Motion estimation 

methods in picture sequence analysis and computer vision aim to accurately and authentically 

replicate the movements in the scene. Efficient estimation is pivotal especially in video coding 

applications like streaming media, TV broadcasting, digital movies, videoconferencing, Blu-

ray, and DVD for compression purposes. Motion estimation algorithms are used to reduce the 

amount of storage space needed for data retention [7]. It lowers the transmission requirements 

of streaming digital video sequences. Motion vectors are used in compression for video frames 

like H.264 to reduce transmission and storage requirements. When encoding video, Motion 

Vectors are calculated by matching same blocks between two consecutive frames during the 

motion estimation process. Motion vectors are utilized to store the video information once it 

has been encoded [8]. The primary goal of motion estimation is to enhance compression 

efficiency rather than to locate the 'actual' motion in the image sequences. The current research 

trend is to use block matching motion estimation to extract motion vectors and to classify them 

using DNN. To increase coding efficiency, video classification takes advantage of the high 

correlation between subsequent frames which is achieved through estimation and 

compensation techniques. Many strategies for improving the computational complexity of ME 

algorithms have been proposed. The strategies can be block matching algorithms, parametric 

model, optical flow, and pel recursive methods [9]. BMA appears to be the most common 

method among these. It is an effective and simple approach both in software and hardware 

implementations. This motion estimation can be conducted pixel-by-pixel, region-by-region, 

or block-by-block. 
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Pixel-based: In pixel-based approach each and every pixel of image is assigned a value of 

motion vector for creating dense motion vector field. Motion vectors provide a detailed 

description of motion in pixel-based method [10]. However, in video processing applications 

it requires a lot of computational complexities to process motion information. Pixel-based has 

the drawback of relying on a threshold value where changes appear from pixel to pixel. 

Region-based: Region-based model is employed to a portion of the image that has a coherent 

motion pattern. Moving things in the scene must be identified in this situation. In larger 

computations, region-based computations have issues. 

 Block-based: In block-based approach, which is a special case of region-based approach, the 

image is divided into blocks. For smaller blocks, the hypothesis that the block is traveling 

coherently is possibly correct. Block partitioning has another benefit that it doesn’t need any 

extra details to indicate the region's shape. Block matching algorithms are primarily motion 

estimating systems. These are straightforward, robust, and commonly utilized to compress 

videos and to classify for identification of best match [11]. The goal of block matching is to 

reduce a measure of dissimilarity between two frames. Furthermore, these methods will be 

resistant to noise, which is an added advantage as compared to the other methods like global 

optimization and pel-recursive algorithms that provide dense motion fields. The following is 

the model to obtain motion vectors 
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2.1 Block Matching Motion Estimation 

Block-matching for motion estimation (BMME), a popular and successful method for reducing 

temporal redundancy, has been implemented in several video processing and video coding 

techniques, including H.261, H.265, and H.264. It is also employed in various motion-

compensated video coding methodologies [12]. As a result, a quick yet precise search 

technique that is block-based, is extremely popular to achieve a significant reduction in 

processing time while keeping good, reconstructed image quality. Motion estimation using 

block matching (BM) plays a key role in motion detection, encoding, and video compression. 

An approach for identifying motion in a video sequence is known as block matching. Because 

it requires less calculation and is less complicated than other algorithms, the Block Matching 

Algorithm is an excellent choice. The high degree of similarity between each neighboring pixel 

is the most important component of block matching motion estimation [13]. As a result, 

applying a motion vector to a group of pixels is more beneficial than assigning one to a single 

pixel. Block determination, search method, and matching criteria are three basic components 

of BMA. The first component of BMA is block determination. It is responsible for explicitly 

describing the point in the reference frame from where the search starts, as well as the position 

and size of the block in the present frame. The second component is the search method, which 

establishes the target in the reference frame which is sought for suitable blocks. The third 

component is the matching criteria which is used for finding the best match between two blocks 

[9]. For matching the blocks, the reference frame is broken up into ‘macro blocks. Then the 

macro blocks of two frames (current and reference) are compared. After that a motion vector 

is constructed that denotes the motion of a macro block from one frame to another. P pixels all 

around the relevant macro block are included in the search region for finding the best match. 

For larger motions, a larger p (search parameter) is necessary, and as the p grows larger (search 

parameter), the motion estimating procedure becomes computationally more costly. In block 

matching technique we divide the present frame into blocks (NxN pixels) that are not 

overlapped with each other. We find the best match block within the search window of previous 

frame. Search for best-matched block is done to minimize the sum of absolute differences 

(SAD) [14]. The Motion Vector (MV) is the difference in position between two blocks: a block 
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in the present frame and the best-matched block in the preceding frame (Fig. 1). There are up 

to seven different block size modes (BSM) to choose from: 16 x 16, 4 x 4, 8 x 4, 8 x 8, 8 x 16, 

4 x 8, and 16 x 8. A motion vector is not required for each pixel of image rather a single motion 

vector is sufficient for each block of pixels. In general, block matching implies locating a 

candidate block in a reference frame. That candidate block must match well with the current 

block within a search area. This technique can be thought of as an optimization problem. A 

reference and a candidate block are compared pixel wise utilizing evaluation criteria (distance) 

that will be discussed later. 

2.1.1 Search Window and Search Strategy 

Within an appropriate collection of candidate vectors, the motion vector is chosen. This set is 

known as the search window, and it indicates the area that will be searched for finding the 

block that matches well with previous frame. The search window is mainly the rectangular 

region at the center of the block of the reference image in the most usual situation. Figure 2.3 

shows an illustration of search window [8]. The complexity and accuracy of the motion 

estimating algorithm are significantly impacted by the search window structure. As a result, a 

motion estimation algorithm's search window and related search strategy selections are crucial. 

 

 

X: Block under search 

MV = Motion Vector 

𝐵𝑥= search window 

Figure 2.2: Representation of Block Matching Motion Estimatio 
Figure 2-2: Representation of Block Matching Motion Estimation 
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2.2 Types of Block Matching Motion Estimation 

There are several Block matching motion estimation methods including Full Search or 

Exhaustive search, three-step search, four-step search, diamond search, Simple and efficient 

search, Adaptive Rood Pattern search [15] etc. The idea is to come up with the motion vectors 

in the most efficient manner possible. The optical flow method can also be adopted to detect 

the moving object. This method computes the optical flow field and then grouping of the optical 

flow distribution properties is done. Optical flow, in contrast to previous approaches, may be 

used to identify moving objects in backgrounds that are not static and provide movement 

information completely [16]. However, it is inappropriate for real-time demanding scenarios 

due to some limitations such as very high computational complexity, high sensitivity to noise, 

and poor performance in noisy surroundings. The following are some approaches for 

estimating block matching motion: 

  

Figure 2-3: Representation of search window 
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2.2.1 Full Search or Exhaustive Search: 

ES algorithm is also termed as Full Search (raster scan) is the simplest block matching approach 

available, but it has a high computational cost. This algorithm guarantees finding the motion 

vector accurately. It achieves this accuracy by computing SAD values. This algorithm 

undergoes an exhaustive search across all feasible blocks within the search window. It, then, 

comes up with the optimal solution in terms of prediction quality. The FS algorithm does an 

exhaustive search of the search area's available points. The cost function is calculated by this 

algorithm at each potential location within the search area [17]. As a consequence, among all 

block matching algorithms, it finds the match with best similarity and produces the highest 

PSNR. One benefit of full search method is that it can determine the most precise motion 

vector. It is the simplest yet offers the best estimation method with the least amount of matching 

error. The best match is found with the maximum similarity or lowest dissimilarity, and strong 

searching accuracy providing the optimal search is achieved. It is, however, inappropriate for 

real-time video coding as it takes a longer time for computations [18].  

  

Current Macro 

Block 

 

p=7 

p=7 

16 

16 

Figure 2-4: Block Matching a macro block of side 16 pixels  
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Figure 2-5: TSS search model 

2.2.2 Three Step Search: 

The goal of three-step search algorithm, as the name implies, is to achieve uniform complexity, 

which regardless of the motion activity, corresponds to 3 iterations. It uses rectangular search 

patterns of various sizes. This algorithm is both reliable and easy [9]. It uses the coarse-to-fine 

search approach and outputs motion vectors. The steps of the algorithm begin with specifying 

the window size search area that best match. At suitable step size distance, plots eight points 

around the central point and chooses between them for comparisons. Next, if the minimum cost 

point, i.e., BDM, is identified at any of the nine sites in the previous step, the step size is 

divided, and the center is changed to that position for the third step. In the third step, we repeat 

the previous step until the window's step size is less than one. The TSS needs to use 25 

search/checkpoints [8]. With only 25 criteria computations, the TSS algorithm can discover 

displacements of up to ±7 pixels in both directions (at the previous step, the value of J has been 

calculated for the center of the search window, nine for the first step, and eight for both second 

and third steps). 
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2.2.3 Four Step Search: 

In the first step of the four-step search, a 5x5 window is used. Unlike the NTSS, it does not use 

9x9 window. FSS employs the model of search shown in fig. 2.6 and fig 2.7 in the next two 

steps. 

    

FSS performs the same as TSS for the fourth step. However, the number of checking points 

don’t exceed 27 

2.2.4 Diamond Search: 

DS algorithms employ two different patterns: large diamond shape search pattern (LDSP). This 

pattern comprises nine checking points, eight of which are plotted around the central point. The 

other pattern is the small diamond shape search pattern (SDSP) [14]. This pattern consists of 

five check points. The algorithm works as follows: firstly, LDSP is plotted on the search region, 

and all the nine checking points of LDSP are checked. Move to step 3 if central point appears 

with the minimum cost, otherwise, move to step 2. If the minimum BDM point in the 

subsequent step is attained at a place other than the center of the LDSP, build a new LDSP 

pattern in step 2 [17]. Proceed to step 3 if the middle position point appears to be with the 

minimal cost; otherwise, repeat step 2. If the minimal cost point is located in the center of the 

Figure 2-6: A model of search 1st step 

 

 

Figure 2-7: A model of search 2nd/3rd step 

 

 

Figure 2-8: Four step search model in FSS 
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Figure 2-10: The predicted motion vector is (3,2) and the step size is 3 

 

 

LDSP pattern, switch to the SDSP pattern in step 3. Step 3 yields the lowest cost point, which 

is then used to calculate MV. In the best-case scenario, DS requires 13 searches/checkpoints. 

In terms of MSE, the DS algorithm outperformed 4SS and block-based gradient descent search 

(BBGDS), however, it required more searching/checking locations. The search models are 

demonstrated. 

 

2.2.5 Adaptive Rood Pattern Search (ARPS) 

 In this technique a frame's general motion is coherent most of the time. It emphasizes that the 

macro blocks that surround each macro block usually travel in the same direction. That’s why 

it is highly likely that neighboring macro blocks will have comparable motion vectors most of 

the time [19]. 

 

 

 

  

Figure 2-9: Search model in large and small diamond pattern 
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2.3 Evaluation Criteria 

Distortion metrics are used to measure the homogeneity of the present macroblock with 

predicted reference block [12]. Visual quality observation is difficult to reliably assess because 

it is mostly subjective, and fidelity evaluations might differ greatly due to individual 

perceptions of content matter. When portions of an image are evaluated at the pixel level for 

image matching, block matching is used to increase efficiency. The purpose of image matching 

is to figure out how similar two images or sections of images are. The similarity measure, often 

known as the correlation measure, is an important part of the matching process [20]. A 

proficient method in block matching is to find the minimum difference or matching error rather 

than the maximum similarity or correlation. The employment of sophisticated search 

algorithms to reduce computation time is an important feature of block matching. The output 

of a cost function is used to match macro block with one another. In the entire motion 

estimation process, different distortion metrics are applied to determine the best fit for a 

specified macro block [21]. Literature discusses several approaches to compare the reference 

and a candidate block. The mean absolute error (MAE), mean squared error (MSE), the sum 

of squared differences (SSD), the sum of absolute differences (SAD), and PSNR (peak signal 

to noise ratio) are the measures for determining algorithm’s efficiency [3]. 

The formulas are given below: 

MAE = 
1

𝑁2
 ∑ ∑ |𝐵(𝑖, 𝑗) − 𝐴(𝑖, 𝑗)|𝑁

𝑗=1
𝑁
𝑖=1        2.1 

MSE = 
1

𝑁2
 ∑ ∑ (𝐵(𝑖, 𝑗) − 𝐴(𝑖, 𝑗)𝑁

𝑗=1
𝑁
𝑖=1 )2      2.2 

SSD = ∑ ∑ (𝐵(𝑖, 𝑗) − 𝐴(𝑖, 𝑗)𝑁
𝑗=1

𝑁
𝑖=1 )2          2.3 

SAD = ∑ ∑ |𝐵(𝑖, 𝑗) − 𝐴(𝑖, 𝑗)|𝑁
𝑗=1

𝑁
𝑖=1   2.4 

PSNR = 10 𝑙𝑜𝑔10
(𝑝𝑒𝑎𝑘 𝑡𝑜 𝑝𝑒𝑎𝑘 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑑𝑎𝑡𝑎)2

𝑀𝑆𝐸
           2.5 
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Where N is the block length in pixels, B (i, j) is the value of the pixel in the candidate block at 

position (i,j) and A (i,j) is the value of the pixel in the reference block at position (i, j). 

Difference between these evaluation criteria is known as computational complexity. PSNR is 

the most widely used criterion because it is simple and for making calculations quickly. When 

motion vectors computed using the BM method are applied, this value shows the reconstruction 

quality. Another commonly used matching metric is the sum of absolute differences 

(SAD)[11]. SAD is considered as time-consuming operation in the BM process. SAD is a 

popular criterion for BM algorithms. Eq. (2.6) considers a template block at position (x, y) in 

the current frame and a candidate block at position (x + uˆ, y + vˆ) in the preceding frame 𝐼𝑡−1. 

SAD (uˆ, vˆ) = ∑ ∑ |𝑔𝑡  
𝑁−1
𝑖=0

𝑁−1
𝑗=0 (x+i,y+j) - 𝑔𝑡−1 (x+ uˆ+i, y+ vˆ+j)|         2.6 
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CHAPTER 3.  

 LITERATURE REVIEW 

3.1  Overview  

Over the past decade, researchers have presented various hand-crafted and deep nets-based 

methods for video classification. Conventional video classification systems are based on 

extraction of local features, which have been generally advanced in both detection and 

description. Local features can be closely sampled or chosen by maximizing specific saliency 

functions. Until 2012, the majority of image identification, classification, and segmentation 

challenges were solved by obtaining hand-made features and employing particular algorithms 

to these challenges. If we needed to detect a number plate on a motorcycle, we first segment 

the image by finding corners and straight lines, and eventually reducing the image. Finally, we 

obtained a region that look a lot like the geometry of bike’s number plate. In other words, we 

were looking for certain capabilities that can resolve a particular problem. Histogram of 

Oriented Gradients method is a common technique used for hand-crafted features in order to 

classify motion in video data. The primary concept underlying this descriptor is that the edge 

directions can be used to characterize the form and structure of local objects. In the past few 

years, video classification has found a major paradigm shift, which involved shifting from 

hand-designed features to deep network methodologies that learn features and categorize end-

to-end. Deep learning algorithms were introduced in 2012, resulting in new approaches to 

video categorization and related challenges [1].  Recently, with the availability of large-scale 

video datasets and mass computation power of GPUs, deep neural networks have achieved 

remarkable advances in the field of video classification. Over the years a variety of problems 

like multimedia event recounting, surveillance event detection, action search, and many more 

have been proposed. A large family of these research is related to video classification. Many 

improvements of video classification are inspired by the advances in image domain. The 

innovation on image classification [20] also revives the interest in deep neural networks for 

video classification. Because of its large feature representation characteristics, deep learning-

based techniques may accurately find hidden patterns in visual data. Moreover, it also 
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necessitates a large amount of data for training and a lot of computing capacity to process it. 

We were able to strike a compromise between the system's complexity and video categorization 

accuracy in this project. Our method is computationally efficient as it focuses on just the motion 

vectors of video frames instead of complete video sequences. In the following we focus our 

discussion on works related to block matching motion estimation and classification methods 

that are based on DNN. 

3.2 Block Matching Motion Estimation 

 Numerous methods have been studied for detecting motions in a video series: background 

subtraction, frame difference, and optical flow method [7]. These methods have a number of 

flaws, including results that are inaccurate. They are having difficulty identifying optimal 

solutions due to the huge search space. They also take a long time to run, therefore they can't 

be employed in real-time applications. Many academics have previously used block matching 

motion estimation to categorize motion in video data by processing individual pixels. This 

procedure requires a significant amount of computational time. Researchers have undertaken a 

number of initiatives to address this issue, which are summarized in this section in 

chronological order. Erik Cuevas1 et al [7] proposed a Block matching technique for motion 

estimation process. Their technique was based on Artificial Bee Colony for reducing search 

locations in Block Matching method. The calculation of search positions in this algorithm is 

significantly decreased by using a fitness computation procedure. The procedure shows when 

it is feasible to compute other search sites. Razali Yaakob et al. [17] have proposed four 

alternative Block Matching Algorithms for Motion Estimation. Furthermore, they determined 

the best block matching technique using Peak signal to noise ratio. Sonam T. Khawase et al [8] 

have proposed different block matching algorithms. Their technique was based on shapes and 

patterns, in addition to block matching principles for motion estimation. Mr. P. Vijaykumar et 

al [5] proposed Latest Applications, Innovations and trends in Motion Estimation. Their 

research examines recently discovered motion estimating applications that are causing a 

revolution in the world of technology by providing more precise and efficient solutions to 

difficult problems. They have a long list of applications for motion estimation. Just a few 
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examples include motion estimation in biology, space science, cardiac surgery, user 

authentication, and respiratory analysis. Dr. Anil Kokaram et al [24] pioneered Block Matching 

Motion Estimation, Gradient Based Motion Estimation, and Optical Flow. Thier research 

introduces about motion estimation, forms of motion estimation, gradient-based techniques, 

block-based motion estimation, and Weiner estimates in a short presentation. Abir Jaafar 

Hussain et al. [6] suggested a number of quick, block-based matching algorithms to overcome 

concerns in the motion estimating process and to take use of assumptions made about distortion 

distribution behaviour. Through a literature assessment of their supporting papers, their 

investigation has analysed a number of such approaches, allowing for the establishment of 

comparison analysis based on various performance metrics. For global motion estimation, Syed 

Shuja Hussain et al [25] devised a robust video stabilization technique. They invented an 

algorithm that eliminates shakiness in a raw YUV video and resulting in YUV video 

stabilization. They presented parallel processing approaches for motion vector estimation, and 

the results were enhanced by using the proposed methodology to reduce the program's 

operating time. Junggi Lee et al [4] have introduced a compact but effective deep neural 

architecture known as BlockNet. This architecture extracts rich features from two input photos. 

It then calculates coarse-to-fine block motion using a pyramidal arrangement. In the block 

matching technique, K.Laidi et al. [9] used and compared various search algorithms. Among 

these algorithms are the three-step search algorithm, four-step search algorithm, new three-step 

search algorithm, and minimal search algorithm etc. The performance of an algorithm is a 

trade-off between the search time computations and PSNR. Weisheng Li et al [27] used 

statistical data from motion vectors to solve challenges in three steps. First step is frame 

preprocessing. This method utilizes Mode reduction method for removing redundant motion 

vectors due to camera movements. The second process is known as intra frame processing in 

which K-means clustering is utilized for segmentation of moving objects. The third process is 

inter-frame processing in which tracking object is assigned the same label in subsequent frames 

by comparing their positioning information. The tracking object's halting is represented by a 

copying rule. For occlusion problems, the motion vector's direction and velocity information 

are used. Daoud Boumazouza et al. [14] proposed the performance of the block matching 

method utilizing the Bees' Algorithm. In this algorithm efficient exploration of search space is 
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carried out. It uses two new approaches which are intensification and diversification. Josue 

Hernandez et al [13] introduced a motion detection technique based on the estimation of 

movement vectors, which is then filtered to gain more information about real motion in a 

picture. The proposed system's correctness was demonstrated by experimental findings. The 

proposed system estimates motion vectors from an input video frame, which are subsequently 

filtered to eliminate distortion caused by noise and poor illumination. The movement trace is 

then computed using the estimated motion vectors to evaluate if it is a relevant or irrelevant 

motion. Finally, if the movement is significant, it is tracked until the object has outside the 

restricted zone. Takanori Yokoyama et al. [12] proposed method that produces noise-free local 

motion vectors as well as high-quality global motion vectors for use in object detection, 

tracking, and other applications. This method is also applicable to videos shot with a moving 

camera. In many studies, they used real-life videos for demonstrating efficiency of proposed 

algorithm. 

3.3 Classification of video data via deep learning 

 Several deep learning architectures like Convolution Neural Networks and Artificial Neural 

Networks have shown exceptional performance for many years in various computer vision 

applications. It is believed that they could be the ideal solution for many videos categorization 

challenges. Furthermore, rapid advancement of Graphics Processing Units (GPUs) has 

empowered the innovation of deep Neural Network based systems [28]. Deep learning is a 

novel approach in which neural networks are gradually deepened by adding tens or hundreds 

of layers. Prior to 2012, there was a lot of work done in computer vision with multi neural 

network layers, but the outcomes were disappointing. A CNN comprised of deeper layer model 

was used to recognize characters. However, it wasn't until 2012 that the true potential of CNNs 

were revealed, thanks to Alex Krizhevsky's AlexNet proposal. These strategies were initially 

employed during the Imagenet Competition, where GPUs were used to speed the revolutionary 

deep multi-layer neural network techniques. Since then, latest, and enhanced hardware has 

emerged. This paves the way for larger CNNs, improving classification precision and creating 

deep network a cost-effective scientific tool. The rise of CNNs has benefited computer vision 
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research groups focusing on video motion classification, and current evaluations have revealed 

that improved and more accurate outcomes are possible [28]. In general, naive movement 

models built on human posture analysis have been used to classify videos in the past. Other 

previous methods for estimating motion in video data have relied on Kalman Filters (KF). Due 

to the inability to appropriately handle video data, the majority of current approaches provided 

unsatisfactory outcomes. After reviewing current techniques, we can conclude that significant 

progress has been made in video motion classification systems in recent years. More research 

is needed for delivering of good classification accuracy, increased performance, and ease of 

incorporation in recent security surveillance techniques. Alex Dominguez et al. [22] have 

presented a technique that is based on CNN model. Their method utilizes existing techniques 

for pedestrian detection for generating sum of subtracted frames. The frames are given as input 

to the improved versions of CNN architecture like GoogleNet, ResNet and AlexNet. 

Furthermore, in order to obtain accurate results, they designed a latest data set for this purpose 

and examined the impact of neural network training. Can Yang and Gyz Gidófalv et al. [26] 

established a CNN model for classification of movement patterns in trajectories. They 

developed a new feature descriptor for trajectory data. The method identifies locations in space 

where the majority of trajectories follow a specific movement pattern, resulting in a regional 

dominant movement pattern. This movement data can be utilized for different purposes such 

as detecting hotspots, checking pedestrian location, and reviewing animal behavior. The 

pioneer work of Karpathy et al. [19] trained 2D-CNN on various forms of stacked video frames 

from Sports-1M. However, these deep networks are somewhat lesser to the shallow model 

based on the best hand-engineered features. Simonyan et al. [36] created the two-stream 

networks with two 2D-CNNs on spatial and temporal streams. This technique takes benefit of 

the large-scale ImageNet [20] dataset for pre-training and substantially lowers the complication 

to model dynamic motions through optical flow. Ji et al. [4], for example, provided a simple 

implementation of video categorization utilizing deep networks employing 3D convolutional 

networks. They have used kernels based on 3D convolution architectures to capture both 

temporal and spatial information from video frames. They also argued that their method could 

capture motion and optical flow from data. [23] proposes a CNN multi-resolution architecture 

for collecting local spatiotemporal data in the time domain. Their method was tested on a new 
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dataset of YouTube videos (1 million) that consists of 487 classes. The authors have reduced 

the training complexity by using CNN's multi resolution architecture. They improved the 

recognition level for huge datasets to 63.9 percent. The recognition rate on UCF101 dataset 

was only 63.3 percent which is still insufficient for such a critical task of video categorization. 

[1] proposes a two-stream CNN architecture which captures temporal and spatial information 

and shows intense optical flow between frames. They combined two datasets to increase the 

quantity of data for training the Convolution Neural Network. 
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CHAPTER 4.  

PROPOSED METHODOLOGY 

 This chapter presents the suggested methodology for efficient classification of motion in video 

data using Deep Neural Network approach. We have used deep learning techniques for 

classification of motion in video data because we feel they could be the practical solution to 

video classification issues. Furthermore, quick evolution and outstanding performance of 

Graphics Processing Units (GPUs) has supported the creation of deep learning-based systems. 

Machine learning and image processing methodologies have been altered in many ways. In this 

research we have presented a motion classification algorithm using motion fields and Deep 

Neural Network. The motion field is created using block matching algorithm. The magnitude 

as well as direction of motion vectors extracted from video frames are given as input to Deep 

Neural Networks. In our research, we plan to combine Block matching motion estimation 

technique and Deep Neural Network. Block matching motion estimation algorithm will provide 

the values of motion vector for each frame of video sequence. From the values of motion 

vector, we will calculate magnitude and direction associated with each motion vector. 

Magnitude and direction values will be provided as input to Deep Neural Network. There will 

be a training phase in which Deep Neural Network will learn about the gesture information 

contained in the motion vectors of each frame. Gesture can be of different types like accident, 

call, doctor, help etc. In the testing phase we will provide the motion vectors from a sequence 

in order to classify the motion in them accurately. We have used Artificial Neural Network and 

Convolution Neural Network for classifying gesture in a video sequence. The proposed 

methodology is shown in fig 4.1 
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4.1 Artificial Neural Network  

A neural network is built up of simple units or nodes which are connected together. The 

functionality of neural network is similar to neurons that are present in animal’s brain. The 

weights or interunit connection strengths have the ability to process input data. The network of 

neurons may have single node or large collection of nodes. The nodes are connected to other 

nodes in the form of a net [30]. One example of network is depicted in Figure 4.2. The nodes 

are represented by circles with weights attached on all connections. The nodes are arranged in 

the form of layers. The signal from nodes originates and passes via several other nodes before 

reaching the final output. This structure is known as feedforward structure. For example, if the 

input consists of handwritten light and dark patterns, the output layer will have 26 nodes each 

Figure 4-1: Flowchart showing proposed methodology 

Formation of motion vector field from the frames 

Feed the direction and magnitude values as input to 

DNN pretrained model for motion classification  

 Extraction of frames from Video dataset 

Calculation of motion with respect to previous 

frames 

Calculation of direction and magnitude values of 

each motion vector for each frame 

Collection of Video datasets 
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node representing one letter for the alphabet. This would be accomplished by assigning one 

output node to each class. Artificial neural networks (ANNs) are quite recent tools that can be 

used for many computational tasks. ANNs can solve many complex real-world challenges. The 

beauty of ANNs comes from their extraordinary information managing characteristics. The 

main capabilities of ANNs are high parallelism, noise tolerance and generalization. Artificial 

Neural Networks has turn out to be the most important architecture in today’s research. 

Machine learning use many statistical and mathematical approaches for increasing the 

capability of computers to recognize the data content. ANNs deals with complex forms in large 

quantity of data. This requires a deep learning algorithmics in a systematic manner. There are 

many types of procedures that are required during the implementation process of ANN [31]. 

Three types of such procedures are supervised learning, unsupervised learning or reinforcement 

learning. The network pattern of neurons can perform various decision-making tasks. The 

formation of an ANN was based on input, process and output nodes. As a result, ANN performs 

as a complex mathematical tool to produce an ideal result for any datasets. Neurons should be 

tested in two ways to complete a network cycle i.e., feed-forward and backward algorithms 

[30]. Backward algorithms, also known as back propagation, have been widely discussed and 

studied by many researchers in the past and present. In the word 'artificial neural network,' the 

term network means the interconnection of neurons arranged in various levels. A three-layered 

architecture is used as an illustration. The first layer comprises of input neurons. The data from 

input neurons is transmitted to the second layer of neurons. The second layer of neurons then 

passes data to the third layer of neurons which is actually the final output. More layers of 

neurons will be present in more complicated architectures of ANN. The synapses store 

"weights," which are used to change data in computation [31]. An ANN is commonly defined 

by three types of parameters: 1. The pattern of connectivity among several neurons 2. The 

process in which weights are changed 3. The activation function for converting a neuron's 

weighted input to activation of its output. The Artificial Neural Network model is depicted in 

the diagram below. 
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The working of neural networks depends upon the ways in which the neurons are grouped 

together. This clustering of neurons is arranged in a person’s mind so that information may 

process in an interactive, and self-organizing manner. These neurons are capable to form 

unrestricted interconnections. But the man-made network is entirely different from animal’s 

neurons. Currently, neural networks are the grouping of neurons. This grouping take place in 

the form of layers that are connected with one another. Connectivity of neurons is actually the 

art of engineers for resolving genuine world problems. 

4.2 Convolution Neural Network 

Recently convolutional neural networks have completely dominated the machine vision space. 

Deep learning has become one of the trendiest issues in artificial intelligence (AI) today 

because of neural networks' capability and influence. CNNs were invented by Yann Lecon of 

New York University, who is also the director of Facebook's AI project. CNNs are type of deep 

neural network that was created using biologically inspired models [33]. Researchers 

discovered that mammals and humans use a layered architecture of neurons in the brain to 

visually interpret their surroundings. Engineers were then inspired to create comparable pattern 

recognition systems, which is how these nets evolved. 

Figure 4-2: Artificial Neural Network model 



40 

 

 

 

4.2.1 Resemblance with MLP 

The CNN concept is similar to that of a multilayer perceptron (MLP). As demonstrated in 

Figure 4.3, cutting a few connections and sharing MLP weights results in a single CNN layer. 

The graphic shows that the configuration of an artificial neural network (ANN) is equivalent 

to a 2D convolution operation, with weights acting as filters (also called masks or kernels) [33]. 

The number of parameters involved in a convolutional network is greatly reduced when biases 

and weights are shared. 

 

 

 

 

 

 

 

 

4.2.2 Architecture 

An input, numerous hidden layers, and an output layer make up a CNN. Convolutional layers, 

activation layers, pooling layers, and fully connected (FC) layers are common hidden layers. 

The first three layers are applied one after the other to aid in feature learning, while the last FC 

layer is employed to aid in categorization. Following layers are the main building blocks of a 

typical CNN: 

Figure 4-3: CNN resemblance with MLP 

 

 

Connec ons	cu ng	 Weights	sharing	



41 

 

 

 

 

4.2.3 Convolutional layers 

The convolutional layer is made up of a number of distinct kernels or filters, each of which is 

convolved with the image separately (Figure 4.4). Convolution is achieved by applying a filter 

over the entire image and taking the dot product between portions of the image and the filter 

along the way. All of the filters are initialized at random, and these are the parameters that the 

network will learn later. The first layers look for simple patterns like lines and corners [34]. As 

we progress through the convolutional layers, the filters perform dot products on the previous 

convolutional layers' input. As a result, they are using the excised parts or edges to create larger 

pieces. 

 

4.2.4  ReLU (Rectified Linear Units) layers: 

ReLU is a nonlinear activation layer. It is applied directly after each convolutional layer. ReLU 

layers reduce the time it takes to train a network (due to their computational efficiency) without 

sacrificing accuracy. Anther function of ReLU layer is to solve the problem of vanishing 

gradient. To all the values in the input volume, ReLU applies the activation function f(x) = 

max (0, x). To put it another way, the layer simply sets all negative numbers to zero. It improves 

the model's nonlinear properties and the entire network's nonlinear properties without affecting 

the convolutional layer's receptive fields. 

Figure 4-4: Representation of Convolution operation 

activation map 
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4.2.5 Pooling layers 

The aim of pooling layer is to decrease the number of computations and parameters of the 

network. There are many non-linear functions that can perform pooling operations such as L2-

norm pooling, average pooling but the most common is max pooling. Max pooling divides the 

image into a set of non-overlapping chunks. It selects the maximum value for each chunk. 

Thus, it reduces the spatial dimension of the input data. There are two main purposes of pooling 

layer. Firstly, it reduces the computational cost by decreasing 75% amount of parameters [35]. 

The second purpose is to control the problem of overfitting. The issue of overfitting happens 

when model is so tuned for the training samples that it can’t generalize for the validation data. 

Figure 4.6 shows an example of how max and average pooling is done. 

 

Figure 4-5: Graph showing ReLU function. 

 

Figure 4-6: Max and average pooling example 
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4.2.6 Fully connected layers 

The convolutional, ReLU and pooling layers are applied repeatedly. The function of FC layers 

is to achieve high level reasoning in CNN model. The output image from the convolutional 

layers has high-level features in it. FC layer adds non-linear combinations of those features. 

Combinations of features is much better than all the features from convolutional layers. 

Neurons in an FC layer have full connections with all activations of previous layers. 

4.3 Motion Classification in videos via ANN and CNN 

Video classification using Deep Neural Network have some basic steps and those steps should 

be done in sequential order. First step is collection of video dataset. Second step is to extract 

frames from video dataset. In the third step we have to extract motion vectors from video 

frames using three step search which is a block matching motion estimation method. Motion 

vectors are extracted from two consecutive frames i.e., from frame 1 and frame 2 similarly 

from frame 2 and frame 3 and so on up to the number of total frames contained in a video 

sequence. In the fourth step, after extracting the values of motion vector, we have to calculate 

magnitude and direction values associated with each motion vector. In the fifth step, we have 

to input magnitude and direction values of motion vectors to Artificial Neural Network and 

find testing and training accuracies for video class prediction. In the sixth step, we have to input 

magnitude and direction values of each motion vector to Convolution Neural Network and 

again find training and testing accuracies as well as class labels. In the end we will compare 

results associated with magnitude and direction values of motion vectors with just frames of 

video sequences. Following figure illustrate the step-by-step methodology for extracting 

motion vectors using block matching motion estimation and feeding the magnitude and 

direction values to Deep Neural Network for video class prediction. 
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Figure 4-7: Step by step representation of proposed methodology 
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CHAPTER 5.  

EXPERIMENTAL RESULTS 

5.1 Databases  

Experimental results are proposed in this section. The results are discussed using a benchmark 

Video Dataset of Hand Gestures. The gesture dataset represents Sign Language Words that can 

be used in Emergency Situations [36]. This dataset was obtained from the Mendeley website. 

5.1.1 Description 

The dataset consists of hand gesture video files for 8 different classes. The dataset represents  

Sign language (ISL) which are accident, lose, thief, call, hot, help, pain and doctor [36]. The 

data is useful for the researchers who wants to work on vision-based automatic sign language 

recognition and hand gesture recognition. Sign language recognition helps the deaf by bridging 

the communication gap that exists between them and the rest of society. The aim of sign 

language communication is to improve sign language recognition [36]. All the gestures are 

dynamic hand gestures except the gesture for doctor. The participants for data collection were 

standing behind a black colored board. The digital camera used for shooting videos was a Sony 

cyber shot with 20.1 mega pixels resolution. Twenty-six people have participated for video 

collection task. There were 12 men and 14 women whose age were ranging from 22 to 26 years. 

Each participant had performed the gesture twice. All the gestures were performed under 

normal lighting conditions with the camera set at a fixed distance. The dataset is divided into 

two folders, one containing the original raw video sequences and the other containing the 

cropped and down sampled video sequences. 
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Figure 5-1: The key frame sequences of the hand gestures of the ISL words 
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Table 5.1: Specifications of dataset 

5.2 Experimental Setup 

In this section, we will describe experimental setup that has been employed to demonstrate the 

efficacy of our algorithm during testing and validation. We ran various simulations to ensure 

accuracy. We used three-step search block matching algorithms to extract motion vectors, and 

Artificial Neural Network and Convolution Neural Network for classifying motion vectors. As 

test materials, we used eight different video sequences of hand gestures in AVI format. 

Accident, lose, thief, help, hot, call, pain, and doctor are the hand gestures. Each video sequence 

contains an average of 70 video frames, which represents a varied range of motion and can 

Sr 

No 

Parameters Specifications 

1 Subject   Pattern Recognition 

2 Specific 

subject area 

Automatic sign language recognition 

3 Type of data Videos 

4 How data were 

acquired 

The participants performing hand gestures were standing behind a 

black colored board. The digital camera used for shooting videos 

was a Sony cyber shot with 20.1 mega pixels resolution 

5 Data format Videos were divided into two sets. First set contains video 

sequences in original form while second set contains videos in crop 

form. Pixel size was 500 x 600 after down sampling the frames.  

6 Parameters for 

data collection 

Camera was kept at a fixed distance. Participants were gathered 

from different parts of India. Their hand and skin tones were also 

different.  
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improve the accuracy of the simulation results. The following are the test conditions: The 

experiments were carried out on Windows Operating System, and the software used for 

experimentations are MATLAB and Python; some parameter settings are shown in the table. 

Table 5.2: Specifications of video frames 

 

Sr 

No 

Parameters Values 

1 Input File Video file of hand gestures (8 classes) 

2 Average Frames 

Extracted 

70 

3 Frame rate 30.0 

4 Source width 601 

5 Source height 501 

6 Images AVI 4:2:0 

7 Block size 35x35 

8 Maximum 

Displacement search 

[7 7] 

9 Match Criteria 

between blocks 

Mean square error 

10   Search Method Three step searches 
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5.3 Experiment Analysis for Artificial Neural Network 

Five layered Neural Network is used in our experiments. These layers are input layer, 2 hidden 

layers, and an output layer. We then have calculated the motion vector for each image frame 

in such a way that first the algorithm calculates the motion vector of frame 1 and frame 2 then 

it calculates the motion vectors of frame 2 and frame 3 then for frame 3 and frame 4 and so on 

up to the total number of video frames for each video sequence. We have then arranged the 

values of motion vectors in a csv file and calculated magnitude and direction values for each 

motion vector. The csv file contained magnitude and direction of motion vectors as well as 

class label. Label contained 8 classes of accident, doctor, call, help, hot, pain, lose and thief. 

We have inputted the .csv file to Artificial Neural Network.  Table shows the proposed ANN 

architecture used for classification. 

Table 5.3: Specification of ANN model 

  

Sr No Parameters Specifications 

1 Model Sequential 

2 No of layers 5 

3 Learning rate 0.001 

4 Loss Categorical Cross entropy 

5 Batch size 32 

6 Epochs 100 

7 Optimizer Adam 
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5.4 Experiment Analysis for Convolution Neural Network 

 Following layers and parameters are included in our proposed CNN architecture. It has proved 

to be the best architecture for our classification problem. 

Input layer: The input layer of CNN receives input data and generates output that is used to 

feed convolution layers. In our case, inputs are magnitudes and directions of motion vectors. 

The parameters that are defining the dimensions of motion vectors are (15 x 15). 

Convolution layers: The function of convolution layer is to convolve the 2-D magnitude and 

direction values with a set of learnable filters. Each filter produces one feature map in the 

output. This model has two convolution layers [33]. The size of receptive fields (kernels) is 

5x5. The zero padding has been set to zero. Stride has been set to one. The first convolution 

layer convolves motion vector values with 32 filters, and the second convolution layer 

convolves motion vector values with 64 filters. The standard deviation was set to 0.0001. 

Pooling layers: The function of pooling layer is to sample the spatial dimension of the input. 

The pooling layer is added after each convolution layer. They are all configured to use 3x3 

receptive fields (spatial extent). The stride has been set to 2. The first pooling layer is in charge 

of most common max operation on the receptive field. The second layer employs average 

pooling. 

ReLU layers: ReLU activation function is a non-linear operator. For convenience we have 

treated it as a layer. This model contains three ReLU layers. The ReLU layer calculates the 

neuron's output for each input value x. The parameters identify whether the negative part 

should be leaked by multiplying it by the slope value (0.01 or so). When this parameter is not 

set, the activation is simply thresholded at 0, which is equal to the basic ReLU function f(x) = 

max (0, x) [34]. 

 Fully connected layers: These layers consider the input and output as a simple vector. Two 

inner product layers are contained in this model.  The fully connected output layer is the last 

layer with softmax as activation function. The number of fully connected output layer is 

determined by the number of classes in the classification problem. Our classification problem 

contains eight output filters for eight classes. Table summarizes the parameters of the CNN 

layers. 
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 Table 5.4: Specifications of CNN model 

 

5.5 Performance Measures  

We used the Confusion matrix as a performance measure for ANN and CNN-based gesture 

data classification in a video sequence. A Confusion matrix is actually an M x M matrix. It is 

utilized to evaluate classification model’s performance. The factor M is the number of target 

classes. The function of matrix is to compare the genuine target values with the machine 

learning model's predictions. We can estimate the performance of classification model using 

confusion matrix. We can visualize the performance of a prediction model in a tabular form. 

Each entry in a confusion matrix signifies the number of predictions made by the model. It 

shows that either the classes were correctly classified or not. It gives us a very simple and 

effective performance metrics for our model. The confusion matrix is comprised of four basic 

characteristics. It defines the classifier's measurement metrics. These four basic characteristics 

are: 

  

Sr NO Parameters Layer 1 Layer 2 Layer 3 Layer 4 

1 Type CONV + 

𝑃OOL𝑚𝑎𝑥 

CONV + 

𝑃OOL𝑎𝑣𝑔 

FC FC 

2 Channels 32 64 64 8 

3 Filter Size 5x5 5x5 -- -- 

4 Convolution Stride 1x1 1x1 -- -- 

5 Pooling size 2x2 2x2 -- -- 

6 Pooling stride 2x2 2x2 -- -- 

7 Padding size 0 0 -- -- 
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1. TP (True Positive): It denotes the number of predictions accurately predicted as positive 

by the classifier. 

2. TN (True Negative): It denotes the number of predictions accurately predicted as 

negative by the classifier 

3. FP (False Positive): It represents the number of times the classifier predicts the negative 

class as positive. 

4. FN (False Negative): It is the number of predictions in which the classifier predicts the 

positive class as negative. 

Most commonly used performance measures for confusion matrix are listed below. The 

performance of an algorithm is based on accuracy, precision, F1 score and recall. The 

performance measures are calculated using the TP, TN, FP, and FN values that were defined 

previously. 

Accuracy: It represents the complete accuracy of classification model. It is the percentage of 

overall samples accurately classified by the classifier. The accuracy calculation (AC) is used 

to calculate the efficacy of the system. The following formula is used for accuracy calculation: 

 

𝐴𝐶𝐶 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
                                                                          (5.1) 
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Misclassification Rate: It shows the proportion of predictions that were not correct. It is also 

known as a Classification Error. We can compute it using the following formula: 

 

𝑀𝐼𝑆 𝑟𝑎𝑡𝑒 =
𝐹𝑃 + 𝐹𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
                                                    (5.2) 

 

Recall: It represents the total positive samples that were correctly classified as positive. True 

Positive Rate (TPR), Sensitivity, and Probability of Detection are other terms for it. The recall 

is determined by dividing the percentage of correctly identified positive inputs by the number 

of positive inputs. It is also referred to as specificity. It is calculated using the following 

equation: 

𝑆𝐸𝑁 = 𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                                           (5.3) 

Precision:  It shows the percentage of entire negative samples correctly predicted as negative 

by the classifier. It is also referred to as the True Negative Rate (TNR). It is also referred to as 

sensitivity. It is calculated using the following equation: 

 

𝑆𝑃𝐸 = 𝑇𝑁𝑅 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
                                                           (5.4) 

F1 score or F measure: It incorporates recall and precision into a single metric. It is the 

harmonic mean of precision and recall in mathematics. It also serves as a measure of the test's 

precision. Its maximum value is 1 and minimum value is 0. 

 

𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2  𝑥 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
                                                                (5.5) 
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5.6 Results 

The results show the accuracy of magnitude and direction values of motion vectors using ANN 

and CNN architectures. The results were also evaluated using video frames of hand gesture 

dataset. 

5.6.1 Classification Results of ANN 

The classification methodology was evaluated on magnitude and direction of motion vectors 

obtained from hand gestures of eight classes like call, accident, help, lose, doctor, hot, thief 

and pain. According to machine learning protocol, the dataset is divided into 80 % and 20 % 

training and testing set respectively. The training data is inputted in mini batches of 32, with a 

learning rate of 0.001 for cost minimization. The iterations used were one hundred to learn the 

data sequence patterns. The experiments were evaluated on combined magnitude and direction 

values of motion vectors for calculation of training and testing accuracies with class labels. 

The training and testing accuracy trend of some iteration (or data fold) of ANN with magnitude 

and directions values is plotted and they showed the ANN model accuracy and model loss 

respectively. ANN model achieved 86% training and 84% testing accuracy when tested with 

magnitude and direction values of motion vectors. 

 

 

 

 

Figure 5-2: ANN model accuracy for 

magnitude and direction values of motion 

vector 

 

 

Figure 5-3: ANN model loss for magnitude 

and direction values of motion vector 

 

Figure 5-2 ANN model accuracy for 

magnitude values of motion vectorFigure 

5-3 ANN model loss for magnitude values 

of motion vector 



55 

 

 

 

 

Classification performance of deep learning ANN model on the magnitude and direction values 

of motion vectors of 8 ISL words. 

 

 

Confusion matrix of ANN showing the correctly predicted 8 classes on principal diagonal using 

magnitude and direction values of motion vectors 

 

 

 

 

 

 

 

 

 

Figure 5-4: Values of performance measures against magnitude and 

direction of motion vectors 

 

 

Figure 5-5: Confusion matrix results for magnitude and direction values of 

motion vectors 
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5.7 Classification results of CNN 

The classification methodology was evaluated on magnitude as well as direction of motion 

vectors obtained from hand gestures of eight classes like call, help, doctor, pain, lose, hot and 

accident According to machine learning protocol, the dataset is divided into 80% and 20% 

training and testing set respectively. The training data is inputted in mini batches of 64, with a 

learning rate of 0.001 for cost minimization. The iterations used were one hundred to learn the 

data sequence patterns. Table 5.5 shows the classification results of CNN. Column 2 depicts 

the input file which was given as input to Convolution Neural Network. The experiments were 

evaluated on concatenated magnitude and direction values of motion vectors for calculation of 

training and testing accuracies. Because we're interacting with motion vectors of frames, the 

basic point is that these motion vectors possess sufficient information to train a model if an 

appropriate set of motion vectors is extracted from each frame of the video sequence. So, in 

order to compare the CNN results of magnitude and direction values of motion vectors we have 

also carried out experiments with frames of video sequences of 8 gestures. Frames of each 

video sequences are given as input to CNN in order to find training and testing accuracies. 

Table 5.5: CNN model accuracy with magnitude and direction values of motion vectors 

 

The training and testing accuracy trend of some iteration (or data fold) of CNN is plotted and 

they showed the CNN model accuracy and model loss respectively. CNN model achieved 90% 

testing accuracy when tested with magnitude and direction values of motion vectors. The 

receiver operating characteristic (ROC) curve illustrates the accuracy of CNN model with 

magnitude and direction values of motion vectors. 

Sr 

no 
Input  Training Accuracy Testing Accuracy 

1 
Magnitude and Direction (Combined) 94% 90% 

2 
Frames of video sequences 100% 99% 
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The classification performances of all the approaches have also been estimated by applying 

the metrics for recall, precision and F-score values. These values correspond to each gesture 

class as shown in the following figures 

 

 

 

 

 

 

 

 

 

Figure 5-6: CNN model accuracy for 

magnitude and direction values of motion 

vector 

 

 

Figure 5-7: CNN model loss for 

magnitude and direction values of 

motion vector  

Figure 5-8: Values of performance measures against magnitude and 

direction of motion vectors 
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Confusion matrix of CNN showing the correctly predicted 8 classes on principal diagonal 

using magnitude and direction values of motion vectors. 

Experiments were also carried out on entire frames of video sequences in order to compare the 

results with magnitude and direction values of motion vectors. The training and testing 

accuracy trend of some iteration (or data fold) of CNN is plotted and they showed the CNN 

model accuracy and model loss respectively. CNN model achieved 99% testing accuracy when 

tested with just frames of video sequences 

The receiver operating characteristic (ROC) curve illustrates the accuracy of classifying frames 

of 8 video sequences.  

 

Figure 5-9: Confusion matrix result for magnitude and direction values of motion 

vectors 

 

Figure 5-2 Confusion matrix result for direction values of motion 

vectorsFigure 5-3 Confusion matrix result for magnitude values of motion 

vectors 

Figure 5-10: CNN model accuracy for video 

frame classification 

 

 

Figure 5-11: CNN model loss for video frame 

classification 
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The classification performances of all the approaches have also been estimated by applying the 

metrics for recall, precision and F-score values. These values correspond to each gesture class 

as shown in the following figures 

 

Confusion matrix of CNN showing the correctly predicted 8 classes on principal diagonal using 

frames of video sequences. 

5.8 Comparisons 

Comparison of results showed that although the accuracy is much better when classification is 

performed by giving frames as an input to CNN, but it requires high computational complexity 

Figure 5-12: Values of performance measures for video frame 

classification 

 

 

Figure 5-13: Confusion matrix result for video frame of each gesture 
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while processing each pixel of video frames rather than just magnitude and direction values of 

motion vectors. Our classification approach is fundamentally different from other methods and 

produces significantly better results as it requires less computational time, and less memory 

requirements. Comparison is also performed with other research on video classification. The 

researchers have used different CNN models and datasets for video classification task. 

Following table illustrates the performance of different deep learning models on different 

datasets  

Table 5.6:  Different DNN techniques for video classification 

S. 

No 

Paper Dataset Technique Score/Accuracy 

 

1 

Pedestrian Movement 

Direction Recognition 

using Convolution Neural 

Network 

 

Daimler dataset 

 

AlexNet, Google 

LeNet and ResNet 

 

79% 

2 Multilayer and Multimodal 

fusion of Deep Neural 

Networks for video 

classification 

UCF101 

And 

HMDB51 

 

2D CNN 

91.6% and 61.8% 

 

3 

Exploring inter-feature and 

inter-class Relationships 

with Deep Neural 

Networks for video 

Classification 

 

Hollywood2, Columbia 

Consumer Videos, 

 

Deep Neural 

Network 

 

65.7% 

 

4 

 

BlockNet: A Deep 

Neural Network for 

Block-Based Motion 

Estimation using 

Representative 

matching 

 

Flying Chairs dataset 

 

BlockNet 

 

 

70% 

 

5 

Action Recognition in 

Video Sequences using 

 

     UCF101, HMDB51 

LSTM and CNN 
 

75% 
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Deep Bi-Directional 

LSTM with CNN features 

       And Action YouTube 

 

6 

A Novel key frame 

extraction method for 

video classification using 

Deep Neural Network 

 

KTH and UCF-101 

ConvLstm 

VGG-16 

 

67.39% 

 

7 

Large scale video 

classification with 

Convolution Neural 

Network 

 

UCF-101 and sports 1M 

dataset 

      CNN 
 

65.4% 

 

8 

Learning Deep trajectory 

descriptor for action 

recognition in videos 

using Deep Neural 

Network 

 

KTH and UCF-50 

       DNN 
 

95.6% on KTH and     

92.4 on UCF-50 

 

9 

Compressed Domain 

video classification with 

deep neural network 

 

UCF-101 and HMDB-51 

3D CNN 
  77.5% on UCF and  

   49.5% on HMDB 

 

10 

Hand gestures for 

emergency situations: A 

video dataset based on 

words from Indian Sign 

Language 

 

Hand gesture dataset with 

8 classes 

GoogleNet and 

 LSTM, SVM 

  90% with SVM 

  And 96.25% with     

Google Net 
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CHAPTER 6.  
CONCLUSION & FUTURE WORK 

6.1 Conclusion 

We have proposed an efficient classification of motion in video data by using deep neural 

network. This method reduces the computation time for video classification using the idea of 

motion vectors.  First motion vectors were extracted from whole video frames and their 

magnitude and direction values were calculated. By using just magnitude and direction values 

of motion vectors we have classified motion in video data by using deep neural network. This 

is an efficient way of classifying motion in video data as it requires less computational 

complexity, memory requirements and helps to reduce the redundant information in video 

frames. Experimental findings on popular hand gesture benchmarks for emergency situations 

have revealed that our method works well than other alternative techniques. When comparison 

is performed with traditional machine learning models trained on the same dataset, our 

classification results on hand gesture dataset revealed enhanced accuracy obtained by ANN 

and CNN. Furthermore, in terms of model training, the proposed method is comparable to, if 

not faster than, conventional methods, which is essential for large-scale applications. We have 

also compared the results of our proposed methodology with the accuracy achieved by 

inputting just frames of video sequence to DNN. Comparisons of results showed that although 

the DNN classification accuracy with frames of video data is higher than the magnitude and 

direction values of motion vectors, but our methodology gives a significant reduction in terms 

of computational time and cost when compared to the frames of video data. In particular, we 

have evaluated our model on the Sign language dataset for emergency situation and showed 

that our method is computationally less expensive while giving an approximately similar 

performance as of video frames. 

6.2 Contribution 

• Efficient classification of motion in video data by inputting magnitude and direction 

values of motion vectors to ANN. 

• Efficient classification of motion in video data by inputting magnitude and direction 

values of motion vectors to CNN. 
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• Review & comparison of recent techniques for efficient video classification task. 

6.3 Future Work 

Future work can explore different DNN architectures for classification of video data such as 

Google net, VGG 16 and VGG 19 etc. Also, strategies to extract motion vectors for improving 

the accuracy can be discovered. Our methodology can be tested on other benchmark datasets 

including UCF-101, YouTube videos and HMDB51. To overcome the limitations of the video 

classification is the trends and opportunity for the researcher. To classify longer video, to 

recognize multiple action in video, to find correlation among different videos, classification of 

multiple objects action in the video and live steaming game video prediction are also trending 

and future work in video classification using DNN. 
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