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Abstract 

DNA Microarray technology is a valuable advancement in medical field but it gives birth 

to many challenges like curse of dimensionality, storage and computational requirements.  

Feature Selection is one way to handle these issues. To overcome the issues and challenges 

associated with microarray cancer dataset and not to compromise over relevancy, optimality and 

to improve the performance of metaheuristic Genetic Algorithm based wrappers, in this paper we 

have proposed, a multiple filters and GA wrapper based hybrid feature selection approach (MF-

GARF) that incorporates Random forest as fitness evaluator of features. The proposed hybrid 

approach MF-GARF is comprised of three phases relevancy block; containing information 

theory based filters Information Gain, Gain Ratio and Gini Index, responsible for ensuring 

relevancy and removal of irrelevant and noisy features. Second phase is Redundancy block; 

incorporating Pearson Correlation statistics to remove redundancy among features, and then final 

phase Optimization Block; containing Genetic Algorithm wrapper with Random Forest as fitness 

evaluator, responsible for generating an optimal feature subset with high predictive power. 

Random Forest, kNN, Naïve Bayes and SVM within a 10-fold cross validation setup is used to 

calculate the classification accuracy of selected optimal feature subset. Experiments are carried 

out on 7 publically available benchmark binary and multiclass Microarray gene expression 

cancer datasets and the proposed algorithm has achieved good accuracy with minimal selected 

features for all datasets. The thorough comparison with other state of the art GA based and other 

metaheuristic hybrid techniques validates the effectiveness of our proposed approach in terms of 

features count and classification accuracy. 

 

Key Words:  Genetic Algorithm, Microarray Gene Expression Datasets, Feature Selection, 

Information Gain, Gini Index, Gain Ratio, Correlation, Random Forest, Hybrid, Wrapper, 

Filter, Microarray Cancer Dataset, Gene Selection
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CHAPTER 1: INTRODUCTION 

Data is too diverse. Diversity of data has made feature selection a fundamental step for 

many data mining tasks, especially for processing of high dimensional data like microarray 

datasets comprising of more than thousands of features and small set of samples.  The rapid 

growth of data gives birth to many challenges like curse of dimensionality, storage and 

computational requirements. Gathering data is not a problem but obtaining meaningful 

information from raw data is critically important. The abundance of data demands optimal and 

efficient algorithms to process raw data to retrieve useful information [1] [2]. 

 

1.1 Microarray Technology 

DNA Microarray technology [3][4] is a valuable advancement in medical field that 

facilitates medical specialists in monitoring and profiling gene expressions of an organisms. 

With the help of this technology, biologist can profile thousands of gene expressions in a single 

experiment. A microarray, also known as DNA chip, is basically a glass slide on to which DNA 

particles are fixed in a methodical way at specific areas called spots. A microarray may contain a 

large number of spots and each spot may contain million duplicates of indistinguishable DNA 

molecules that corresponds to a gene. Microarray Technology has several types e.g. Bacterial 

Artificial Chromosomes (BAC) microarrays, Oligonucleotide microarrays, Single Nucleotide 

Polymorphism (SNP) microarrays, and complementary DNA (cDNA) microarrays. Main 

application of microarray technology is profiling of cancer gene expressions. Firstly, RNA is 

extracted from the cell, then reverse transcription of extracted RNA molecules to cDNA is done 

with the help of the enzymes. Green, red, yellow and black fluorescent dyes are used to label cell 

samples satisfying particular conditions (for say, red for tumor and green for normal) and then 

hybridized on a single glass. After this, hybridized microarrays are scanned at suitable 

wavelengths, and finally an image is generated which is processed to obtain gene expression 

data. 

DNA chip can profile thousands of genes, but not all gene expressions contribute to the diagnosis 

of a disease. Microarray gene expression dataset contains plenty of irrelevant and redundant 

genes that may halt the process of correct diagnosis of a disease [4].  
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Figure 1.1-1: Process of  Microarray Genes Expression Profiling 

1.2 Microarray Gene Expression Analysis 

The process of analyzing the gene expression dataset to find out the most informative 

genes from the pool of noisy, redundant and irrelevant is known as Microarray Gene expression 

analysis [4]. Analysis of microarray gene expression datasets is a crucial task to resolve the 

issues and challenges associated with them. Moreover, it helps the biologist to tackle things and 

interpret microarray datasets at molecular level. Classification of microarray gene expressions is 

a NP hard problem [3], it contains thousands of genes and small sample size, that gives birth to 

the issue of curse of dimensionality. To deal with the issue of high dimensionality and low 

sparsity, dimensionality reduction is one solution [5]. Dimensionality reduction [6] in terms of 

feature (gene) selection is of great interest as large number of features (genes) and small sample 

size leads to overfitting of model, poor model learning, erroneous predictions. Moreover, model 

construction and learning over such dataset are computationally expensive and inefficient.  

In data sciences, feature selection [7][8] is one of the most important concept. Feature 

selection aims to select the feature subset from the original feature set based on feature relevancy 

and redundancy. The selection of good and most relevant features directly influences the 

performance of training model. The training of model on relevant features positively impacts the 

accuracy of model while it impacts negatively if learning of model is carried out on irrelevant or 

partially relevant features.      
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The process of selection of features that contribute more to the accurate prediction can be 

performed manually or automatically using statistical and model based learning approaches.  

Generally, Feature selection strategies are classified into four categories, filters, wrapper, 

embedded and hybrid. Filters select features by evaluating each feature individually and scoring 

statistically without using the heuristics of any classifier. Wrapper evaluate features using 

performance accuracy of the classifiers and are more efficient in terms of performance than filter 

but are computationally expensive. Embedded approach embeds feature selection in learning 

algorithm. Hybrid is a combination of any of the two or more feature selection approaches to 

overcome the issues associated with the individual approach and merge the goodness of the 

combined approaches. 

1.3 Problem Definition and Challenges 

Feature selection of microarray gene expression dataset also known as Gene selection as 

a research domain, poses many serious challenges. 

1. The challenges originate from the exclusive natural environment of the prevailing 

gene expression dataset; where almost all of these datasets have instances below 200 

against hundreds and thousands of features.  

2. There are only a few features (genes) among these thousands of genes that are 

relevant to predictive class. 

3. The noise is inherent in these gene expression datasets due to natural or technical 

reasons. 

4. Another challenge is associated with the application area, for say, the accuracy is an 

important criterion in cancer classification process. But, in cancer domain we don’t 

have to just achieve accuracy, but biological relevancy and reliability too. 

5. Traditional classifier lacks the capability to classify high dimensional datasets. 

 

1.4 Motivation 

            Microarray gene expression dataset contains thousands of genes and few instances. The 

high dimensionality and low sparsity of Microarray datasets pose serious challenges for data 

mining. Not all features (genes) contribute to the prediction of a disease. Such dataset contains 
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noisy and irrelevant features that negatively impact the model training and ultimately the 

prediction accuracy of the standard classifiers. The processing of such kind of data and 

extracting useful information from it, is a tedious task. Challenges associated with microarray 

cancer datasets [5] are curse of dimensionality, low sparsity, noise, redundancy and irrelevancy. 

Standard classifiers lack capabilities to deal with these challenges all in all and fail to classify the 

correct classes. Feature selection is an effective way to solve these issues of microarray datasets. 

It is a common preprocessing techniques in data mining tasks to enhance the efficiency of 

classifiers. Major concern in feature selection is to select a subset of features incorporating 

maximum relevancy and minimum redundancy. The analysis and classification of microarray 

dataset are an active research area in biomedical field, specially there is great demand for novel 

and reliable approaches of feature (gene) selection for microarray cancer dataset to classify the 

deadly diseases.  

 This thesis presents a novel hybrid approach based on multiple tree based filters and GA 

wrapper with an aim to create a small informative and optimal feature pool for classification of 

microarray cancer datasets free from noisy, irrelevant and redundant features. At stage one, for 

relevancy analysis of microarray cancer gene expression datasets tree based filters i.e. 

Information gain [9], Gain ratio [10], and Gini index [11] are used. In second stage, the 

Correlation filter [12] is used to remove the redundancy from set of informative genes. And then 

in final stage, further refinement of feature pool into an optimal subset is carried out using a 

promising bio-inspired evolutionary Genetic Algorithm [13] wrapper which achieves best 

prediction accuracy. Each Filter technique has its own plus points and weaknesses. But relying 

on just one filter technique results in biasness. So in this hybrid approach we are incorporating 

features ranked by each filter into a unified feature set meeting a specific threshold criterion and 

then pass it to the starting space of GA wrapper for refinement and optimization. 
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Figure 1.4-1: Block Diagram of Proposed Hybrid Approach 

1.5 Thesis Objective and Contribution 

The main objective of this study is to achieve an optimal subset for microarray cancer 

dataset with high predictive power, so they can identify the cancer type. Secondly improve the 

performance of Genetic Algorithm based wrapper in terms of classification accuracy.  

This thesis presents a novel hybrid approach based on multiple information theory based 

filters and Genetic Algorithm based wrapper with an aim to create a small informative and 

optimal feature pool for classification of microarray cancer datasets free from noisy, irrelevant 

and redundant features.  
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The introduction of multiple filters as a preprocessor, improves the performance of 

Genetic Algorithm based wrapper for high dimensional Microarray Gene Expression Dataset. 

And finally the selected features (genes) boost the performance of traditional classifiers too.   

1.6 Thesis Structure 

The structure of thesis is as follow. The chapter 2 discusses about the feature selection 

approaches. Chapter 3 provides a detailed literature review of existing feature selection 

approaches and analyses the gaps in literature. Chapter 4 gives the overview of proposed 

methodology, the techniques and classifier it has employed, implementation details and the flow 

chart to depict the flow of proposed methodology. Chapter 5 covers the experimental setup, 

datasets and results. Chapter 6 presents the conclusion and suggest future direction. 
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CHAPTER 2: DIMENSIOALITY REDUCTION 

 

There are two main approaches for dimensionality reduction, feature extraction and 

feature selection. Feature Extraction [5] is also known as transformation; it transforms the 

original feature set into a new reduced feature set comprising of meaningful information based 

on combination of original features. It’s an effective approach for dimensionality reduction but 

lack interpretability. Principal Component Analysis [14], Latent semantic analysis [15], Linear 

Discriminant Analysis [15], Independent component analysis [17] etc. are some examples of 

feature extraction techniques. 

Feature Selection [5], on the other hand, is a process of selecting a feature subset from 

original feature set comprising of most relevant information with respect to the target class. It 

does not involve transformation thus retain the interpretability and originality of each selected 

feature, unlike feature extraction. Information Gain[9], Gini Index[10], Chi Squares[11], 

Correlation[12], Genetic Algorithm[9][13], Lasso[18] etc. are some example of feature selection 

techniques. 

In this section we cover the overview of feature selection, stages of feature selection and feature 

selection models. 

2.1 Overview of Feature Selection 

 In data sciences, feature selection is one of the most important concept. Feature selection 

aims to select the feature subset from the original feature set based on feature relevancy and 

redundancy. The selection of good and most relevant features directly influences the 

performance of training model. The training of model on relevant features positively impacts the 

accuracy of model while it impacts negatively if learning of model is carried out on irrelevant or 

partially relevant features.  

Traditionally, mostly feature selection techniques work to look for relevant features 

leaving redundant features unattended thus negatively impacting model leaning process. Yu and 

Liu [19] has redefined traditional framework for feature selection and improvised three disjoint 

categorizes of features into four categories. They have involved redundancy as a considerable 

trait of feature to ponder over. The categories are: (1) irrelevant features, (2) weakly relevant and 
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redundant features, (3) weakly relevant but non-redundant features, and (4) strongly relevant 

features. 

Irrelevant and noisy features are the least important and worthless features containing no 

useful information, thus do not contribute to the predicting power of model. Weakly relevant 

feature can play an effective role but only if they are non-redundant, because redundant features 

being highly correlated to each other and having similar ranking disturb the target distribution. 

So it’s better to remove irrelevant and redundant feature. Strongly relevant features play the most 

influential role in classification. They positively affect the discriminative power and prediction 

accuracy of model. Optimal feature subset is usually composed of features falling in last two 

categories. Therefore, in order to build a good predicting model, target should be to come up 

with a feature subset containing strongly relevant feature and non-redundant-weakly relevant 

features, eliminating noisy and irrelevant features. Fig. 3 shows feature categorization based on 

relevancy and redundancy. 

    

Irrelevant Feature

(1)

Weakly Relevant and 
Redundant Features

(2)
Weakly Relevant but 

non-redundant 
Features

(3)

Strongly Relevant 
Features

(4)

Optimal Feature Subset
 

Figure 2.1-1: Categories of Features 

. 

 Yu and Liu [19] have defined feature redundancy formally, and introduced redundancy 

analysis in feature selection traditional framework analyzing the relationship of feature relevancy 

and redundancy.  

Thus, Feature selection can be viewed as the process of identifying and removing as 

many irrelevant and redundant features as possible.  Motivation of this study is to create a small 
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feature pool using fast filters considering both redundancy and relevancy analysis, further refine 

the feature pool into an optimal subset using promising wrapper to achieve better prediction 

accuracy.  

2.2 Stages of Feature Selection 

Feature selection [5] is a process of searching a subset from original set of features incorporating 

highly informative features with maximum relevancy to the target class and minimum 

redundancy. And this process of selection is comprised of four main stages as shown in the 

figure 2.2-1. And every stage carries an influence on overall performance of feature selection 

process. 

Feature Subset 
Evaluation

Stopping Criteria

Feature Subset 
Generation

Data Retrieval

Validation of Final 
Result

Original Feature
 Set

Candidate 
Feature Subset

Best
 Candidate Subset

NO

YES

1 2

4

3

 

Figure 2.2-1: Stages of Feature Selection Process 
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2.3 Feature Selection Strategies 

            Generally, Feature evaluation strategies are classified into four categories, filters, 

wrapper, embedded and hybrid. But recently, a new feature selection strategy is developed, 

called ensemble feature selection. 

 

2.3.1 Filters 

            Filters [20] are the most commonly used features selection strategy that selects feature 

based on the intrinsic properties of data without any direct involvement of learning algorithms or 

classifiers. Filter are also known as open loop methods. Filter algorithms measure the feature 

traits using typically four types of evaluation functions based on information, distance, 

dependence, and consistency and rank the features accordingly. Filter score features statistically 

independent of any classifier that’s why they are computationally inexpensive and more 

efficient. And easy to scale up for high dimensional datasets. Being independent of any learning 

algorithm, filters methods are unbiased and provide a generalized resultant output for all kind of 

classifiers.  

TESTING 
DATA

TRAINING 
DATA

RAW 
DATASET

SEARCH STRATEGY

FEATURE 
EVALAUATION 

METHOD

FEATURE SUBSET INFORMATION CONTENT

FILTER

CLASSIFIER

REDUCED 
DIMESIONS

BEST CANDIDATE SUBSET

PREDICTION 
ACCURACY

 

Figure 2.3-1: Framework of Filter Approach 

 

There exist so many feature ranking and selection methods. There are two broad categories of 

filter methods. 

 Univariate Filters 
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 Multivariate Filters 

The univariate filter uses feature evaluation function (FEF) for scoring each feature considering 

ability of features to differentiate different classes from each other. Few examples of feature 

evaluation functions are Information gain, Mutual Information [25], Chi Square [26] and Gini 

Index. 

Major issue with FEF’s resultant feature subset is that features despite of being highly scored are 

redundant with respect to each other. Sometime it happens that resultant feature subset, though 

have highly scored features, fails to separate the overlapped classes while low scored feature 

despite of having capability to separate overlapped classes fail to make their mark in resultant 

feature subset because of their low scores.  

Univariate filters evaluate the relevance of features independently while Multivariate filter, on 

the other hand, perform better by handling not only relevancy but redundancy by considering the 

correlation among the features. But, multivariate filters are computationally expensive than 

univariate filters. Examples of multivariate filters are correlation based feature selection, and fast 

correlation based feature selection. 

2.3.2 Wrapper 

Wrapper approach [21], also known as a closed loop method, is an efficient feature selection 

strategy. It performs feature selection considering the performance evaluation by learning 

algorithm or classifier. Wrappers are generally categorized as deterministic and randomized 

wrappers. Randomized wrapper approaches generally generate better results but are 

computationally expensive than deterministic wrapper approaches. Few examples of wrapper 

approaches are Forward elimination, Backward elimination, Genetic Algorithm and Beam 

Search Algorithm. 
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Figure 2.3-2: Framework of Wrapper Approach 

 

2.3.3 Embedded 

Embedded [22] approach is quite similar to the wrapper approach in performance but 

comparatively more computationally tractable, it embeds feature selection within induction 

algorithm and uses its properties as an evaluation function. It is less prone to overfitting as 

compared to wrapper but computationally expensive for high dimensional datasets. It also 

considers the dependencies among the features but specific to learning to algorithm.   
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Figure 2.3-3: Framework of Embedded Approach 
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2.3.4 Hybrid 

Hybrid is generally a combination of two or more feature selection strategies. It can either be 

combination of more than one filters or a filter-wrapper, filter-embedded or wrapper-embedded 

approaches. The most common hybrid method in literature is of filter- wrapper combination [23]. 

The advantage of hybrid over other techniques is that it merges the advantages or positive 

aspects of two or more different techniques thus overshadowing the negative aspects of these 

incorporated strategies. For say, in a filter-wrapper combination, using filters as a preprocessor 

for removal of noisy and irrelevant features, minimize the initial search space for wrapper and 

improves performance and overall computational cost. 

2.3.5 Ensemble 

Ensemble approach [24] is new to the court of feature selection strategies. It does not depend on 

the feature ranking done by only one feature evaluator instead ranking of features is finalized by 

aggregating the ranking given by multiple feature selectors. It is developed to overcome the 

instability issues of different feature selection algorithm. It’s a good option for high dimensional 

dataset as it generates a stable feature subset, but again as this technique is dependent on multiple 

feature selectors so it would be quite computationally expensive. 
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Figure 2.3-4: Framework of Hybrid Approach 
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Figure 2.3-5: Framework of Ensemble Approach 
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Each feature selection strategy has its own pros and cons, but the main aim of feature 

selection is to select a subset of features incorporating maximum relevancy and minimum 

redundancy. 

This is because[19]:  

a) irrelevant features do not have discriminative power, play no role in model learning 

performance, thus removing irrelevant feature ensures better model performance. 

b) redundant features that might be relevant but repetitive, do not contribute any additional 

information to model thus removing one of them do not affect the model learning process. 

 

The table 2.3-1 presents a summary of characteristics of all feature selection methods. All 

feature selection methods are classifier dependent except filter methods, that’s why filter 

methods are fast and computationally inexpensive in comparison to other techniques. Wrapper 

method are highly computational expensive than filters, that’s the reason hybrid approaches are 

preferred over wrappers to overcome the risk of overfitting and computational cost. All feature 

selection methods except filter consider feature interaction that why their resultant feature are 

more stable.   

 

Table 2.3-1 : Characteristics of Feature Selection Strategies 

Characteristics 

 

 

Classifier 

Dependence 

(Yes/No) 

Account 

Feature 

Dependence 

(Yes/No) 

Computationally 

Intensive 

(Less/ Highly/ 

Moderately) 

Risk of 

Overfitting 

(Low/Medium/ 

High) 

Scalable 

(Yes/No) 

Coverage 

F
ea

tu
re

 S
el

e
ct

io
n

 S
tr

a
te

g
ie

s 

Filter No  No Less Low  Yes Relevancy 

Wrapper Yes Yes Highly High No Relevancy 

and 

Redundancy 

Embedded Yes 

(Highly 

Dependent)  

Yes Highly (Better 

than wrappers) 

Medium No Relevancy 

and 

Redundancy 

Hybrid Yes Yes Moderately  Low No Features 

Optimality 

Ensemble Yes Yes Highly Low No Reliability 

and 

Stability 
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CHAPTER 3: LITERATURE REVIEW 

DNA Microarray technology (DNA-chip) has made collection of gene expression data much 

easier. It can profile thousands of gene expressions in single experiment. Nowadays, the DNA-

Chip, an advanced technology is widely used in biomedical research area for profiling cancer 

gene expression data [3]. But, advancement in technology such as next generation sequencing, 

mass spectrometry and microarrays, gives birth to plenty of serious challenges. Many studies 

have analyzed these gene expression datasets for classification of diseases and to identify its 

subtypes using various data mining techniques. Microarray datasets have large dimensions and 

low sparsity issues due to which basic data mining algorithms do not perform well and fail to 

predict disease accurately.  

Problem Associated with Microarray Datasets are as follow: -   

 Microarray Gene Expression Dataset is a high dimensional data, it contains thousands of 

feature and few instances. That results in curse of dimensionality issue. That can lead to 

overfitting of machine learning algorithms.   

 The biggest issue associated with microarray dataset set is irrelevant and redundant 

features that effect the discriminative powers of features, impacts model training and 

ultimately results in bad classification accuracies. 

 Limited number of instances in microarray dataset are in un-balanced state i.e. instances 

are not equally divided among each class, effects training and testing data splits. 

 

When we have high dimensional datasets the main challenge is to select a feature subset 

that is reliable and has the discriminative powers to correctly predict the target class. In an 

attempt to overcome these challenges and issues, dimensionality reduction and feature (gene) 

selection algorithm have been applied. In this section we have discussed the existing state of the 

art filter, wrapper and hybrid approaches for supervised feature selection of microarray caner 

datasets. For that purpose, we have focused on the literature of recent 10 years spanning from 

2010 to 2019. And the databases we have searched for literature include IEEE, Springer, Science 

Direct, Hindawi, and ACM.      
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3.1 Filters approaches for feature selection  

Filter techniques because of it generalization properties have been used by many 

researchers for feature selection of microarray cancer datasets. The recent researches has 

presented many novel filter approaches to rank features like Hidden Markov’s Model (HMM) 

[27], X- variance [28], Mutual congestion [28], Qualitative Mutual Information [29] used Mutual 

information (MI) with Random forest feature importance,  Pareto based feature Ranking 

technique [30] for multi-objective optimization, Partial Maximum Correlation Information 

(PMCI) [31], a multiple synergy filter based feature selection approach that assesses feature 

importance by extracting orthogonal components from feature space. Correlation based feature 

selection [32], mRMR [33] approach that covers both the relevancy and redundancy in parallel 

manner.  

 

Table 3.1-1: Description of Reviewed Filter Approaches for Feature (Genes) Selection 

Literature Proposed 

Filter Gene 

selection 

approach 

Classifier Microarray Cancer 

Datasets 

 

Performance 

Validation Criteria 

[27] Hidden 

Markov’s 

Model 

(HMM) 

 SVM  Prostate 

 DLBCL 

 Leukemia 

LOOCV 

[28] X-Variance / 

Mutual 

Congestion 

 NB 

 DT 

 SVM 

 Colon 

 CNS 

 Leukemia1 

 Leukemia2 

 DLBCL 

 Prostate 

Accuracy, Specificity, 

Sensitivity 

[29] Qualitative 

Mutual 

Information 

(QMI) 

 

 NB 

 C4.5 

 IB1 

 Breast 

 Colon 

 Leukemia 

Classification 

Accuracies 

[30] Pareto Based 

Feature 

Ranking 

 NB 

 kNN 

 ANN 

 Leukemia 

 CNS 

 Prostate 

 Lung 

 Colon 

 DLBCL 

Accuracy, Specificity, 

Sensitivity 
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[31] Partial 

Maximum 

Correlation 

Information 

(PMCI) 

 SVM 

 RF 

 GLI 

 Prostate(GE) 

 Leukemia 

Kappa, Jackknife CV 

 

[32] Correlation 

Based  Feature 

Selection 

 C4.5 

 CART 

 Leukemia 

 High Grade 

Glioma Dataset 

Classification 

Accuracies 

[33] Improved 

Maximum 

Relevance 

Minimum 

Redundancy 

(mRMR) 

 

__ 

 Prostate 

 Childhood 

Leukemia 

 Ovarian Cancer 

 Leukemia 

10 fold cross 

validation, AUC, F-

Score, Average 

Correlation,  

Accuracy, Specificity, 

and Sensitivity 

[34] IG-TR 

CCA-TR 

 Resilient 

Propagation 

 Back 

Propagation 

 Manhattan 

Propagation 

 SVM 

 Leukemia 

 Medulloblastoma 

 Lymphoma 

 Prostate 

KSI, BCR, BER 

 

In this table 3.1-1 we have covered literature review of recent filter feature selection 

methods for microarray gene expression datasets, these recent techniques are improved version 

of existing feature ranking methods or few are combinations of multiple feature ranking methods 

[27] [30] [34] are better than traditional filter approaches. Momenzadeh et al [27] topology of 

HMM combined five feature ranking methods ROC, t-Test, Bhattacharya distance, Wilcoxon 

Test and entropy. The proposed model performed better than the individual feature feature 

ranking techniques mentioned earlier. Another paper [30] proposed a Pareto based feature 

Ranking technique for multi-objective optimization, it involved 7 ranking techniques Signal to 

Noise Ratio (SNR), Information Gain (IG), Pearson Correlation Coefficient (PCC), Kruskal-

Wallis test, Fisher-  Score, t-Test and Relief-F to create Pareto model to rank features and 

perform gene selection. This method has not relied on just one feature ranking method instead 

considered 7 ranking methods. At once the proposed filter technique use combination of only 2 

out of 7 ranking criteria to create 21 Pareto Ranking Model and evaluated these model using 3 

standard classifiers k- Nearest Neighbors (kNN), NB and Artificial Neural Network (ANN). 
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Alirezanejad et al paper [28] present two filter approaches X-Variance and Mutual 

Congestion to improve the performance of 3 standard classifiers Naïve Bayes (NB), Decision 

Tree (DT) and Support Vector Machine (SVM) for classification of biomedical datasets. X- 

variance rank features by considering the internal attributes of features while Mutual congestion 

rank features on the basis of frequencies of instances in intersection region of features. The 

experiments were carried out on 8 biomedical datasets including 6 high dimensional microarray 

datasets. Experiments conclude that Mutual Congestion performs better for high dimensional 

datasets while for low dimension, X variance is a better option. Accuracies achieved for 

microarray datasets were within a range of (70%-90%) which are definitely not exception for the 

bioinformatics datasets. Moreover, in this paper the researcher has also tried both filters in 

combination as XV- MC and MC-XV but results were not satisfactory. 

[29] proposed a filter approach called Qualitative Mutual Information for Gene selection. 

The proposed filter approach combined information-based filter approach mutual information 

(MI) with Random forest feature importance to rank each feature and then assessed the quality of 

selected features using three standard classifiers Naïve Bayes (NB), C4.5, Instance Based 

Classifier (IB1). Accuracies achieved by proposed filter were good but no. of selected feature 

were too large.  

All these filters are most recent approach and much better than traditional feature ranking 

approaches but still they lack the capabilities to produces lesser number of features when it 

comes to microarray dataset, and for most of these techniques classification accuracies range 

between 70%-90% and features count was around 100. 

Filter based Feature selection has more generalization properties as compared to other 

approaches but they lack the capabilities to reduce the dimensions in case of high dimensional 

datasets [28] and thus do not generate the good prediction accuracies [29].  To overcome the 

drawbacks associated with filter approaches, wrapper and hybrid approaches are proposed that 

involve the heuristics of classifiers to evaluate the performance of selected features. 

 

3.2 Wrapper Approaches for Feature Selection 

In wrapper approach, search process is wrapped around an induction algorithm usually a 

classifier. And, the performance accuracy or classification error rate of the classifier is used to 
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evaluate the selection of best feature subset. Wrapper are more efficient than filters in terms of 

performance as it considers the correlation among features and directly incorporates the biases of 

induction algorithm. Many studies has proposed wrapper based approaches for feature selection 

of microarray cancer datasets like PSO-SVM [35], GA- SVM [35], ABC-SVM [35], FF-SVM 

[36], HS-GA [37], ACO-SVM [38], BPSO-CGA [39], and HPSO-LS [40]. Wrapper methods are 

better alternative to filters for supervised learning problems being efficient in performance but 

are computationally expensive, hence require plenty of computational resources for high 

dimensional datasets. Moreover, wrapper models are prone to overfitting, calling classifier again 

and again for the evaluation of each feature subset results in overfitting. Table 3.2-1 presents 

description of reviewed wrapper approaches. 

 

Table 3.2-1: Literature Review on Wrapper Approaches for Feature (Genes) Selection 

Literature Proposed 

Wrapper 

Gene 

selection 

approach 

Classifier Microarray Cancer 

Datasets 

(Binary Class) 

Performance 

Validation Criteria 

[36] FF-SVM  SVM 
 Colon 

 Leukemia 

 Lung 

LOOCV 

[35] PSO-SVM  SVM 
 Colon 

 Leukemia 

 Lung 

LOOCV 

[35] ABC-SVM  SVM 
 Colon 

 Leukemia 

 Lung 

LOOCV 

[38] ACO-SVM  NB 

 DT 

 kNN 

 Rules 

Induction 

 Colon 

 CNS 

 Leukemia 

 Breast Cancer 

 Ovarian 

F-measure, ROC 

[38] GA-SVM  SVM 
 Colon 

 Leukemia 

 Lung 

LOOCV 
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[37] HSGAFS  NN 
 Colon 

 Lymphoma 

 Leukemia 

 

10 fold Cross 

Validation 

[39] BPSO-SVM  SVM 
 Leukemia 

 Prostate 

 Colon 

 Lung 

 Lymphoma 

LOOCV 

[39] BPSO-CGA  kNN 
 Colon 

 Leukemia 

 Prostate 

LOOCV 

[40] HPSO-LS  1NN 
 Colon 

 Lymphoma 

 Leukemia 

Classification 

Accuracy 

 

3.3 Hybrid Approaches for Feature Selection 

Hybrid approach for feature selection is either combination of same or two or more 

different techniques, with an aim to combine the best traits of combined feature selection 

approaches. The most common hybrid combination is of filter and wrapper. In which filters are 

generally employed as a preprocessor for the later stage i.e. wrapper, as it statistically scores the 

features and pool out the informative genes using less computational resources. Features with 

high ranking or scores are saved and used as initial search space for wrappers, that uses the 

heuristic of learning algorithms to calculate the prediction accuracies of different feature 

candidate subsets and opt out the most accurate candidate subset. Practically, any combination of 

filter and wrapper can be used for constructing a hybrid but in literature variety of novel and 

efficient combinations of filter and wrapper has been suggested. Most of researchers have 

employed bio- inspired evolutionary method as wrappers like Genetic Algorithm [41-47], 

Particle Swarm Optimization [47 - 49], Ant Colony Optimization [50 - 52], and Artificial Bee 

Colony Optimization [53] and many more [54] in hybrid framework. 
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3.3.1 Metaheuristic Approaches for Feature Selection 

Traditionally Forward and Backward search strategies with induction algorithm are used 

as wrapper approach for feature selection [59], but now the game has changed and metaheuristic 

approaches has taken the charge. Metaheuristic approaches are generally bio-inspired 

evolutionary approaches that follow the natural mechanism to process the data and reduce the 

dimensions. These approaches have played a vital role in feature selection of high dimensional 

datasets especially microarray cancer datasets. Few of them are: -   

 Genetic Algorithm 

 Particle Swarm Optimization 

 Ant Colony Optimization 

 Artificial Bee Colony 

 

The basic problem associated with metaheuristic wrapper approaches is their 

computational cost and memory requirements. As almost all of these metaheuristics approaches 

involve population based parameters that require lot of memory. And to achieve optimal subset 

the wrapper approach has to perform subset evaluation for a number of iterations, thus induction 

algorithm is called again and again and this factor makes it computationally intensive [35-40]. 

To overcome these issues, the best approach is to preprocess the raw data using filter feature 

selection approaches that are computationally less expensive and play a vital role in extracting 

out the irrelevant and noisy features that are not adding any information to the model training. 

Thus search space of meta heuristics approach gets reduced and ultimately the computational and 

space requirements too. The summary of existing metaheuristic hybrid approaches in literature 

along with publisher and publishing year is presented in table 3.3-1. 

 

Table 3.3-1: Existing Metaheuristic Hybrid Approaches 

Literature Publisher Year Existing Hybrid 

Feature (Gene) 

Selection 

Approach 

Filter Wrapper 

[41] Science 

Direct 

2017 Information Gain 

and Genetic 

Algorithm 

(IG-GA) 

Information Gain Genetic 

Algorithm 
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[42] Science 

Direct 

2017 Mutual 

Information 

Maximization 

and Adaptive 

Genetic 

Algorithm 

(MIMAGA) 

Mutual Information 

(MI) 

Genetic 

Algorithm 

(GA) 

[43] Science 

Direct 

2017 Laplacian Score 

and AI tuned 

Genetic 

Algorithm  

(IDGA – L/F) 

Fisher Score/ 

Laplacian Score 

Genetic 

Algorithm and 

Artificial 

Intelligence 

(IDGA) 

[44] IEEE 2017 Fast Correlation 

Based Filter and 

Genetic 

Algorithm 

(FCBF-GA) 

Fast Correlation 

Based Filter 

Genetic 

Algorithm 

[46] IEEE 2018 ReliefF and MIM 

Filters with 

Extended GA 

wrappers 

ReliefF and Mutual 

Information 

Maximization 

Genetic 

Algorithm 

[44] IEEE 2017 Fast Correlation 

Based Filter and 

Particle Swarm 

Optimization 

(FCBF-PSO) 

Fast Correlation 

Based Filter 

Particle Swarm 

Optimization 

[49] Science 

Direct 

2017 Minimum 

Redundancy 

Maximum 

Relevance with 

Particle Swarm 

Optimization 

(mRMR-PSO) 

Minimum 

Redundancy 

Maximum 

Relevance(mRMR) 

Particle Swarm 

Optimization 

[50] Science 

Direct  

2016 Fisher Criterion 

and Cellular 

Learning 

Algorithm with 

Ant Colony 

Optimization 

(CLACOFS) 

Fisher Score  Ant Colony 

Optimization 

[51] Springer 2018 Mutual 

Information (MI) 

and Adaptive 

Stem Cell 

Optimization 

(ASCO) 

Mutual Information Ant Colony 

Optimization 
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[52] Springer 2019 ReliefF with Ant 

Colony 

Optimization 

ReliefF Ant Colony 

Optimization 

[48] Hindawi 2015 Minimum 

Redundancy and 

Maximum 

Relevance with 

Artificial Bee 

Colony 

Optimization 

(mRMR - ABC) 

Minimum 

Redundancy 

Maximum 

Relevance(mRMR) 

Artificial Bee 

Colony 

Optimization 

[53] Science 

Direct 

2017 Independent 

Component 

Analysis and 

Artificial Bee 

Colony 

Optimization 

(ICA + ABC) 

Independent 

Component 

Analysis (ICA) 

Artificial Bee 

Colony 

Optimization 

[54] Taylor and 

Francis 

2014 Symmetrical 

Uncertainty and 

Harmonic Search 

Algorithm (SU-

HSA) 

Symmetrical 

Uncertainty 

Harmonic 

Search 

Algorithm 

[55] IEEE  2016 Random Forest 

Ranking and 

Binary Black 

Hole Algorithm 

(RFR-BBHA) 

Random Forest 

Ranking 

Black Hole 

Algorithm 

[56] Science 

Direct  

2017 Logarithm 

Transformation- 

Grasshopper 

Optimization 

Algorithm (Log-

GOA) 

Logarithm 

Transformation 

Grasshopper 

Optimization 

Algorithm 

(Log-GOA) 

  

3.3.1.1 Genetic Algorithm (GA) Based Hybrid Approaches 

   Genetic Algorithm is a bio-inspired metaheuristic approach inspired by natural 

evolution process. The basic idea behind genetic algorithm is to look for the fittest individual 

(best solution) from the search space over the generations. And the selected pair of fittest 
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individuals at each generation is used as parents for the next generation. The optimization of 

individuals is carried out using crossover and mutation operators. This process is carried out till 

an optimum solution is obtained or termination point has achieved. In machine learning, one of 

the application of genetic algorithm is feature selection. Feature selection is a combinatorial 

problem and genetic algorithm works perfectly for combinatorial problems that why in literature, 

it’s been widely used either own its own as a wrapper or in combination with filters in a hybrid 

framework to perform feature selection specifically for the feature selection of microarray cancer 

datasets.  

Hanaa Salem et al has combined Information gain (IG) [41], a univariate filter with 

Standard Genetic algorithm (SGA), a wrapper, to construct a hybrid for feature selection of 

microarray cancer dataset. And genetic programming (GP) is used for cancer classification with 

10 folds cross validation. 

Huijuan et al [42] has proposed a hybrid approach (MIMAGA) composed of Mutual 

Information Maximization (MIM) filter and Adaptive Genetic Algorithm based wrapper. In 

earlier stage, MIM is used repeatedly for genetic filtering with an aim to filter the genes with 

maximum information dependencies to other genes among the same class. 300 such genes are 

selected from this stage and then passed to the later stage AGA where optimization is carried out 

and classification accuracy of Extensive Learning Machine (ELM) is used to score the fitness of 

each individual. MIMAGA is tested on 6 Microarray datasets and for each dataset it yields 

reasonable number of genes and accuracy greater than 80%. 

M. Dashtban et al [43] has proposed an intelligent dynamic genetic algorithm (IDGA), 

it’s a hybrid approach in which Fisher score or Laplacian score filter is used for feature ranking 

and initial dimensional reduction. Genetic algorithm with dynamic parameterization and 

improved operators incorporating behaviorist psychology inspired penalizing strategy for 

obtaining crossover and mutation probability is proposed in second stage. Effectiveness of 

proposed algorithm IDGA is tested on 5 microarray cancer gene expression datasets. Moreover, 

the researcher has used and analyzed the performance of various classifiers SVM, kNN, Naïve 

Bayesian in combination with proposed algorithm and one of filter ranking technique. And 

Fisher score – IDGA - SVM combination has performed the best of all. 

Table 3.3-2 presents Objective, Features, Classification Accuracy Range, Datasets, 

Parameter tuning of Filter and wrapper, and other traits of GA wrapper based hybrid approach. 
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Table 3.3-2: Summary of traits of GA wrapper based Hybrid approaches 

Feature 

Selection 

Methods 

Objective Feature 

(Genes) 

Count 

Range 

Classificatio

n Accuracy 

Range 

Datasets Parameter 

Tuning of 

Filters and 

Genetic 

Algorithm 

Operators 

Filter Resultant 

Features 

shared  

IG-GA 

[41] 

Improvemen

t in 

Classificatio

n Accuracy 

3-60 84.48% -

97.06% 

Binary 

Class 

Variable Single No 

MIMAG

A 

[42] 

Redundancy 

Removal and 

High 

Dimension 

Reduction, 

Optimization 

of 

Parameters 

3-216 80.4% - 

97.62% 

Binary 

Class and 

Multi-

class 

Datasets 

Adaptive Single No 

IDGA_L/ 

IDGA_F  

[43] 

AI Based 

Parameter 

Tuning 

8-31 89.3%-98.6% Binary 

Class and 

Multi-

class 

Dataset 

Adaptive Choice 

of Filter 

(One at a 

time) 

Yes 

SCC-GA 

[44] 

Improvemen

t in 

Classificatio

NAN 85.24%-

89.02% 

Binary 

Class and 

Multi-

Partial Single No 
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n Accuracy class 

Dataset 

mRMR-

GA 

[45] 

Feature 

Selection 

and 

Improvemen

t in  

Classificatio

n Accuracy 

NAN 85.48% - 

98.61 

Binary 

Class and 

Multiclas

s Dataset 

Fixed Single 

(Multi- 

variate) 

No 

Extended 

GA 

[46] 

Improvemen

t in 

Classificatio

n Accuracy 

7-124 95.2 – 97.4 Binary 

Class 

Datasets 

Self-

Adjusting 

Fused  No 

3.3.1.2 Particle Swarm Optimization (PSO) Based Hybrid Approaches 

Particle swarm optimization is a global stochastic optimization technique that is inspired 

by the natural flocking behavior of birds and fish schooling. In this technique, each particle looks 

for the best position or adjust itself to the position of the best known fit particle in the search 

space, and ultimately all particles converge at the global optimum point in the whole search 

space representing a global optimum solution. We have also reviewed the hybrid techniques 

based on particle swarm optimization [48 - 50]  

Nur et al [49] paper presents a hybrid approach in which feature ranking is performed 

using mRMR filter while for optimization of feature subset three types of meta-heuristics 

techniques i.e. Particle Swarm Optimization (PSO), Artificial Bee Colony (ABC) and Cuckoo 

Search (CS) are used. Experiment is carried out on Microarray cancer datasets. And to evaluate 

the performance of selected genes, kNN and SVM with 10-fold cross validation are employed. 

Moradi et al [50] has presented a hybrid approach HPSO- LS with an objective to achieve 

high classification accuracy. It has improved the global search mechanism of PSO by introducing 

Local search algorithm that protects PSO from getting trapped in local optimum. 



MF-GARF 

28 
 

3.3.1.3 Ant Colony Optimization (ACO) Based Hybrid Approaches 

It’s a metaheuristic approach that follows the foraging behavior of social ant. The ant 

follows a path to the food source and each path followed is represented by a pheromone’s 

density. The density of pheromone represents the quality of solution, so higher the density, 

higher will be the quality of solution to the problem of interest. The path with higher 

pheromone’s density is followed by all other ants.  

Fatemah at el [50] has proposed a combination of Fisher score, a filter, and Ant Colony 

Optimization and Cellular Automata (ACO-CA) based wrapper. CA is used to model the 

interactions among genes in complex high dimensional datasets, while Ant Colony Optimization 

is used for studying the structure and rule generated by CA. Basic aim of the proposed algorithm 

is to extract the minimal subset of informative genes. SVM, Naïve Bayesian and kNN classifiers 

are used to test the potential of minimal candidate subset to classify the diseases. Experiments 

have been carried out on 4 Microarray Cancer Datasets including 2 class Prostate dataset, and 2, 

3, 4 classes Leukemia Dataset.   

S. Arul Antran Vijay et al [51] has proposed a fuzzy classification system: Hybrid Stem 

Cell (HSC) based on Ant Colony Optimization (ACO) and Adaptive Stem Cell Optimization for 

Microarray gene expression dataset analysis. Mutual Information (MI), a filter approach, is used 

in initial stage as a preprocessor to extract informative genes. The proposed method has been 

tested on five microarray datasets. It performed comparatively better than Hybrid Colony 

Algorithm (HCA). 

3.3.1.4 Artificial Bee Colony (ABC) Based Hybrid Approaches 

It’s a similar approach to particle swarm optimization but it is inspired by the foraging 

behavior of honey bees. In ABC, there are three kinds of bees; employed, onlooker and scout 

bee, every bee performs a particular operation. The bee responsible for the search of food source 

is employed bee, the one that decides and pick the fittest food source is onlooker bee, the one 

that scans the new food source is a scout bee, three of them work in correspondence to get to the 

ideal food source i.e. the globally optimum solution. 

Hala et al [48] has suggested minimum redundancy maximum relevance (mRMR) and 

Artificial Bee Colony optimization (ABC) based hybrid approach for analysis of Microarray 
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gene expression datasets. This paper used bio-inspired evolutionary algorithm Artificial Bee 

Colony for the first time for analysis of microarray dataset in combination with SVM for 

classification. The combination was extensively tested on 6 microarray datasets, it performed 

well. And Hala et al research also attracted other researchers to try Artificial Bee Colony for 

optimal selection of genes in combination with other filter approaches and classifiers.  

Rabia Aziz et al [52] has also proposed an Artificial Bee Colony (ABC) bio-inspired 

wrapper based hybrid approach for microarray dataset analysis but in combination with 

Independent Component Analysis (ICA) filter and Experiment has been carried out on 6 cancer 

gene expression datasets. Naïve Bayesian Classifier is used to test the prediction accuracy of 

features selected by ICA + ABC combination. It performed better than other ABC based hybrid 

approaches and improved performance of Naïve Bayesian Classifier. 

3.3.1.5 Other Metaheuristic Approaches 

Few researchers have also tried combination of these conventional metaheuristic 

techniques to multiply the benefits of combined technique like GBC [57]. Earlier we have 

presented two separate hybrid approaches mRMR-ABC and mRMR-GA from literature, but this 

paper Hala et al. [57] has presented a novel hybrid approach by combining the Artificial Bee 

Colony and Genetic Algorithm I.e. Genetic Bee Colony optimization (GBC). The paper has 

improved the exploitation and exploration capabilities of basic ABC method by introducing the 

crossover and mutation operators of GA in it, sprout bee count is also made 2 to enhance the 

movement, and to enhance the computational effectiveness of this wrapper, the researcher has 

combined it with Minimum Redundancy Maximum Relevance Filter approach for initial 

preprocessing of datasets. In First Comparison of this novel hybrid has proved it superiority over 

other GA and PSO based hybrid approaches. 

Some new metaheuristic techniques including Cuckoo search, Harmonic Search, Bat 

Algorithm have also been introduced by researchers for feature selection. This paper Elnaz 

Pashaei et al [55] has proposed Random Forest feature ranking and Binary black hole algorithm 

based novel hybrid approach. Bagging with 10-fold cross validation is used as a classifier. 

Experimentation on 7 benchmark gene expression dataset has been carried out to test the 

effective ness of selected genes. 
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Another filter-wrapper hybrid technique is presented in literature by Lin et al [70] based 

on Fisher Markov filter and Multi objective binary biogeography based gene selection 

(MOBBBO) with SVM classifier to generate set of informative genes for classification of 10 

microarray cancer datasets. 

Salam Salameh Shreem et al [54] has proposed a hybrid of symmetric uncertainty (SU) 

and a meta-heuristic search approach Harmony search algorithm(HSA), collectively termed as 

SU-HSA. HSA is combined with two classifiers NB and IB1. And performance of proposed 

feature selection hybrid is tested in combination with each classifier and also compared with 

other hybrid approaches. The experiment was carried out on 5 Microarray cancer datasets.  

This paper [58] proposed a mRMR, a filter and Flower Pollination Algorithm, a wrapper 

based hybrid approach. FPA mimics the natural process of flower pollination for gene selection. 

50 top ranked genes are selected by mRMR and then passed to the later FPA wrapper stage for 

optimization, the selected gene subset is evaluated by SVM classifier with 10-fold cross 

validation. The researcher has also compared the results with mRMR-GA and both have almost 

performed equally good. 

 

Table 3.3-3: Description of Hybrid Approaches for Feature (Genes) Selection  
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Literature Proposed Hybrid Gene 

Selection Approach 

Classifier Microarray 

Cancer Datasets 

Performance 

Validation 

Criteria 

[41] Information Gain and 

Genetic Algorithm 

(IG-GA) 

 Genetic 

Programm

ing (GP) 

 Leukemia 

 Colon 

 CNS 

 Lung Ontario 

 Lung 

Michigan 

 DLBCL 

 Prostate 

10 Fold Cross 

Validation 

[42] Mutual Information 

Maximization and 

Adaptive Genetic 

Algorithm (MIMAGA) 

 ELM 

 RELM 

 BP 

 SVM 

 Leukemia 

 Colon 

 Prostate 

 Breast 

Classification 

Accuracy 

[43] Fisher Score and AI 

tuned Genetic 

Algorithm  

(IDGA – F) 

 SVM 

 kNN 

 NB 

 

 Breast 

 DLBCL 

 Leukemia 

LOOCV 

[43] Laplacian Score and 

AI tuned Genetic 

Algorithm  

(IDGA – L) 

 SVM 

 kNN 

 NB 

 

 Breast 

 DLBCL 

 Leukemia 

LOOCV 

[44] Spearman’s 

Correlation Coefficient  

 SVM 

 kNN 

 NB 

 DT 

 Colon 

 SRBCT 

Classification 

Accuracy 

[45] mRMR-GA  SVM  Lymphoma 

 Colon 

 Lungs 

LOOCV 

[47] Fast Correlation Based 

Filter and Genetic 

Algorithm (FCBF-GA) 

 SVM  Colon 

 DLBCL 

LOOCV 

[51] Fisher Criterion and 

Cellular Learning 

Algorithm with Ant 

Colony Optimization 

(CLACOFS) 

 NB 

 kNN 

 SVM 

 Leukemia 

 Prostate 

ROC curve 

[52] Mutual Information 

(MI) and Adaptive 

Stem Cell 

Optimization (ASCO) 

 Fuzzy 

Classifier 

 ISR 

 T2D 

 Colon 

 Leukemia 

 Prostate 

Classification 

Accuracy of 

Rules Generated 

 

[47] Fast Correlation Based 

Filter and Particle 

 SVM  Colon 

 DLBCL 

LOOCV 
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3.4 Analysis 

From Literature, we can conclude that every feature selection approach has its own pros 

and cons. Filter based feature selection has more generalization properties as compared to other 

approaches but they lack the capabilities to reduce the dimensions in case of high dimensional 

datasets and thus do not generate the good prediction accuracies [28-35].  To overcome the 

drawbacks associated with filter approaches, wrapper and hybrid approaches are proposed that 

involve the heuristics of classifiers to evaluate the performance of selected features. Wrapper 

methods [35-40] are better alternative to filters for supervised learning problems being efficient 

in performance but are computationally expensive, hence require plenty of computational 

resources for high dimensional datasets. Moreover, wrapper models are prone to overfitting, 

calling classifier again and again for the evaluation of each feature subset results in overfitting.  

The hybrid methods seem the most promising gene selection methods for microarray 

datasets in terms of classification accuracies, no. of selected genes and computational costs. 

Hybrid Feature selection approach encompass the strength of both filters and wrappers. Thus 

Swarm Optimization 

(FCBF-PSO) 

[53] Independent 

Component Analysis 

and Artificial Bee 

Colony Optimization 

(ICA + ABC) 

 Naïve 

Bayesian 

(NB) 

 Colon 

 Leukemia 

 Prostate 

 Glioma 

 Lung 

LOOCV 

[48] Minimum Redundancy 

and Maximum 

Relevance with 

Artificial Bee Colony 

Optimization (mRMR 

- ABC) 

 SVM  Colon 

 Leukemia 

 Lung 

LOOCV 

[54] Symmetrical 

Uncertainty and 

Harmonic Search 

Algorithm (SU-HSA) 

 Instance 

Based 

Classifier 

(IB1) 

 NB 

 Leukemia 

 Colon 

 CNS 

 Breast 

 Ovarian 

10 Fold Cross 

Validation 

[55] Random Forest 

Ranking and Binary 

Black Hole Algorithm 

(RFR-BBHA) 

 Bagging  Colon 

 CNS 

10 Fold Cross 

Validation 
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involve multiple evaluation criteria at both stages. There are so many algorithms and thus this 

area of research and room for trying new combination never get narrowed. 

 We have done a thorough literature review on hybrid approaches based on GA, PSO, 

ABC, ACO and few others [41-58]. These combinations have ensured correct diagnosis with few 

no. of features and have lower risk of overfitting.  

GA is considered as old and most promising feature selection metaheuristic approach 

[59] but with reference to table 3.3-2, we have seen it’s hybrid version has not yet achieved 

exceptional classification accuracies and features count. Moreover, the gaps we have analysed in 

literature [42-46] that almost all GA hybrid approaches combine only one filter approach with 

wrapper as a preprocessing technique and this the pattern we have seen in almost all GA based 

wrapper approaches. This may result in biased output as we are just considering the heuristic of 

one filter approach. Every Feature selection technique has its own way of evaluation and ranking 

criteria. The output can be more effective if we consider the heuristics and evaluation criteria of 

more than one filter as we have done in our proposed approach.  Secondly restricting No. of 

feature to some k value may cause potential feature to lose. And this k value is usually based on 

user’s choice.  

These gaps give birth to our problem statement i.e. improvement in the performance of 

Traditional Genetic Algorithm Wrapper.  Few researches have covered the gap of performance 

by combining multiple metaheuristic approaches as done by Hala et.al [57], another approach 

[46] has extended by creating a hybrid of filters and ensemble but this approach becomes 

expensive in terms of time complexity and execution time, as multiple wrappers operate in 

ensemble framework. So we have decided to bring improvement in traditional Genetic 

Algorithm approach by combining multiple univariate information theory based filters as a 

preprocessing step of wrapper that are relatively less computationally expensive than wrappers. 

We have also ensured in this stage not to compromise over relevancy. And one other problem 

that is associated with filter is redundancy, we have also overcome it by using Pearson 

correlation statistics. Moreover, we have seen generally SVM is used and induction algorithm for 

GA wrapper, we have brought novelty by introducing Random forest classifiers as induction 

algorithm. In later section we have covered comparison of GA-SVM and GA-RF approach to 

justify the effectiveness of our choice of induction algorithm.  
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CHAPTER 4: PROPOSED FRAMEWORK  

MULTIPLE FILTERS AND GA WRAPPER WITH RF (MF-GARF) 

In this section, we present a hybrid approach for feature selection of microarray cancer 

dataset that preserves the advantages of filter and wrapper methods while mitigating their 

drawbacks. A schema of proposed framework is given in Figure 3.4-1. 

In the first stage, we have used a set of three information based filter techniques 

Information Gain, Gain Ratio and Gini Index, each of these filter technique score each feature 

statistically without any learning algorithm and selects the top-scoring features filtered by each 

filter method, meeting a specific threshold criterion. A feature set is then created by taking union 

of features opted by each filtering technique. All three filters rank feature based on information 

they add to the class label, so directly ensure the relevancy of selected feature to the class label.  

Another filtering technique Pearson Correlation is used that removes the redundancy from the 

selected features. Thus turning a high dimensional dataset into a small amount of feature pool, 

serving as a reduced search space for an optimal wrapper approach Genetic Algorithm that 

incorporates the Random Forest to evaluate the fitness of each selected feature subset. We have 

used set of univariate filters that score each feature individually thus do not consider the 

relationship among feature, the subset of feature may bring more information to the leaning 

model instead of an isolated feature but this may induce redundancy. 

Feature subset selected by filters can be still large and it’s not tuned to any classifier 

that’s why we introduced a second stage where a wrapper is used to reduce the dimensionality of 

the feature subset. Motivation of this hybrid approach is to involve both important aspects of 

feature selection i.e. relevancy and redundancy analysis of features. And bring forth an optimal 

subset of features. GA Wrapper Approaches are computationally expensive for high dimensional 

datasets, that why in the initial stage we have used filters that serve as a pre-processing step for 

wrapper that reduces its search space and improves it performance. Thus this approach of feature 

selection along with high dimensionality reduction provide a time and space complexity 

improvement. 
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Figure 3.4-1: Schema of Proposed Framework MF-GARF 

4.1 Relevancy Analysis Block 

In this block, relevancy of each feature (gene) with the target class is calculated using 

information FEF based univariate filters Information gain, Gini index, and Gain Ratio.   

4.1.1 Information Gain 

Information gain [9] is one of the most preferred feature ranking filter that measure the 

relevancy of each feature and helps to make decision either the feature should be chosen or not. 

Information gain is a symmetrical measure of mutual dependence between two variables. It 

captures information regarding one random variable, through other random variable. It is one of 

the variants used by decision tree in machine learning to capture the importance of features. 

Information gain is based on entropy, which is measure of randomness in the information being 

processed, where there is a minimum entropy there is a maximum information gain. For each 

feature information gain value is calculated. Greater value of Information gain depicts relevancy 

of feature to the target class. A threshold criterion is adjusted to make a choice of features to be 

kept, a feature with information gain value above or equal to threshold value are kept while 

others are discarded. 
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𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = − ∑ (𝑝𝑖 𝑙𝑜𝑔2(𝑝𝑖))
𝑐

𝑖=1
            (4.1) 

𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝐺𝑎𝑖𝑛 (𝐷𝑃,𝑓) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝐷𝑃,) −  
𝑁𝑙𝑒𝑓𝑡

𝑁
 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝐷𝑙𝑒𝑓𝑡) −   

𝑁𝑟𝑖𝑔ℎ𝑡

𝑁
 𝐼(𝐷𝑟𝑖𝑔ℎ𝑡)         (4.2) 

4.1.2 Gain Ratio 

Gain Ratio [10], a term coined by Ross Quinlan, is an improved version of Information 

Gain. It scores the features in a similar way as the Information gain, calculates the information 

regarding one random variable (x), through other random variable. But Gain ratio involves 

intrinsic information in order to give overall score to each feature. Information gain favours 

multi-valued features. The approach of gain ratio is to amplify the information gain while 

limiting the number of its values. The equation for gain ratio is as follow: -  

 

𝐺𝑎𝑖𝑛 𝑅𝑎𝑡𝑖𝑜(𝑥) =
Information Gain (x)

Intrinsic Value (x)
           (4.3) 

4.1.3 Gini Index 

Gini Index [11] is a term coined by Corrado Gini, an Italian statistician in 1912. It 

measures the impurity and uncertainty among the values of the features. Greater the value of an 

index, more the data will be distributed. This measure of impurity is used by Classification and 

Regression Tree (CART). This technique is considered to be more fast as compared to other 

filtering technique.  We have used Gini index to evaluate the goodness of each feature. The basic 

purpose behind using this approach is to select those features having minimum Gini index value 

and thus bringing in maximum purity improvement. The feature with minimum Gini index value 

is considered as a splitting point in CART as it brings maximum purity. The equation for the 

Gini Index is as follow: -  

𝐺𝑖𝑛𝑖 = 1 − ∑ (𝑝𝑖)
2𝑐

𝑖=1
             (4.4) 

 

For each filter approach following steps are followed: 

1. Microarray cancer dataset is retrieved. 

2. Missing values are removed. 



MF-GARF 

37 
 

3. Dataset is passed to filter that evaluates the feature according to its evaluation criteria, and 

evaluation score is assigned to each feature. 

4. Evaluation Scores are normalized using formula. 

5. Now feature scores are compared with threshold criterion i.e. th >= 0.5. Feature satisfying 

the threshold criteria are kept while others are discarded.  

At final step, all the feature sets are merged into a unified set that serves as an input for 

redundancy analysis block. 

4.2 Redundancy Analysis Block 

The above used filter approaches are univariate, they evaluate and score features 

independently without considering feature interaction, so there are chances of presence of highly 

correlated features that induce redundancy in data and add no additional information to the 

model, hence these features are undesirable. For that we have incorporated Pearson Correlation 

coefficient measure to calculate the correlation among features. 

4.2.1 Pearson Correlation 

Pearson Correlation [12] has been used to overcome the issue of redundancy among the 

features. The aim is to come up with a feature subset incorporating features that are highly 

correlated with the target class but have low correlation with each other. So using Pearson 

correlation, that is one of the most helpful statistically measure for figuring out the strength and 

relationship among variable, correlated features are removed as they do not add any additional 

information to the learning model. Individually they might have some presence but there exist 

other features similar in behavior, having same impact on prediction, thus resulting in 

redundancy. Removing correlated features saves space and time of calculation of complex 

algorithms. Moreover, it also makes processes easier to design, analyze, understand and 

comprehend.  The equation for Pearson Correlation (r) is as follow: - 

"𝑃𝑒𝑎𝑟𝑠𝑜𝑛 𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 (𝑟) =  
𝑛(∑ 𝑥𝑦)−(∑ 𝑥)(∑ 𝑦)

√[𝑛 ∑ 𝑥2−(∑ 𝑥)2][𝑛 ∑ 𝑦2−(∑ 𝑦)2]
"       

(4.5) 

Features with high correlation value i.e. greater and equal to 0.85 with other features are 

removed from the set D, and new set D’ is obtained. 
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The set D’ serves as search space of Genetic algorithm wrapper in optimization block.  

4.3 Optimization Block 

The optimization block is comprised of genetic algorithm wrapper with random forest as 

an induction algorithm to bring forth an optimal set of features (genes).  

4.3.1 Genetic Algorithm 

Genetic Algorithm based on Charles Darwin theory of natural evolution, follows the 

pattern of natural selection to select the individuals with maximum fitness score to reproduce 

offspring for the next generation. Here from fitness score of individual we mean those individual 

that have more power to withstand the environmental changes. Genetic algorithm (GA) [41-48] 

being one of the most promising and efficient optimization technique has been used in 

combination with many wrapper and hybrid methods for feature selection and classification of 

high dimensional dataset, especially microarray datasets, for last two decades.  

Genetic Algorithm [41-48] performs a refined feature selection from a pool of highly 

informative features. Genetic Algorithm is a global search technique that improve the quality of 

selected feature by finding an optimal feature subset. It looks into the search space for the fittest 

feature subset that produces the best classification accuracy. The initial population, fitness 

function, selection, crossover and mutation operator are the five main components of the genetic 

algorithm. The population of Genetic Algorithm is comprised of chromosomes, and each 

chromosome in population corresponds to a solution to the optimization problem. Each 

chromosome is incorporated as a binary sequence (0’s and 1’s). The length of chromosome 

corresponds to the number of features in dataset, the presence of feature is represented by 1, 

while 0 indicates the absence of feature. And role of each chromosome for the next generation is 

determined by the fitness value it acquires. 

 In our proposed hybrid approach, the fitness is measured as a function of the accuracy of 

the Random Forest classifier with which GA is wrapped in 10-fold cross validation setup. For 

fitness evaluation of each feature subset Random Forest, an ensemble model, is used. It has been 

discussed in later section. 

The mutation probability (Pm) is used to avoid the trapping of Genetic Algorithm in local 

minima. The value of mutation probability is typically kept low [60], i.e. lies within a range 
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0.001 to 0.01. High mutation probability converts GA into a random search. For this study, we 

have kept 0.5 as a mutation probability.  

The crossover probability (Pc) is suggested with in a range 0.5- 0.9 [60], we have opted 

0.5, and single point crossover as a crossover way.   

Tournament selection is chosen as a selection scheme with a value 0.25, keeping 

tournament size low helps to keep up the diversity within the population, otherwise high 

tournament size increases pressure and results in decrease in population diversity. 

  

4.3.2 Fitness Function 

“In GA [60], fitness function is defined to measure the fitness of each individual 

chromosome so as to determine which will reproduce and survive into the next generation. Thus, 

given a particular chromosome, the fitness function returns a single numerical score, ‘fitness’, 

which is proportional to the ‘ability’ of the individual that the chromosome represents. The 

‘fitness’ score assigned to each individual in the population depends on how well that individual 

solves a specific problem.” 

In our proposed approach we have used random forest classifier as an induction 

algorithm for GA wrapper to evaluate the fitness of each chromosome x, the fitness of x is 

measured as a function of the accuracy of the Random Forest classifier with which GA is 

wrapped in 10-fold cross validation setup. Random Forest [61] operates as an ensemble approach 

it considers “the wisdom of crowd”.  It builds multiple uncorrelated decision trees, each decision 

tree individually predicts the class, final prediction of class is based on the majority vote. 

Generally, researchers have used SVM as induction algorithm but considering the positive traits 

of Random Forest we have preferred it over SVM. We have also shown a comparison of GA-RF 

and GA-SVM in later section. To overcome the issue of time complexity we have used Gini 

index (Equation 4.5) as a splitting criteria, that takes comparatively less time than other two 

splitting criteria Information Gain and Gain Ratio. 

 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 𝑜𝑓 𝑒𝑎𝑐ℎ 𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒 (𝑥) = 10𝑓𝑜𝑙𝑑𝑠𝐶𝑉(𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦)      (4.6) 
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4.4 Classifiers 

For evaluation of selected feature subset by proposed MFGARF following classifiers are used in 

10-fold cross validation setup. 

4.4.1 Random Forest (RF) 

Random Forest [61] operates as an ensemble approach it uses decision tree as a base 

model. The best thing about Random forest is that it considers “the wisdom of crowd”.  It builds 

multiple uncorrelated decision trees, each decision tree individually predicts the class, final 

prediction of class is based on the majority vote. In our proposed approach we have used random 

forest classifier as an induction algorithm for GA wrapper to evaluate the fitness of each 

chromosome. For that random forest has used Gini index as a splitting criteria, as it does not 

involve logarithm thus making random forest computationally inexpensive. In later stage, 

Random Forest is also used for the evaluation of robustness of final optimal feature subset. 

4.4.2 K Nearest Neighbor (kNN) 

K Nearest Neighbor [62] is a widely used Machine Learning non-parametric technique. It 

performs the classification based on similarity measures, i.e. measures the distance of new 

sample cases from the training samples. Here we have used it to evaluate the classification 

performance of our selected optimal features (genes). 

 

4.4.3 Naïve Bayes (NB) 

          “Naive Bayes [63] is a simple, yet effective and commonly-used, machine learning 

classifier. It is a probabilistic classifier that makes classifications using the Maximum A 

Posteriori decision rule in a Bayesian setting. It can also be represented using a very simple 

Bayesian network. Naive Bayes classifiers have been especially popular for text classification, 

and are a traditional solution for problems such as spam detection.” 

4.4.4 Support Vector Machine (SVM) 

SVM [64] is also a widely preferred machine learning algorithm that work with an 

objective to look for a hyperplane that distinctly classify the data points. The hyperplane with 
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maximum margin is chosen having maximum distance from both classes data point to later 

classify the new coming data points with confidence. We have used SVM for classification of 

our selected optimal feature subset in 10-fold Cross Validation. SVM performs best with binary 

classes. 
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Figure 4.4-1: Flowchart of proposed MFGARF 
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CHAPTER 5: EXPERIMENTAL SETUP AND RESULTS 

5.1 Microarray Datasets 

DNA Microarray technology is a valuable advancement in medical field that facilitates 

medical specialists in monitoring and profiling gene expressions of an organisms. With the help 

of this technology, biologist can profile thousands of gene expressions in a single experiment. In 

this section, we have discussed the microarray gene expression datasets that have been used to 

test the effectiveness of our proposed hybrid approach. These datasets are publically available 

and have been used by many studies [27-57] for the purpose of gene selection task and 

classification of diagnostic classes. 

The selected Microarray Cancer datasets contain 5 binary class datasets Colon [63], 

Prostate [64], Leukemia [63], Ovarian [63] and Central Nervous System (CNS) [63] while two 

multiclass datasets small round blue cell tumors (SRBCT) [63] and Lymphoma [63]. These 

Cancer datasets often serves as a benchmark for microarray analysis methods. “The table gives a 

description of the chosen microarray datasets covering features count, no. of instances and 

imbalance ratio among classes.  

 

Table 5.1-1: Description of Microarray Cancer Datasets 

 Datasets Features Instances Classes 
Instances 

Distribution 

Imbalance 

Ratio 

B
IN

A
R

Y
 C

L
A

S
S

 D
A

T
A

S
E

T
S

 COLON 

[65] 
 2000 62 Normal/Tumor 

Normal: 20 

Tumor: 40 
1.82 

PROSTATE 

[66]  
12533 102 Normal/Tumor 

Normal: 50 

Tumor: 52 
1.04 

LEUKAEMIA 

[65] 
7129 72 AML/ALL 

AML: 25 

ALL: 47 
1.88 

OVARIAN[65] 15153 253 Normal/Cancer 
Normal: 91  

Cancer: 162 
1.78 
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5.2 Experimental Setup  

The framework is designed  in python on Jupiter Notebook version 5.7.4. 

pandas, numpy, DEAP, scikitLearn libraries in python are used for  

implementation. We have also used implementations of Rapid Miner for experimentation. And 

all the experiments are carried out on Desktop-ISF1EID having Intel (R) Core (TM)-8700k 

CPU with 3.70 GHz processing speed, 6 Cores, 12 internal processors and 16GB RAM. 

Moreover, datasets used for evaluation of proposed framework, the parameter tuning of 

wrapper, classifier, and experimental results are discussed in this section. 

5.3 Parameter Tuning 

For experimentation, few parameters are tuned. In relevancy analysis block, the threshold 

for maintaining relevancy is set to 0.5 for all three filters. 

Different value of threshold for all three filters are adjusted and tested, the one that performed 

the best in terms of classification accuracy is considered as a final filtration criterion.  In 

redundancy analysis block, Correlation value is set to 0.85 to extract the highly correlated 

features having same or above correlation value with other features. The parameters of Genetic 

algorithm i.e. population is set to 50, number of generations is set to 30 to iterate the process 30 

times to get the most optimal subset of features. The values of probability of crossover (Pc) is set 

to 0.5 while probability of mutation (Pm) is assigned 0.01 value.  
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The parameters of random forest classifier number of trees, maximum depth and splitting 

criterion are set to 25, 25 and Gini Index respectively. In order to tune the parameters of rapid 

miner we have utilized the rapid miner analytics that suggest the values based on user’s choice. 

Advantage of Random forest over other classifier is that it is not sensitive to parameter tuning 

that’s why we have considered the suggested values by rapid miner. The figures 5.3-1, 5.3-2 

below show the analytics provided by rapid miner. 

 

 

Figure 5.3-1: Parameter Tuning of Random Forest: Number of Trees 
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Figure 5.3-2: Parameter Tuning of Random Forest: Depth of Tree 

5.3.1 Threshold Value Adjustment of Filters 

The threshold value adjustment is an important aspect for filter method in order to make a 

decision what to keep and what to discard.  We have tried each of our filter methods Information 

Gain, Gain Ratio and Gini Index with different threshold values and evaluated the relevancy of 

filtered features to predictive class by their classification performance. For that purpose, random 

forest is applied in 10-fold cross validation setup. The threshold value that produced the feature 

set with the best accuracy is considered for each filter method. In our setup, 0.5 is used as final 

threshold value. And thus, only those features are kept for later stage, having relevancy score 

assigned by each filtering feature evaluation function equal and greater to 0.5.  
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Figure 5.3-3: Accuracies versus Threshold Values 

 

From figure 5.3-3 we can see we got better accuracies on average for all microarray 

cancer datasets with threshold value 0.5, so we decided to keep it as a default criterion for all of 

the three filters Information Gain, Gain ratio and Gini Index. 

For redundancy block, where we used Pearson correlation statistics to measure the 

correlation among features with a motive to remove those feature that are relevant to predictive 

class though, but are highly correlated to other features. Such features being repetitive add no 

extra information to the predictive class, thus are of no use. So, we tried different threshold 

values too. After few experimentation, the value that satisfied our motive was 0.85 that for few 

cases as shown in later section, not only, removed redundancy but improved the classification 

accuracy too.  

5.3.2 Effect of Parameter Tuning of Genetic Algorithm Wrapper 

In order to make the best selection of parameters for the genetic algorithm we have tried 

it on various values for population size and number of generations suggested and used by 

different studies. Singh et al. [44] study has performed experiments by setting population size 

20,30 and 50 with mutation probability 0.01. We have also performed experimentation with all 

three suggested Population sizes. Two studies [45] [65] has used Population Size 100, we tested 
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this value too. Here we have values 27 and 80 for Population and Generation Size respectively, 

we got it for Colon Dataset particularly by using Randomized Cross Validation is also tried for 

all other datasets too.  

From the table 5.3-1 we can clearly see, parameter tuning has its impact on classification 

accuracy. The values for the parameters of the genetic algorithm that performed the best in our 

setup are as follow: Population Size = 50, Generation Size = 100, probability of mutation (Pm) = 

0.01 and Crossover (Pc) = 0.5.  

The table 5.3-1 gives an overview of the effects of parameter tuning on classification accuracies 

and number of selected genes. These classification accuracies are obtained by random forest 

classifier in 10-fold cross validation setup.  

 

Table 5.3-1: Parameter Tuning of GA Wrapper 

DATASETS  P: 20  

G: 30 

[44] 

P: 30  

G: 40 

[44] 

P: 27 

G: 80 

 

P: 50 

G: 100 

[44] 

 

P: 100 

G: 20 

[45] 

P: 100 

G:300 

[65] 

COLON Accuracy 88.89 94.44 94.44 95.16 88.89 88.89 

Features 10 10 10 7 7 7 

PROSTATE Accuracy 89.66 89.66 93.10 97.06 93.10 93.10 

Features 7 10 8 10 9 10 

LEUKAEMIA Accuracy 92.86 92.86 100 100 100 100 

Features 10 10 7 6 10 10 

OVARIAN Accuracy 98.00 96.00 98.00 100 100 100 

Features 3 3 4 4 4 4 

CNS Accuracy 83.33 83.33 88.33 90.00 93.33 83.33 

Features 9 10 8 10 8 9 

SRBCT Accuracy 98.80 100 100 100 98.80 100 

Features 10 10 10 7 7 7 

LYMPHOMA Accuracy 92.31 98.48 100 100 100 92.31 

Features 9 10 10 6 10 10 
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5.4 Validation Methods 

Different studies have suggested different strategies for the purpose of validation of 

selected feature subset. As we have seen in literature mostly studies choose cross Validation [41] 

[49] [50] measure for the purpose of validation. It’s a best practice so far, multiple iterations with 

random samples helps to avoid the chances of overfitting for the selected classifier. In this study 

we have employed stratified 10-fold cross validation to assess the classification performance for 

each classifier. Stratified cross validation is considered more appropriate approach than regular 

cross validation, it assures each fold make a good representation of the whole dataset by having 

equal mean response value.  

In cross validation the dataset is divided into training and testing splits in ratio 90 and 10 

respectively. And in each fold classification performance is evaluated. 

5.5 Performance Evaluation Metrics 

In order to evaluate the performance of the proposed framework, following metrics are 

considered in each fold of Cross Validation. 

5.5.1 Classification Accuracy  

We have measured the classification accuracy of selected optimal feature subset using 

Random Forest (RF), k-Nearest Neighbor (kNN), Naïve Bayes (NB) and Support Vector 

machine (SVM).  

Accuracy can be calculated by using following the formula 

"𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑁+𝑇𝑃

𝑇𝑁+𝑇𝑃+𝐹𝑁+𝐹𝑃
∗ 100"             (5.1)  

 

Here TN and TP represents the count of instances correctly predicted as negative and positive 

respectively, while FN and FP is for count of instances falsely predicted as negative and positive 

respectively 

5.5.2 Precision 

Precision can be defined as a percentage of correct predictions and it can be computed by 

using following formula. 
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 "
𝑇𝑃

𝑇𝑃+𝐹𝑃
∗ 100"             (5.2) 

  

5.5.3 Recall 

Recall is also known as True Positive Rate (TPR), it computes the percentage of 

positively predicted instances using following formula. 

 

"
𝑇𝑃

𝑇𝑃+𝐹𝑁
∗ 100"           (5.3)  

 

5.5.4 AUC 

Here we have used another metric for classification analysis of binary class datasets that 

is Area under curve (AUC). ROC curve is an application of AUC. Each point of the ROC curve 

is true positive rate against false positive rate for a specific applied threshold on the confidence 

of the corresponding classifier. The value of AUC corresponds to the goodness of model.  

“AUC is a scalar value between zero and one that summarizes the analysis of ROC. It is 

calculated according to 13.” 

                (5.4) 

 

“where T is the threshold in which the instance X is classified as positive if X > T, and negative 

otherwise. Additionally, X1 is the score for a positive instance, and X0 is the score for a negative 

instance. TPR = TP/ (TP + FN) and FPR = FP/ (TN + TP) are the true positive and the false 

positive rates, respectively. An AUC value close to one indicates a better performance for the 

method. Unlike accuracy, AUC does not depend on the cutoff chosen by the classifier or on the 
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class distribution of the samples in the dataset. Hence, it is a more robust metric for performance 

evaluation.” 

5.6 Experimental Results 

In this section we present the results of our experimentation performed on 7 benchmark 

Microarray gene expression datasets. 

5.6.1 Case 1: Colon Cancer Dataset Experiment 

The Colon Cancer Dataset based on cancer study by “Alon et al., 1999” [68] contains 

2000 microarray gene expressions (features) against 60 patients (instances), among them 40 are 

with normal tissues and 22 are with tumor tissues.  

 

 

 

Figure 5.6-1: Colon Cancer Dataset: Feature (genes) count after each stage 

 

The figure 5.6-1 shows the count of selected features after each stage. Raw Colon cancer 

dataset contains 2000 features (genes). In Relevancy Block, Information Gain Filter selected 38 

Features, Gain Ratio filter selected 33 Features and Gini Index filter selected 34 Features. Union 

of Features by each filter meeting a specific threshold criteria resulted in a set comprising of 58 

informative and relevant genes. In next stage, redundancy among features is removed and we 
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removed 16 genes that were redundant and not adding any new information to the target class, 

resulting in 42 features.    

These 42 genes are passed as a reduced search space for Genetic Algorithm wrapper, 

where“fitness of each individual is calculated by the classification accuracy of Random Forest in 

a 10 fold stratified Cross Validation Setup.”And we got a final optimal feature subset containing 

5 potential features shown in table 5.6-1.  

 

 

Figure 5.6-2: Colon Cancer Dataset: Classification Accuracy after each stage 

 

Figure 5.6-2 shows classification accuracy achieved by features set obtained at the end of 

each stage using random forest classifier in 10 fold stratified Cross Validation setup.  

To create a baseline classification accuracy, we computed accuracy with Raw Dataset 

without feature selection i.e. 77.94%. And to witness impact of each stage on classification 

performance of classifier, we have computed classification accuracies at the end of each stage. 

We got 87.10% accuracy for colon dataset after both stages, which clearly shows, we have 

removed only those features that were redundant, not contributing anymore to the predictive 

class. Finally, the optimal feature set has attained 95.16% classification accuracy. 
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Table 5.6-1: Colon Cancer Dataset: Selected optimal feature set 

Selected Potential Attributes Accuracy Achieved 

 

{M16937, X12671, T51571, H15813, 

M91463} 

 

 

95.16 % 

 

Table 5.6-2 shows the“accuracy, precision, recall and AUC measure for the”validation 

split as well as for the test split. To avoid any chances of error and to assure the classification 

performance of selected feature subset, we have performed 10-fold Cross Validation, using 

different classifiers including Random Forest, SVM, Naïve Bayes and kNN.    

Here in the table 5.6-3 the best classification accuracy is shared which we have got with random 

forest Classifier.  

Table 5.6-2: Colon Cancer Dataset: Confusion Matrix 

 

VALIDATION SPLIT 

 (CV 10 FOLDS) 

 

TEST SPLIT 

(CV 10 FOLD) 

Accuracy Precision Recall AUC Accuracy Precision  Recall AUC 

 96.77%  100%  90.91% 0.959  95.16%  95.24%  90.91% 0.972 
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Figure 5.6-3: Colon Cancer Dataset ROC-AUC 
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5.6.2 Case 2: Prostate Cancer Dataset 

The prostate cancer dataset [66] contains 12533 microarray gene expressions against 102 

patients, among which 50 are with normal tissues, while 52 are with cancerous tissues. 

 

Figure 5.6-4: Prostate Cancer Dataset: Feature (Genes) Count after each stage 

 

The figure 5.6-4 shows the count of selected features after each stage. Raw Prostate 

cancer dataset contains 12533 features (genes). In Relevancy Block, Information Gain Filter 

selected 55 Features, Gain Ratio filter selected 78 Features and Gini Index filter selected 68 

Features. Union of Features by each filter meeting a specific threshold criteria resulted in a set 

comprising of 90 informative and relevant genes. In next stage, redundancy among features is 

removed and we removed 15 genes that were redundant and not adding any new information to 

the target class, resulting in 75 features.    

These 75 genes are passed as a reduced search space for Genetic Algorithm wrapper, 

where“fitness of each individual is calculated by the classification accuracy of Random Forest in 

a 10 fold stratified Cross Validation Setup.”And we got a final optimal feature subset containing 

10 potential features shown in table 5.6-3. 
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Figure 5.6-5: Prostate Cancer Dataset: Classification Accuracy after each stage 

 

Figure 5.6-5 shows classification accuracy achieved by features set obtained at the end of 

each stage using random forest classifier in 10 fold stratified Cross Validation setup.  

To create a baseline classification accuracy, we computed accuracy with Raw Dataset without 

feature selection i.e. 88.24%. And to witness impact of each stage on classification performance 

of classifier, we have computed classification accuracies at the end of each stage. We got 91.18% 

accuracy for prostate cancer dataset after stage 1 while 93.14% after stage 2, which clearly 

shows, Pearson correlation statistics not only removed redundant features but noise too, thus 

improving classification accuracy. Finally, the optimal feature set shown in table 5.6-3 has 

attained 97.06% classification accuracy. 

Table 5.6-3: Prostate Cancer Dataset: Selected Optimal Feature Subset 

Selected Potential Attributes Accuracy Achieved 

 

{863g_at, 1740_g_at, 1767_s_at, 33396_at, 

36569_at, 37639_at, 38028_at, 38322_at, 

39939_at, 41381_at} 
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Table 5.6-4 shows“accuracy, precision, recall and AUC measure for the”validation split 

as well as for the test split. To avoid any chances of error and to assure the classification 

performance of selected feature subset, we have performed 10-fold Cross Validation, using 

different classifiers including Random Forest, SVM, Naïve Bayes and kNN.    

Here in the table 5.6-4 the best classification accuracy is shared which we have got with random 

forest Classifier.  

Table 5.6-4: Prostate Cancer Dataset: Confusion Matrix 

 

VALIDATION SPLIT (CV 10 FOLDS) 

 

 TEST SPLIT  

Accuracy Precision Recall AUC Accuracy Precision  Recall AUC 

 98.04%  98.08%  98.08% 0.975  97.06%  98.04%  96.15% 0.983 

 

 

Figure 5.6-6: Prostate Cancer Dataset: ROC-AUC 
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5.6.3 Case 3: Leukemia Cancer Dataset 

The Leukemia Cancer dataset is based on Leukemia cancer study by “Golub et. al., 

(1999)” [69]. Its contains 7129 microarray expression genes (features) profiled against 72 

patients representing dataset instances, in which 49 instances corresponds to Acute Lymphoblast 

Leukemia (ALL) and 23 sample corresponds to Acute Myeloid Leukemia (AML). 

 

Figure 5.6-7: Leukemia Cancer Dataset: Feature (Genes) Count after each stage 
 

The figure 5.6-7 shows the count of selected features after each stage. Raw Leukemia 

cancer dataset contains 7129 features (genes). In Relevancy Block, Information Gain Filter 

selected 64 Features, Gain Ratio filter selected 64 Features and Gini Index filter selected 87 

Features. Union of Features by each filter meeting a specific threshold criteria resulted in a set 

comprising of 112 informative and relevant genes. In next stage, redundancy among features is 

removed and we removed 4 genes that were highly correlated and not adding any new 

information to the target class, resulting in 108 features.    

These 108 genes are passed as a reduced search space for Genetic Algorithm wrapper, 

where“fitness of each individual is calculated by the classification accuracy of Random Forest in 

a 10 fold stratified Cross Validation Setup.”And we got a final optimal feature subset containing 

6 potential features shown in table 5.6-5. 
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Figure 5.6-8: Leukemia Cancer Dataset: Classification Accuracy after each stage 
 

Figure 5.6-8 shows classification accuracy achieved by features set obtained at the end of 

each stage using random forest classifier in 10 fold stratified Cross Validation setup.  

To create a baseline classification accuracy, we computed accuracy with Raw Dataset without 

feature selection i.e. 81.94%. And to witness impact of each stage on classification performance 

of classifier, we have computed classification accuracies at the end of each stage. We got 95.83% 

accuracy for prostate cancer dataset after stage 1 while 97.22% after stage 2, which clearly 

shows, Pearson correlation statistics not only removed redundant features but noise too, thus 

improving classification accuracy. Finally, the optimal feature set shown in table 5.6-5 has 

attained 100% classification accuracy. 

Table 5.6-5: Leukemia Cancer Dataset: Optimal Feature Subset 

Selected Potential Attributes Accuracy Achieved 
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Table 5.6-5 shows the“accuracy, precision, recall and AUC measure for the”validation 

split as well as for the test split. To avoid any chances of error and to assure the classification 

performance of selected feature subset, we have performed 10-fold Cross Validation, using 

different classifiers including Random Forest, SVM, Naïve Bayes and kNN.    

Here in the table 5.6-6 the best classification accuracy is shared which we have got with random 

forest and Naïve Bayes Classifiers i.e.100%.  

Table 5.6-6: Leukemia Cancer Dataset: Confusion Matrix 

 

VALIDATION SPLIT (CV 10 FOLDS) 

 

TEST SPLIT  (CV 10 FOLDS) 

Accuracy Precision Recall AUC Accuracy Precision Recall AUC 

100 100 100 1.0 100 100 100 1.0 

 

 

Figure 5.6-9: Leukemia Cancer Dataset: ROC-AUC 
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5.6.4 Case 4: Ovarian Cancer Dataset 

The Ovarian Cancer Dataset [65] contains 15155 Microarray gene expressions (features) 

profiled against 253 patients (instances). Among these instances, 91 corresponds to Class 

“Normal”, while 162 correspond to class “Cancer”.    

 

 

Figure 5.6-10: Ovarian Cancer Dataset: Feature (Genes) Count after each stage 

 

The figure 5.6-10 shows the count of selected features after each stage. Raw Ovarian 

cancer dataset contains 15155 features (genes). In Relevancy Block, Information Gain Filter 

selected 42 Features, Gain Ratio filter selected 40 Features and Gini Index filter selected 57 

Features. Union of Features by each filter meeting a specific threshold criteria resulted in a set 

comprising of 59 informative and relevant genes. In next stage, redundancy among features is 

removed and we removed 39 genes that were redundant and not adding any new information to 

the target class, resulting in 20 features.    

These 20 genes are passed as a reduced search space for Genetic Algorithm wrapper, 

where“fitness of each individual is calculated by the classification accuracy of Random Forest in 

a 10 fold stratified Cross Validation Setup.”And we got two final optimal feature subset 

containing 4 potential features shown in table 5.6-7. 
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Figure 5.6-11:Ovarian Cancer Dataset: Classification Accuracy after each stage 

 

Figure 5.6-11 shows classification accuracy achieved by features set obtained at the end 

of each stage using random forest classifier in 10 fold stratified Cross Validation setup.  

To create a baseline classification accuracy, we computed accuracy with Raw Dataset without 

feature selection i.e. 92.49%. And to witness impact of each stage on classification performance 

of classifier, we have computed classification accuracies at the end of each stage. We got 98.42% 

accuracy for ovarian cancer dataset after stage 1 while 98.81% after stage 2, which clearly 

shows, Pearson correlation statistics not only removed redundant features but noise too, thus 

improving classification accuracy. Finally, the optimal feature set shown in table 5.6-7 has 

attained 100.00% classification accuracy. 

Table 5.6-7: Ovarian Cancer Dataset: Selected optimal feature subset 

Selected Potential Attributes Accuracy Achieved 
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Table 5.6-8 shows“accuracy, precision, recall and AUC measure for the”validation split 

as well as for the test split. To avoid any chances of error and to assure the classification 

performance of selected feature subset, we have performed 10-fold Cross Validation, using 

different classifiers including Random Forest, SVM, Naïve Bayes and kNN.    

Here in the table 5.6-8 the best classification accuracy is shared which we have got with kNN 

classifier i.e.100%.  

Table 5.6-8: Ovarian Cancer Dataset: Confusion Matrix 

 

VALIDATION SPLIT (CV 10 FOLDS) 

 

 TEST SPLIT  

Accuracy Precision Recall AUC Accuracy Precision  Recall AUC 

100% 100% 100% 1.0 100% 100% 100% 1.0 

 

 

 

Figure 5.6-12: Ovarian Cancer Dataset: ROC-AUC 
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5.6.5 Case 5: Central Nervous System (CNS) Cancer Dataset 

The Central Nervous System (CNS) Cancer Dataset [65] contains 7129 Microarray gene 

expressions (features) profiled against 60 patients (instances). Among these instances, 39 

corresponds to Class “1” representing failures, while 21 correspond to class “0” representing 

survivors.    

 

Figure 5.6-13: CNS Cancer Dataset: Feature (Genes) Count after each stage 

 

The figure 5.6-13 shows the count of selected features after each stage. Raw CNS cancer 

dataset contains 7129 features (genes). In Relevancy Block, Information Gain Filter selected 88 

Features, Gain Ratio filter selected 1015 Features and Gini Index filter selected 1015 Features. 

Union of Features by each filter meeting a specific threshold criteria resulted in a set comprising 

of 1074 informative and relevant genes. In next stage, redundancy among features is removed 

and we removed 44 genes that were redundant and not adding any new information to the target 

class, resulting in 1030 features.    

These 1030 genes are passed as a reduced search space for Genetic Algorithm wrapper, 

where“fitness of each individual is calculated by the classification accuracy of Random Forest in 

a 10 fold stratified Cross Validation Setup.”And we got a final optimal feature subset containing 

7 potential features shown in table 5.6-9. 
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Figure 5.6-14: CNS Cancer Dataset: Classification Accuracy after each stage 

 

Figure 5.6-14 shows classification accuracy achieved by features set obtained at the end 

of each stage using random forest classifier in 10 fold stratified Cross Validation setup.  

To create a baseline classification accuracy, we computed accuracy with Raw Dataset without 

feature selection i.e. 60.00%. And to witness impact of each stage on classification performance 

of classifier, we have computed classification accuracies at the end of each stage. We got 66.67% 

accuracy for CNS cancer dataset after stage 1 while 70.00% after stage 2, which clearly shows, 

Pearson correlation statistics not only removed redundant features but noise too, thus improving 

classification accuracy. Finally, the optimal feature set shown in table 5.6-9 has attained 93.33% 

classification accuracy. 

 

Table 5.6-9: CNS Cancer Dataset: Selected Optimal Feature Subset 

Selected Potential Attributes Accuracy Achieved 

 

{D83542_at, S71824_at, U93205_at, 

X14968_at, 

D13814_s_at, U11821_s_at, X71348_at} 
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Table 5.6-10 shows the“accuracy, precision, recall and AUC measure for the”validation 

split as well as for the test split. To avoid any chances of error and to assure the classification 

performance of selected feature subset, we have performed 10-fold Cross Validation, using 

different classifiers including Random Forest, SVM, Naïve Bayes and kNN.    

Here in the table 5.6-10 the best classification accuracy is shared which we have got with 

Random Forest classifier i.e. 93.33%. 

Table 5.6-10: CNS Cancer Dataset: Confusion Matrix 

 

VALIDATION SPLIT (CV 10 FOLDS) 

 

 TEST SPLIT  

Accuracy Precision Recall AUC Accuracy Precision  Recall AUC 

93.33% 94.87% 94.87% 0.912 93.33% 92.68% 97.44% .931 

 

 

Figure 5.6-15- CNS Cancer Dataset: ROC-AUC 
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5.6.6 Case 6: Small Round Blue Cell Tumor (SRBCT) Dataset 

The Small Round Blue Cell Tumor (SRBCT) dataset [67] contains 2308 

microarray gene expression dataset profiled against 83 patients. The instances belong to 

four classes 1,2,3 or 4. 

1, 2, 3 and 4 corresponds to Ewing family of tumors (EWS), non-Hodgkin lymphoma 

(NHL), neuroblastoma (NB), rhabdomyosarcoma (RMS) containing 29, 11, 18, 25 

instances respect. 

 

Figure 5.6-16: SRBCT Dataset: Feature (Genes) Count after each stage 

 

The figure 5.6-16 shows the count of selected features after each stage. Raw SRBCT 

cancer dataset contains 2308 features (genes). In Relevancy Block, Information Gain Filter 

selected 121 Features, Gain Ratio filter selected 108 Features and Gini Index filter selected 63 

Features. Union of Features by each filter meeting a specific threshold criteria resulted in a set 

comprising of 158 informative and relevant genes. In next stage, redundancy among features is 

removed and we removed 1 gene that was redundant and not adding any new information to the 

target class, resulting in 157 features.    

These 157 genes are passed as a reduced search space for Genetic Algorithm wrapper, 

where“fitness of each individual is calculated by the classification accuracy of Random Forest in 
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a 10 fold stratified Cross Validation Setup.”And we got a final optimal feature subset containing 

7 potential features shown in table 5.6-12. 

 

Figure 5.6-17: SSRBCRBCT Dataset: Classification Accuracy after each stage 

 

Figure 5.6-17 shows classification accuracy achieved by features set obtained at the end 

of each stage using random forest classifier in 10 fold stratified Cross Validation setup.  

To create a baseline classification accuracy, we computed accuracy with Raw Dataset without 

feature selection i.e. 97.96%. And to witness impact of each stage on classification performance 

of classifier, we have computed classification accuracies at the end of each stage. We got 98.80% 

accuracy for SRBCT multiclass cancer dataset after stage 1 and 100.00% for stage 2, which 

clearly shows, Pearson correlation statistics not only removed redundant features but noise too, 

thus improving classification accuracy. 

Table 5.6-11: SRBCT Dataset: Selected Optimal Feature Subset 

Selected Potential Attributes Accuracy Achieved 

 

{gene2, gene246, gene742, gene842, 

gene846, gene1764, gene 1770, gene1911, 

gene 2050} 
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Table 5.6-12 shows“accuracy, precision, recall and AUC measure for the”validation split 

as well as for the test split. To avoid any chances of error and to assure the classification 

performance of selected feature subset, we have performed 10-fold Cross Validation, using 

different classifiers including Random Forest, SVM, Naïve Bayes and kNN.    

Here in the table 5.6-12 the best classification accuracy is shared which we have got with Naïve 

Bayes and Random Forest classifier i.e. 100.00%. 

 

Table 5.6-12: SRBCT Dataset: Confusion Matrix 

 

 VALIDATION SPLIT (CV 10 FOLDS) 

 

TEST SPLIT (CV 10 FOLDS) 

Accuracy Precision Recall Accuracy Precision  Recall 

100% 100% 100% 100% 100% 100% 
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5.6.7 Case 7: Lymphoma Cancer Dataset 

The Lymphoma Cancer Dataset [65] is a multiclass dataset that contains 4026 microarray 

gene expression (features) profiled against 66 patients (instances). 46 instances correspond to 

Diffuse Large B-cell Lymphoma (DLBCL), 9 to Follicular Lymphoma (FL), 11 to Chronic 

lymphocytic leukemia (CLL). All three categories are cancer types that grow in white blood 

cells. 

 

Figure 5.6-18: Lymphoma Cancer Dataset: Feature (Genes) Count after each stage 

 

The figure 5.6-18 shows the count of selected features after each stage. Raw Lymphoma 

cancer dataset contains 4026 features (genes). In Relevancy Block, Information Gain Filter 

selected 402 Features, Gain Ratio filter selected 728 Features and Gini Index filter selected 504 

Features. Union of Features by each filter meeting a specific threshold criteria resulted in a set 

comprising of 763 informative and relevant genes. In next stage, redundancy among features is 

removed and we removed 205 genes that was redundant and not adding any new information to 

the target class, resulting in 558 features.    

These 558 genes are passed as a reduced search space for Genetic Algorithm wrapper, 

where“fitness of each individual is calculated by the classification accuracy of Random Forest in 

a 10 fold stratified Cross Validation Setup.”And we got a final optimal feature subset containing 

7 potential features shown in table 5.6-13. 
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Figure 5.6-19: Lymphoma Cancer Dataset: Classification Accuracy after each stage 

 

Figure 5.6-19 shows classification accuracy achieved by features set obtained at the end 

of each stage using random forest classifier in 10 fold stratified Cross Validation setup.  

To create a baseline classification accuracy, we computed accuracy with Raw Dataset without 

feature selection i.e. 96.67%. And to witness impact of each stage on classification performance 

of classifier, we have computed classification accuracies at the end of each stage. We got 98.48% 

accuracy for Lymphoma multiclass cancer dataset after both stages, which clearly shows, 

Pearson correlation statistics has removed redundant features, just causing repetition and not 

adding any new information to target class. Finally, the optimal feature set shown in table 5.6-13 

has attained 100.00% classification accuracy. 

 

Table 5.6-13: Lymphoma Cancer Dataset: Selected Optimal Feature Subset 

Selected Potential Features Accuracy Achieved 
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Table 5.6-14 shows the“accuracy, precision, recall and AUC measure for the”validation 

split as well as for the test split. To avoid any chances of error and to assure the classification 

performance of selected feature subset, we have performed 10-fold Cross Validation, using 

different classifiers including Random Forest, SVM, Naïve Bayes and kNN.    

Here in the table 5.6-14 the best classification accuracy is shared which we have got with Naïve 

Bayes and Random Forest classifier i.e. 100.00%. 

 

Table 5.6-14: Lymphoma Cancer Dataset: Confusion Matrix 

 

 VALIDATION SPLIT (CV 10 FOLDS) 

 

TEST SPLIT (CV 10 FOLDS) 

Accuracy Precision Recall Accuracy Precision  Recall 

100% 100% 100% 100% 100% 100% 
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5.7 Comparative Analysis 

In this section we have covered different set of comparisons. First comparison we have 

done is between GA-RF wrapper and MF-GARF Hybrid approach in terms of classification 

accuracy, features count and CPU execution time to show the performance gap. 

Table 5.7-1: Comparison of GA-RF Wrapper and MF-GARF Wrapper 

(Features Count is in parenthesis) 

 DATASETS MF- 

GA-RF 

Execution 

Time 

(sec) 

GA-RF  Execution 

Time 

(sec) 

B
IN

A
R

Y
 C

L
A

S
S

 D
A

T
A

S
E

T
S
 

COLON 95.16 

(5) 

17s 91.94(10) 387s 

PROSTATE 97.06 

(10) 

280s 88.24(10) 1709s 

LEUKAEMIA 100 

(6) 

25s 97.22(10) 466s 

OVARIAN 100 

 (4) 

121s 98.42(10) 1726s 

CNS 93.33 

(7) 

338s 88.33(8) 726s 

M
U

L
T

I 
C

L
A

S
S

 

D
A

T
A

S
E

T
 

SRBCT 100 

(9) 

30s 95.18(10) 1068s 

LYMPHOMA 100 

(7) 

20s 98.48(10) 1547s 

 

This table 5.7-1 presents a comparison among proposed hybrid approach MFGARF and 

wrapper approach GA-RF. The purpose is to show how preprocessing through filters impacts 

positively on classification accuracies and CPU execution time. 

5.7.1 Comparison of our Proposed Multiple Filter Based Preprocessing with mRMR 

This table 5.7.2 presents a comparison of our chosen set of filters with famous filter 

technique mRMR employed by many studies [45,48,49] to proof it’s a good competitor and it 
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has achieved better accuracies for five datasets than mRMR. To keep the comparison fair we 

have considered same count of features for both methods. 

 

Table 5.7-2: Comparison of accuracies achieved by Proposed Multiple Filters and 
mRMR 

(Features count is represented in parenthesis) 

 DATASETS MULTIPLE 

FILTER (MF) 

FEATURE SET 

mRMR 

FEATURE SET 

B
IN

A
R

Y
 C

L
A

S
S

 

D
A

T
A

S
E

T
S

 

COLON 87.10(42) 87.10(42)  

PROSTATE 93.14(75) 94.12(75)  

LEUKAEMIA 98.81(102) 97.22(102)  

OVARIAN 100(16) 98.42(16)  

CNS 70.00(1030) 71.67(1030) 

M
U

L
T

I 

C
L

A
S

S
 

D
A

T
A

S
E

T
 

SRBCT 100(157) 97.59(157)  

LYMPHOMA 98.48(558) 98.48(558) 

 

5.7.2 Comparison of GA-RF with commonly used GA-SVM combination 

In table 5.7-3 we have made comparison of our proposed GA-RF with commonly used 

combination of GA-SVM in terms of accuracies and features count. To keep the comparison fair, 

Initial preprocessing is kept same for both combination i.e. proposed multiple filters, to ensure 

relevancy and remove redundancy, are employed in earlier stages. The average of accuracies 

shows that GA-RF is a better choice than GA-SVM.  

 

Table 5.7-3: Comparison of Accuracies achieved by MFGARF and MF-GASVM 
(Features count is represented in parenthesis) 

 PROPOSED MULTIPLE FILTERS ( MF) 

 DATASETS GA-RF GA-SVM 

B
IN

A
R

Y
 

C
L

A
S

S
 

D
A

T
A

S
E

T
S
 COLON 95.16(5) 94.44(10) 

PROSTATE 97.06(10) 83.10(10) 

LEUKAEMIA 100(6) 100(9) 

OVARIAN 100 (4) 100(6) 

CNS 93.33(7) 66.67(8) 
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M
U

L
T

I 

C
L

A
S

S
 

D
A

T
A

S
E

T
S

 

SRBCT 100(9) 94.12(10) 

LYMPHOMA 100(7) 84.62(10) 

 Average Accuracy 97.93% 88.99% 

 

In table 5.7 2, we can see MF-GARF has achieved classification accuracies and features 

count better than MF-GASVM for 5 datasets and same accuracy for 2 datasets but with lesser 

number of features comparatively.  

 

5.7.3 Comparison of MF-GARF with Other state of the art GA Wrapper based Hybrid 

Approaches 

Here in table 5.7-4 we have presented a comparison of our proposed MFGARF Hybrid 

with other state of the art Genetic Algorithm based hybrid feature selection approaches in terms 

of classification accuracy and feature (genes) count. MFGARF approach has achieved 100 

percent accuracy for Leukemia, Ovarian, SRBCT, and Lymphoma dataset with no more than 4-9 

features which is not yet achieved by any of other GA based Feature selection hybrid approach. 

For colon, it has achieved better accuracy than IG-GA and MIMGA and FCBF – GA with 

relatively very small number of features i.e. 5, while other techniques feature count ranges 

between 14-202 for Colon Cancer Dataset. For prostate, we have outperformed L_Score-GA and 

F_Score-GA. MFGARF has outperformed IG-GA for CNS dataset too by achieving 93.3% 

accuracy with 7 features which is far better than 86.67% off 38 features. 

 

Table 5.7-4: Comparison of MFGARF with other state of the art GA based Hybrid 
Approaches (Features count is represented in parenthesis) 

 

Feature 

Selection 

Algorithm 

Classifier Colon Prostate Leukemia Ovarian CNS SRBCT Lympho

ma 

(IG-GA) 

[41] 

GP 85.48 

(60) 

- 97.06(3) - 86.67 

(38) 

- - 
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(MIMAGA) 

[42] 

ELM 89.09 

(7) 

96.54(3) 97.62(19) - - - - 

(IDGA – F) 

[43] 

 

SVM - 96.8(25) 98.1(12) - - 97.6(21) 98.1(10) 

kNN - 92.5(29) 98.1(14) - - 97.8(20) 95.4(8) 

NB - 92.3(30) 95.2(18) - - 97.9(30) 97.9(9) 

(IDGA – L) 

[43] 

SVM - 89.3(32) 95.6(13) - - 97.3(32) 99.7(21) 

kNN - 73.6(33) 97.4(8) - - 96.9(29) 91.2(23) 

NB - 56.7(25) 97.7(8) - - 96.1(29) 93.0(20) 

SCC-GA 

[44] 

SVM 68.75 

(NAN) 

- - - - 89.02 

(NAN) 

- 

kNN 79.38 

(NAN) 

- - - - 82.36 

(NAN) 

- 

NB 83.80 

(NAN) 

- - - - 85.00 

(NAN) 

- 

DT 85.24 

(NAN) 

- - - - 87.02 

(NAN) 

- 

mRMR-GA 

[45] 

SVM 95.61 

(83) 

- 93.05(51) - - - - 

mRMR-GA 

[48] 

SVM 85.48 

(NAN) 

- 98.61 

(NAN) 

- - - 95.83 

(NAN) 

Extended 

GA [46] 

ELM - - 97.4(124) - - - - 

(FCBF – 

GA) 

[47] 

SVM 90.32 

(14) 

- - 100 

(30) 

- - - 

Proposed 

MF-GARF 

RF 95.16 

(5) 

97.06 

(10) 

100(6) 100(4) 93.33 

(7) 

100 

(9) 

100 

(7) 

kNN 79.03 

(5) 

93.14 

(10) 

94.44 

(6) 

100(4) 60.00 

(7) 

91.57 

(9) 

93.94 

(7) 

SVM 82.14 

(5) 

96.08 

(10)  

97.22 

(6) 

99.60(4) 68.33 

(7) 

- - 

NB 72.58 

(5) 

96.08 

(10) 

100 

(6) 

98.83(4) 61.67 

(7) 

100 

(9) 

100 

(7) 
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Results show the improved performance of GA. Other than achieving best classification 

accuracies and minimum feature count with Proposed Approach (MF-GARF) and Random 

Forest Classifier, our objective was also to achieve relevancy, removal of redundancy, and 

achieve optimality. We have also covered few other gaps we encountered in GA approaches like 

not only performed experimentation on binary class but also on Multi-class dataset to show the 

effectiveness of our technique on multi class datasets. We have also shared the potential feature 

subset, which almost every GA based hybrid approach has neglected. 

5.7.4 Comparison of MGARF with other state of the art Metaheuristic Hybrid 

Approaches 

In recent years, swarm based intelligence base approach Particle Swarm Optimization 

(PSO), Ant Colony Optimization (ACO), and Artificial Bee Colony (ABC), 

PSO have gained much popularity in field of data mining for the purpose of gene selection 

because of it early convergence rate and easy interpretability. In this section we have done 

comparison of our proposed hybrid approach MF-GARF with PSO, ACO, ABC based hybrid 

approaches from recent literature [47-57].  

 

Table 5.7-5: Comparison of MFGARF with other state of the art Metaheuristic Hybrid 
approaches(Features count is represented in parenthesis) 

Feature 

Selection 

Algorithm 

Classifier Colon Prostat

e 

Leukemia Ovarian CNS SRBCT Lympho

ma 

(mRMR-

PSO)[49] 

SVM 87.10(401) 71.43 

(8.2) 

- - 68.10 

(11) 

- - 

kNN 85.48(44) 68.10 

(10) 

- - 69.52 

(9) 

- - 

(mRMR-

PSO)[48] 

SVM 93.55 

(78) 

- 95.83 

(53) 

- - 93.97 

(68) 

96.96 

(82) 

(HPSO-

LS) [40] 

1-NN 84.38 

(60) 

- 89.28 

(100) 

- - - - 

(FCBF-

PSO) [47] 

SVM 90.32 

(14) 

- - - - - 100 

(30) 
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(CLACOF

S) 

[50] 

NB - 99.10 

(7) 

97.60(6) - - - - 

kNN - 99.85 

(15) 

95.95(4) - - - - 

SVM - 98.35 

(14) 

95.95(3) - - - - 

(MI - 

ASCO) 

[51] 

Fuzzy 

Classifier 

- 84.68 

(NAN) 

94.75 

(NAN) 

- - - - 

ReliefF- 

ACO – GS 

[52] 

- 94.00(9) 89.20 

(10) 

95.80(18) - - - - 

(ICA + 

ABC)[53] 

NB 98.14(16) 98.88(1

6) 

98.68(12) - - - 97.33 

(15) 

(mRMR-

ABC)[49] 

SVM 87.10(354) 69.05 

(29) 

- - 71.43 

(8) 

- - 

kNN 85.48(113) 70.00 

(10) 

- - 71.43 

(9) 

- - 

(RFR-

BBHA)[54

] 

Bagging 91.93(4) - - - 86.66 

(2) 

- - 

(SU-

HSA)[55] 

IB1 87.15(22) - 99.53(23) 99.94(15) - - - 

NB 87.53(9) - 100(26) 99.65(12) - - - 

Log-

GOA[56] 

- 95(NAN) - 94(NAN) - - - - 

Proposed 

MF-GARF 

RF 95.16 (5) 97.06 

(10) 

100(6) 100(4) 93.33 

(7) 

100 

(9) 

100 

(7) 

kNN 79.03 

(5) 

93.14 

(10) 

94.44 

(6) 

100(4) 60.00 

(7) 

91.57 

(9) 

93.94 

(7) 

SVM 82.14 

(5) 

96.08 

(10)

  

97.22 

(6) 

99.60(4) 68.33 

(7) 

- - 

NB 72.58 

(5) 

96.08 

(10) 

100 

(6) 

98.83(4) 61.67 

(7) 

100 

(9) 

100 

(7) 
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The table 5.7-4 gives a thorough comparison of our proposed Feature Selection Hybrid 

Approach MFGARF with other state of the art techniques in terms of classification accuracy and 

features count. MFGARF has shown remarkable performance almost for all datasets. MFGARF 

has outperformed all other metaheuristic techniques in terms of classification accuracy and 

number of features in four datasets including Ovarian, Lymphoma, SRBCT and Leukemia. It has 

obtained 100% accuracy for these four dataset with features count no more than 9 that is 

exceptional. For CNS Cancer dataset, it has outperformed all three techniques [49, 54] with 

93.33% classification accuracy and 7 features. For colon dataset, MFGARF has obtained 95.16% 

classification accuracy with Random Forest Classifier which is better than classification 

accuracies of 10 out of 11 techniques. ICA-ABC [53] has outperformed our proposed approach 

by achieving 98.14% accuracy with 15 features. For prostate cancer dataset, CLA-ACO [50] and 

ICA-ABC [53] has achieved better accuracies 99.85% and 98.84% respectively which is better 

than ours 97.06%. And the basic reason we got to figure out is the difference of features and 

sample size. All the techniques we compared with have feature set for prostate cancer dataset 

comprising of 12600 features with 136 instances while ours is 12533 features with 102 sample 

size. Otherwise, this table 5.7-4 gives us a clear idea that overall our proposed MF-GARF is a 

good competitor in terms of classification accuracy and predictive features (genes) it has yielded. 
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CHAPTER 6: CONCLUSION AND FUTURE WORK 

6.1 Conclusion 

The claim of this thesis is that challenges associated with microarray cancer datasets 

specifically curse of dimensionality and irrelevancy can be resolved by performing supervised 

feature selection utilizing efficiency of filters and classification performance of metaheuristic 

wrapper approaches. For that purpose, we have proposed a hybrid feature selection approach 

(MF-GARF) based on multiple filters and Genetic Algorithm (GA) wrapper in combination with 

Random Forest (RF) classifier.  

We have combined set of information theory based filters Information Gain, Gain Ratio, 

Gini index, and Correlation statistics that are responsible for removal of irrelevancy and 

redundancy among features. Moreover, these multiple filters not only collectively serve as a pre-

processor for GA wrapper but also improve the performance of GA by reducing the initial search 

space of GA wrapper that is otherwise highly computationally expensive. Genetic Algorithm and 

Random Forest with Gini Index Splitting criteria wrapper refines the pre-processed feature set 

into an optimal subset. For the evaluation of selected features Random Forest, kNN, Naïve 

Bayesian and SVM classifiers are used in 10-folds cross validation to avoid any chances of 

biasness and overfitting and we got the best results with Random Forest. 

The experimentation has been carried out on 7 benchmark binary and multi-class 

microarray cancer datasets including Colon, Prostate, Leukemia, Ovarian, CNS, SRBCT, and 

Lymphoma. The proposed algorithm has achieved 100% accuracy for Leukemia, Ovarian, 

SRBCT and Lymphoma with 6, 4, 9, and 7 features respectively. For Colon we got 95.16% 

classification accuracy with 5 features and for prostate 97.06% with 10 features. We have 

compared the results of MFGARF with other state of the art GA wrapper based hybrid 

approaches and it has completely outperformed all other GA hybrid techniques for all datasets. 

Moreover, to evaluate it performance against other competitor metaheuristic approaches in terms 

of classification accuracy and features count we have compared MFGARF with PSO, ACO and 

ABC presented in literature. Our proposed approach has almost outperformed many hybrid 

techniques except few like CLACOFS and ICA-ABC for Colon and Prostate datasets. 
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6.2 Future Work 

One of the aim of this study is to bring improvement in the performance of traditional 

Genetic Algorithm Wrapper, for which we have used fusion of multiple filters as a preprocessor 

and reduced the search space for GA wrapper. Moreover, we introduced Random Forest as an 

induction algorithm to evaluate the fitness of each selected feature (genes) subset in a 10-fold 

Cross Validation setup instead of SVM that is generally chosen as a fitness evaluator for GA 

Wrapper [38, 45, 47]. 

We successfully got the expected performance and results. But, we have left 

computational complexity as a future direction.  Further, this work can either be refined or 

extended in many ways. For say, we can introduce novel Local Search algorithm with GA to 

improve the performance of GA wrapper as suggested by [40] [70] for PSO and BA respectively. 

Here we have presented a comparison of our proposed hybrid approach with three other 

famous metaheuristic techniques namely Particle swarm optimization (PSO), Ant Colony 

Optimization (ACO) and Artificial Bee Colony Optimization (ABC) based hybrids. These 

metaheuristic techniques can be incorporated with proposed Preprocessing Step I.e. Fused 

Multiple Information theory based Filters.  

 For the purpose of noise reduction and removal of irrelevancy we have used set of 

information theory based filters information gain, Gain Ratio and Gini index, as they are 

considered as most promising ranking approaches [59]. For future work, set of filters with 

different feature evaluation criteria can be assembled, i.e. based on distance measures, similarity 

measures or consistency measures and their impact on classification performance can be studied.  

 Moreover, Feature selection of microarray gene expression datasets is a vast domain. 

There is still a great room to research, explore and try varied combination of existing algorithms 

to overcome the challenges and issues associated with microarray gene expression datasets and 

to improve the performance of existing Machine Learning Algorithms for such high dimensional 

datasets. 
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