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ABSTRACT 

Twitter is amongst globally used micro-blogging applications by millions of users 

on daily basis for sharing their thoughts regarding diverse topics of different 

occasions as well as their opinions on the hottest trends. Which makes it a rich 

source for decision making and sentiment analysis. Over the recent years, multiple 

frameworks and models have been proposed to extract people’s sentiments against 

a topic, an individual or an organization with to help decision making process and 

still a lot of work is on the way to get accurate models. Sentiment analysis focuses 

on the polarity calculation from a tweet/text and classifying them as positive, 

neutral and negative. The primary focus of this methodology is to address the 

neutral tweets along with positive and negative tweets and their automated polarity 

generation. Here we proposed a system which extracts the tweets from Twitter 

against a profile and after applying preprocessing techniques, calculating 

sentiments and applying Random Forest, Naïve Bayes, Support Vector Machine, 

Multinomial Logistic Regression Classifier and XGBoost for prediction of 

sentiments from the tweets. The highest accuracy achieved with this methodology 

is 81% accuracy. 
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Chapter 1 Introduction 

The world today has become a global village due to emergence of internet and 

various social media applications. Sending messages, expressing feelings and 

giving opinions has become very easy and affordable in no time. This vast range of 

expression has led to use of social media in variety of ways. Public figures, 

universities, journalists and politicians not only use it for entertainment purpose. 

They rather use it to share their ideas, important news and events to generate 

feedback from the public. Public as we know is very vocal and expressive now a 

days. Their opinionated approach and comments had always been an intriguing 

point for researchers and analysts.  

People around the world generating 2.5 quintillion bytes of data everyday has 

created a rage and desire among researchers around to world to make use of this 

wide spread of data. The researchers have been applying various techniques to get 

insights and meaningful information out of this spread of which could lead to 

important and useful conclusions for future purposes. One of these techniques is 

called “Sentiment Analysis”.  

Sentiment Analysis is a complex phenomenon. Analyzing human emotions using 

natural language processing is not as easy as it may sound. Human language 

complexity is not easy to be solved by the machines. Humans can be intuitive in 

understanding emotions, tone and context of a particular opinion but the same does 

not apply to machine learning. Suppose a person expressing in a sentence: “My 

flight’s been delayed. Brilliant!”. Now a normal person would consider this a 

sarcastic comment because this person could judge the tone and context behind the 

sentence but a machine by just breaking down the sentence into words and judging 

each word could not make sense of sarcasm possibly. It is not impossible to make 

a machine learn about the context behind an opinion but it is sort of difficult and 

challenging.  

Even though human analysis and judgment is far off better than machine analysis 

and processing but humanly it is not possible to analyze the opinions of people 
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around the world and make conclusions. Therefore, as a solution to this problem 

sentiment analysis plays a vital role. Till now there have been a range of researchers 

working in this field and looking into opinion mining. One of the major sources of 

acquiring opinions and digging into this is a social media platform known as 

Twitter. It is world’s biggest platform where most renowned and famous people 

around the world give their opinions and express their thoughts on various issues. 

These opinions and expressions are often used to analyze the sentiment and hence 

many researchers have exploring the context of these tweets. These tweets have 

been categorized into 3 types: Positive, Negative and Neutral tweets. Researchers 

have until now focused keenly on positive and negative tweets and there has been 

some major work regarding this. I however tend to focus on neural tweets in this 

study. There has been a great impact on the study of positive and negative tweets 

but I intend to identify the importance of neural tweets and their impact in opinion 

mining and sentiment analysis. This study will demonstrate the methodology which 

uses the all polarity values (positive, negative, neutral) and perform sentiment 

analysis using ensemble classifiers which have provided good results.  

1.1 Motivation 

Today world is connected through the internet. The message can be sent anywhere 

around the globe at any time. However, private material or message sharing is not 

the sole aim of social media. Public figures, universities, journalists, companies and 

politicians use social media as a platform to share their ideas and generates 

feedback from the public. Opinions and moods of people are pressed out through 

internet as the social media users are rapidly rising. User’s reaction on different 

areas like crisis, disasters, entertainment and news, etc. have pulled 

in an expanding level of intrigued within the researchers. 

Monthly people do a multitude of publications and no polls are created out from 

public about certain matters because everything cannot be done manually. This 

plays up the fact that there is a need for automated intellectual methods which 

analyze the information of the text. These methods permit us to process large data 

in a short passage of time and message meanings are understandable. Usage of 

Modern methods and technologies in artificial intelligence and big data, helps the 
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researchers to make the process automated in the analysis of content through data 

collection, preparation, management and visualization of data. 

Existing work is done on sentiment analysis through the fields of computational 

linguistics, methods of machine learning, text mining, natural language processing 

and rule-based learning methods. The methods of machine learning encompass 

training the model. Of late, through social media numerous data are collected for 

sentiment analysis in research. Renowned techniques of machine learning are used 

for Data classification and data clustering. Nevertheless, the neutral tweets have not 

been acted many time and researchers mostly put neutral tweets data in their future 

work.  

The primary intent was to address the neutral tweets and show their importance in 

sentiment analysis. The research shows the methodology which uses the all polarity 

values (positive, negative, neutral) and perform sentiment analysis. Likewise their 

automated polarity generation. There is one inclination that the method's 

performance is dependent on datasets and their complexity. 

1.2 Problem statement 

Much research has been done on sentiment analysis. The data which is in textual 

form requires the sentiment analysis process to address the sentiment polarity that 

either sentiments are positive, negative or neutral. For classification many 

researchers used different techniques of supervised learning, features based on 

polarity and Part of speech (POS). With domain restrictions different classifiers are 

proposed which are automated. But mostly researches focus on positive and 

negative polarity and they often skip neutral polarity. There is always a room 

available for new improvements. The major focus of this research is to focus on all 

three sentiment polarities positive negative and neutral and provide an automated 

polarity generation and mechanism for classifying polarities with enhanced 

accuracy for future tweets. 

1.3 Scope  

Previously there has been studies on classification of positive and negative tweets 

but however this study is to focus on advanced step i.e. that is classification of 
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neutral tweets. This study will be classifying the positive, negative and neutral 

tweets.  

1.4 Thesis Organization 

The rest of the thesis is organized as following: 

 Chapter 2 gives detail about the procedure and use of sentiment analysis. 

 Chapter 3 is based on literature review.  

 Chapter 4 explains the methodology used for this study.  

 Chapter 5 explains the results obtained and discussion on them.  

 Chapter 6 discusses conclusion and future work and the end is supported 

by references.    



5 

 

Chapter 2  Sentiment Analysis 

This chapter gives an overview of sentiment analysis, its procedure, its need and 

drawbacks related to it.  

2.1 Social Media 

Social media can be defined as an electronic communication channel through which 

people communicate with each other online and share their information, thoughts, 

feelings, messages, videos or files etc. Around the world it is an essential part of 

people’s lives nowadays. Now it’s easy to connect with people around the world 

because of social media platforms. It’s completely based on computer technology. 

People connect with each other through Personal computers, laptops, tablets or 

smartphones.  

Social media becomes new norm of society as people communicate with each other 

through messages or via email and remain up to date with ongoing information. 

Social media has changed the past communication method and gathered people in 

a single platform easily. Not only communication but social media has become this 

huge platform where opinions are formed and each and every opinion can add value 

to a certain object or event. These opinions are further used by different companies, 

researchers and bloggers to get and overall review about certain events, products 

Figure 1 The Social Media[1] 
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and situations occurring. Social media has given a voice to every individual and 

hence made it easy for researchers to get reviews and public opinions.  

 

Figure 2 Applications of Social Media[2] 

Social media can be divided into two terminologies such as social media and mobile 

social media. Social media connects people with each other through web-based 

internet network. Six classification categories are defined for social media and these 

are “joint projects (Wikipedia)”, “Microblogging (Twitter, Blogspot)”, “content 

communities (Youtube)”, “social networking sites (Facebook)”, “virtual game 

worlds (World of Warcraft)”, and “virtual social worlds (mIRC)”. 

Figure 3 Mobile Social Media[2] 



7 

 

The main aim social media is to create your own content or extend or recreate others 

content and this has become a major trend these days. Mobile social media connects 

people through applications. Mobile social media is also classified into 4 

categories: “space-timers (Foursquare)”, “space-locator (Qype)”, “quick-timers 

(posting in Twitter)”, and “slow-timers (watching video on Youtube)”. Both 

provides the mean of communication and to shared data with each other. Mobile 

social media has made it easier to voice up an individual’s opinion as the 

applications used are more easily accessible. This has led to an increased volume 

of opinions raising the need of sentiment analysis.   

2.2 Sentiment Analysis 

Social Media has made people more opinionated and connected. These days’ social 

media could be a part of standard of living. Individuals use it a minimum of once 

each day. This usage has provided in huge volumes of data which is needed to be 

explored and looked upon.  Sentiment analysis extracts the subjective information 

from these text or sentences being studied. Sentiment analysis determines the 

attitudes of a person concerning some topics. The attitudes are often directed 

towards positivism, negativity or are often neutral contexts. The advanced sort of 

sentiment analysis determines the emotional states like happy, sad, and angry.  

The latest development within the sentiment analysis is especially targeted on 

towards the detection of polarity of product review and therefore the review of the 

Figure 4 Sentiment Polarities[1] 
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films. It’s a really necessary tool within the field of computation mining for 

understanding the people’s plan and attitudes towards different problems, topics, 

events and response towards product or services being determined.  

There are different enterprises which often want to enhance at intervals itself and 

its services for the shoppers and needs to urge some feedbacks from them in order 

that it will improve within the future. Therefore, social media analytics tools are 

employed by several huge firms like Bank of North American nation, Whirlpool 

etc. to act with customers and obtaining feedback from them. The Sentiment 

Analysis procedure helps to observe the supply, target and kind of perspective and 

helps to tell apart the perspective of texts.  

The people or organizations are progressively using opinions from the media 

sources like personal blogs, review sites and social networks for his or her decision-

making. However, current internet consists of many social media applications and 

every user with the various opinions. It’s forever difficult to accurately summarize 

the opinions and data from those media. We have as humans have a tendency to 

have totally different nature and opinion towards same product or services. 

Opinions dissent from individual-to-individual and from time to time on constant 

content.  

As a personality's nature, we have a tendency to take our opinions quite seriously 

since it's our own and shut to our thoughts. Thus, it's forever a giant challenge to 

own consistent opinions on a product or a service. There ought to be some 

mechanism that automates and summarizes all those human opinions to urge 

unbiased and proper info. This can be achieved with the help of sentiment analysis. 

In this chapter, the study is aim to manage basics of social media analytics and 

advance to the opinion mining drawback, additionally numerous analysis and 

challenges within the field of sentiment analysis and the key technical problems 

that require to be addressed.  
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2.3 Opinion Definition 

Opinions are often given on something and therefore the given opinions are often 

summarized as having positive, negative or neutral attitudes towards the text or 

sentence into consideration. Opinion extraction and gathering information from 

various website in order to summarize them to get the right results is one among 

the massive challenges of sentiment analysis technique. There’s still a necessity to 

own clear and higher mechanism to mine these immense amounts of knowledge to 

urge the right results. Opinion-mining systems analyze the components of the text 

or sentence within the aspects of Who are the author, what the opinion is and how 

that half is especially expressed [2]. 

Objects and Opinions: 

Objects are referred to as the target entity that is being discussed or used or talked 

about in a certain opinion. Associate degree object will have a group of elements 

and a few sets of attributes. The thing with elements and attributes is understood as 

feature of that object. Let’s say “I like Samsung galaxy III mini. It's a good bit 

screen”, the first part shows a positive opinion on Samsung phone whereas the 

second part shows a positive opinion about its screen that describes the feature of 

galaxy III mini [4]. 

Opinion Holder: 

Opinion holder is a person who is actually categorizing the opinion concerning the 

entity being determined. Opinion holders are in most cases the author of certain 

post or organization that holds the opinion regarding a product or service [4]. 

Opinion and Orientation: 

Opinions tend to have different dimension or orientations. An opinion or a feature 

can be positive, negative or neutral. These positive, negative and neutral views are 

known as opinion orientations. Opinions are often of two varieties specifically, 

regular opinion and comparative opinion [4]. These are mentioned below. 

i. Direct Opinions: They refer to a type of opinion given explicitly regarding 

certain entity. It can be a positive or a negative one but it should be directly stating 

whatever the opinion in context to that entity would be.  
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ii. Comparative/ Indirect Opinions: These types of opinions are often 

expressed in as comparison of a target entity and another entity. The other entity is 

brought into comparison with the target entity to express opinions about in a better 

form. 

2.4 Why Sentiment Analysis? 

Sentiment analysis is becoming progressively necessary and attributable to 

emergence of social media. Sentiment analysis are often utilized in all styles of task. 

A number of them are within the field of public sentiment to understand client’s 

confidence, to understand what individuals deem the new product, within the field 

of politics to understand however individuals deem the candidate and their 

problems. Some firms use sentiment analysis for market research prediction and 

flicks industries use it to urge the reviews of the films to urge the feedback to 

understand whether or not the audience have positive, negative or neutral read. 

Sentiment analysis determines the sound judgment, polarity and therefore the 

polarity strength of the content within the text or within the sentence. The polarity 

defines positivism or negativity whereas the polarity strength defines however the 

opinion is motivated like defile positive, negative or neutral. Sentiment analysis 

approaches are often categorized into keyword recognizing, applied math analysis, 

lexical affinity and conception level ways [3]. Earlier sentiment analysis was 

mainly targeted on product reviews and flicks reviews however currently it's 

targeted on excess of application starting from forum, social networks, blogs, 

product reviews and so on. The most basic objective of the sentiment analysis is to 

observe the information and verify the mental attitude of the author towards the 

subject to be studied. 

The whole purpose of sentiment analysis is to determine the perspectives on the 

idea of holder, target of the perspective, attitude of perspective from set of types 

like love, hate or just from polarity like positive, negative or neutral. This will be 

finished with the assistance of some text or typically we would contemplate whole 

documents. 
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2.5 Tasks in Sentiment Analysis: 

Following are the tasks in sentiment analysis. 

Classification of Subjectivity 

This methodology helps in identification of subjectivity or objectivity of a 

sentences. The sentence can be split into these two categories. This classification 

can be done with the help of the context in which the sentence has been used. 

Identifying objectivity and removing objective sentences before polarity often 

helps in improving the performance of the process. [7] 

Sentiment Classification 

Sentiment classification identifies the nature of the sentence if it shows positivity 

or negativity. It can be used to identify two categories i.e. positive or negative, or 

it can be used to identify multiple categories like extremely negative, negative, 

neutral, positive, extremely positive and so on. Major work of this study however 

focuses on the classification of positive, negative and neutral tweets so we will be 

dealing with three categories in this case.  

Opinion Holder Classification 

The sentiment analysis process is can be used to classify the opinion holders who 

are a vital part of this whole process. Detecting opinion holders often aids in 

accessing the sources of these opinions. This procedure of classifying opinion 

holders can be very helpful where same opinion holders have multiple categorical 

opinions. In these scenarios, opinion holders are mostly referred by their names and 

login credentials.  

Object/ Feature Extraction 

The main things whereas analyzing sentiment is to work out target entity. The 

opinion in blogs, social media and in review sites have specific intention towards 

topic therefore to search out the target entity is critical in such situations to extract 

the options. A reviewer will have totally different opinions concerning the options 
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and elements of the target entity thus feature based mostly analysis are necessary 

problems in sentiment analysis [11]. 

2.6 Levels of Sentiment Analysis 

Sentiment Analysis has 4 different levels as shown in below figure: 

 

Figure 5: Levels of Sentiment Analysis 

 

Document Level: 

The document whose sentiment must be determined is taken into account as a basic 

unit for sentiment analysis purpose. This approach assumes that single opinion 

holder holds the opinion. The positive and negative reviews are often classified by 

mistreatment numerous obtainable machines learning approach.in [9] 3 classifiers 

(Naive Thomas Bayes, most entropy, and support vector machines) and options like 

unigrams, bigrams, term frequency, term presence and position, and parts-of-

speech are experimented. They need terminated that SVM classifier works best 

which unigram presence info was simplest [9]. Pang and Lee developed Document 

level sentiment analysis as a regression drawback [9]. Supervised learning was 

accustomed predict rating scores. 



13 

 

Sentence Level: 

This methodology relies on distinctive the subjective sentence from the mixture of 

sentences. The most drawback with document level analysis is that it will extract 

info from objective sentence therefore sentence level sentiment analysis is required 

for subjective analysis. The supervised learning methodology is employed to spot 

the subjective sentence. 

Word Level: 

It uses largely adjectives as options. Scientist conjointly uses some verbs, nouns 

and adverbs as options [7, 12].  The 2 ways of mechanically annotation sentiment 

at the word level are: 

i. Lexicon Based: This approach relies on the list of words with previous 

polarity. During this methodology, an inventory of word is made and is extended 

with synonyms and antonyms mistreatment on-line lexicon. The sentiment of the 

word is set by however the unseen words interacted with the antecedently outlined 

words within the list. The positive and negative sentiments of the words and 

therefore the orientation of words is calculated with the assistance lexical relation. 

A word’s linguistic orientation can by calculated by checking the relative distance 

from the 2 seed terms i.e. smart and dangerous. As the values lie among the ranges 

of [-1,1], this indicates strength of the orientation calculated till now [16]. There is 

a slight drawback with this methodology. This isn’t specifically domain specific so 

this cause problems in polarity classification.  

ii. Corpus Based: Corpus based mostly ways relies on legendary polarity and 

depends on syntactical and applied math techniques. There exists a relationship 

between certain unknown words and manually selected seeds. This association is 

classified as a positive or negative depending on the words and context in a 

particular situation. There is a certain degree which is achieved from this associated 

relationship representing it which is further used as a result [13]. 
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Feature Based: 

Document based approach and sentence level approaches are not really different 

from each other, however individually they consider positive and negative reviews, 

just like reviewers likes some options and dislike others. Due to this reason, feature 

based analysis is of great importance. Feature based technique extracts the feature 

of the product and then performs analysis on it. Yi et al. [12] wrote a paper and his 

approach was again the feature-based analysis. He took out noun phrases that were 

individual or came before a particular article. He also focused on extracting a 

definite base phrase that came at a start of sentence and if it was followed by 

predicate. For each sentiment phrase that was detected, there was a target set and 

the polarity was such that it finally supported the sentiment pattern information. Hu 

and Lui [7] used a heuristic methodology in which they had to extract the frequent 

noun or phrase and did association mining on it. They assigned the closest possible 

opinioned word to the selected feature which would then give its sentiment 

orientation. Etzioni [6] has improved this task with great efforts. The algorithm 

made by this person helped in elimination of nouns and phrases which were not 

related to a particular product, hence improving the technique.  

2.7 Recent Trends: 

The recent trend shows that the automatic methodology is the most generally used 

techniques for analyzing the opinions. It’s supported the phenomena like linguistic 

communication process, Text Mining, Machine Learning and Computing, 

Automatic Content Analysis, and balloting Advise Applications. The rise and use 

of social media results in increased data within the amount of unstructured 

knowledge. We should be grateful that social media platforms do not require or 

apply any sort of restriction for application of Machine Learning algorithms. This 

however has resulted in mixture of increased volume of knowledge which is 

obtainable and a lot of complicated ideas to research. In recent years there has been 

a decrease in interest on semantic-based application and increase in use of statistics 

and visualization. Even as the other science, automatic content analysis is 

additionally turning into a data-intensive science. There are still number of 

challenges being faced on these social media platforms and they are listed as below: 
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 Detecting reliable content has become crucial and sentiment analysis can 

help in identifying same of fake reviews. 

 Recognition of Name Entity has become important to identify the opinions 

of people.  

 Limitation in filtering has allowed people to give unsuitable opinions which 

mostly results in wrong kind of sentiment being analyzed.  

 Sentiment Analysis requires domain independence so that if words 

expressing a certain type of sentiment in one domain, they should be the same for 

the other domain. 

 Opinion Orientation is very crucial in sentiment analysis because it helps in 

identifying the context of the opinion by comparing different words and checking 

their polarity if it becomes positive or negative. 

 Language is of great importance in this case of sentiment analysis. 

Sometimes a sarcastic comment using positive words might give a false idea about 

the context.  

2.8 Sentiment Analysis Currently: 

Sentiment analysis are often used from on-line retail to blogging and conjointly in 

numerous applications in politics. Today clients connected with business use 

sentiment analysis not only for product review however conjointly for client 

services and whole name management. Equally sentiment analysis is beneficial in 

obtaining the feedback from subject and which therefore results in campaign 

messages and policy announcements by political parties. 

Ways of determining Sentiments: 

The growing use of the net media makes it troublesome for sentiment analysis. 

There is a scaling system methodology which uses the scoring system to work out 

the non-public appreciation. As we can see on most film review sites and other 

product reviews, the bloggers or writers have expressed about a particular film, 

product or a service in a form of score. So, this helps in determination of sentiments 

about a particular thing.  
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Subjectivity and Objectivity Identification: 

This methodology relies on some kind of documentation. The text or the sentence 

will have subjective or objective opinion. Differentiating subjective and objective 

opinion from the text or from the sentence is troublesome task as different words 

can be used in different context and in different situations and scenarios. Therefore, 

this is often one among the troublesome ways to implement [15]. 

Bales Interaction Method Analysis: 

This methodology identifies and records the character of every interaction. It’s not 

accustomed to live content of the interaction. Bales Interaction Method is based on 

a scoring system in which scores are applied to set of classes. These units are 

generally created from one sentence expressing one plan. There are certain 

complicated sentences which are scores according the quantity of freelance clauses 

they have. Sentences often have separate fragments which combine to form a 

sentence. These fragments are scored such that one point is given to each but 

separately fragments get complicated to interpret. A better approach would be to 

take the fragments in the context in which they have been used. Just like when we 

are studying oral or physical studies and judging a person’s sigh or grunt through 

their facial expressions [14].  
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Chapter 3  Literature Review 

Twitter Sentiment Analysis or as we say TSA is a very keenly researched area. 

Research work in the sentiment analysis deals with the opinions and perspectives 

of oneself with the attitudes and emotions. These emotions and attitudes are closely 

linked with natural language with respect to an event. Current advancements in 

sentiment analysis assay the achievements incurred, which can not only be entail 

as positive and negative results, but also embellish the domain of emotional and 

behavioral analysis of varied topics and communities. An enormous amount of 

research for predicting social opinions is also carried out examining the several 

techniques in sentiment analysis. 

3.1. Overview 

Authors in different papers and studies has approached to the problems of sentiment 

analysis in different ways. Some of them have focused more on preprocessing 

techniques while others tend to focus more on the overall methodology and 

presented results. We however will be giving a brief review on preprocessing 

techniques and they give review about the overall methodologies used by different 

authors in various studies. 

Pre-processing 

Pre-processing is a very important part of sentiment analysis. Selecting appropriate 

methods for pre-processing can lead to better accuracy results.  

Akrivi Krouska [19] provided a study in which he explained the effect of pre-

processing techniques and their selection twitter sentiment analysis. According to 

Akrivi, it is extremely important to properly select methodologies for pre-

processing and perform this task appropriately because it can directly affect or 

enhance the results. Sentiment analysis requires the use of classification mechanism 

to complete the process and this process often requires text pre-processing and 

feature extraction which leads to further classification of positive and negative 

tweets. The authors in the study performed an experiment on three different types 

of data sets. One of them was not specifically from any domain while the other two 

represented some particular domain. Four classifiers namely Naïve Bayes, SVM, 
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KNN and C4.5(Decision Tree) were used in this study to work upon TSA. In terms 

of preprocessing techniques, unigram, and 1-to-3 grams performed better than any 

other techniques and using feature extraction with them improved accuracy results. 

Another study conducted by Dimitrios Effrosynidis also discussed about pre-

processing techniques and their results [20]. Dimitrios took 2 different data sets and 

applied 15 different pre-processing techniques on it to get certain results. After 

processing different machine learning algorithms like Naïve Bayes, Logistic 

Regression and Linear SVC were applied to finalize the best of pre-processing 

techniques. So, after applying sentiment on twitter-based data, there were some 

techniques like stemming, replacement of repeating punctuation and removal of 

numbers resulted in better performance. While some other techniques like handling 

capitalized words, replacement of slangs and some other techniques resulted in low 

performances and accuracies. Hence the fore mentioned techniques resulting in 

good accuracies and better performances were recommended by the authors. The 

authors have also mentioned to work with the combination of some other 

classification algorithms to improve results. Going into the details of the results 

provided, SS-Twitter data set achieved 61.4% with Linear SVC through the pre-

processing technique of replacement of long words. However, Naïve Bayes came 

up with the accuracy of 60.6% after stemming technique and 61 % was achieved 

through Logistic Regression when lowercases were used. For the other dataset 

naming SemEval, Linear SVC resulted 59% of accuracy, Naïve Bayes resulted in 

60.6% and Logistic Regression resulted in 60.7%. These scores were the highest of 

all achieved after replacing URLs and user mentions which is one of the pre-

processing techniques. 

Giving opinions and has evolved over time and now increasing trends of emoticons 

have completely changed it. Emoticons are really common and Katarzyna Wegrzyn 

presented a study which was based on pre-processing techniques used with 

sentiment analysis [21]. Katarzyna compares 3 techniques involved in pre-

processing of emoticons and emoticon weight lexicon method using tokenizer of 

Twitter and NB model. The used alpha factor for integration of lexicon method with 

a classifier. This combined strategy showed results which proved that NB Model 
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was actually better for twitter sentiment analysis. The authors managed to achieve 

results with accuracy of up to 80%. 

Methodology: 

The section of literature review covers the summary of the studies and researches 

based on the over-all methodologies of Twitter Sentiment Analysis or shortly 

termed as TSA. These studies are the base to build up our own methodology 

techniques.  

The first study which came across was based on NLP and Machine Learning 

approaches which were used to classify various tweets as being positive, negative 

or neutral. Hamed AL-Rubaiee performed sentiment analysis on product reviews 

of Mubasher Products [22].  The author used SVM and Bayesian methods for 

classification and different experiments were carried out after splitting of data into 

two different subsets showing independence in terms of their time periods. So, the 

opinion words given in Arabic were translated into English and further used for 

Sentiment Analysis. The authors performed different sets of experiments on the 

data sets and got a good accuracy for Naïve Bayes with N-Gram when Neutral 

tweets were also being classified. The accuracy was up to 75%. 

Aliza Sarlan, in her study has shared the results of a protype built to extract results 

of sentiment analysis by combining NLP and Machine Learning techniques [23]. 

The authors have developed a prototype which can classify tweets into positive and 

negative classes showing perspective of different customers. The results are shown 

in the form of a pie chart on an html page. The study also claimed to have a plan of 

developing a web application for this purpose but there were certain limitations to 

Django frame work due to which it did not proceed but however a major part of 

future works was. The main lack was in terms of classification of tweets. According 

to the results shared, out a full data set 9.4% of tweets were classified as positive 

tweets and 6.5% were classified as negative tweets but the remaining 84.1% was 

classified as null. So, a major chunk of data was taken as null. This is where I feel 

lies the importance of classification of neural tweets which we will be covering in 

this study. 
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Priyanka Tiyagi in her research has done a review of twitter sentiment analysis 

techniques and presented us the results [24]. The authors have mentioned use of 

Tweepy for extraction of data from twitter. There were different machine learning 

algorithms which were used for classification of positive, negative or neutral 

sentiments. The algorithms were used were SVM, KNN and Naïve Bayes and 

implemented using python. The process of sentiment analysis comprised of 4 steps 

namely pre-processing, tokenization, feature extraction and classification. 

Tokenization was done by finding out the polarity in the existing data set. For 

classification the fore mentioned algorithms were used.  As per the study of this 

paper SVM gave the accuracy of 80% but this can be improved if a combined model 

of KNN and Naïve Bayes is applied. This task however is the future work of this 

study.  

Ali Hasan and Sana Moin have presented an interesting approach in their study for 

TSA [25]. Their study is focused on analysis of exiting sentiment analysis tools 

with the help of machine learning algorithms. Application of machine learning 

algorithms help in getting the accuracy rate of sentiments related to elections. The 

authors tend to focus on lexicon -based sentiment analysis in which words, phrases 

or sentences in a document are used to find out semantic orientation. Next is the 

polarity which can be found out by using the dictionary having the semantic scores 

of specific words. The authors came up with the idea to compare sentiment lexicons 

i.e. W-WSD, SentiWordNet and TextBlob , by using machine learning. The 

validation of their sentiment analysis was done by a hybrid approach in which SVM 

and Naïve Bayes were used. Results showed that W-WSD worked the best in all 

cases. The accuracy achieved with SVM was 79% and with Naïve Bayes, it was 

62% which concluded that W-WSD worked the best in cases. 

Another study was conducted to get the sentiment analysis of reviews related to an 

airline service [26]. The authors Yun Wao and Dr. Dr. Qigang Gao have claimed 

this research to be one of the empirical contributions in the field of sentiment 

analysis. The authors have used an ensemble approach in comparison with the other 

classification methods and proved to have gotten better accuracy results. Their 

improved results were such that the high accuracy could have been used for the 
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implementation of investigation customer satisfaction. Not only specific to airline 

services but this also helps in analysis of other twitter data sets. The accuracy of 

two class data set and three class data set was measured in terms of F1-Measure. 

The final accuracy for two class data set in case of ensemble model was 91.7% and 

in case three class data set was 84.2 %. These results were better and improved than 

other classification models used previously. 

In [27] authors discovered that if he could use a pipeline of different classifiers 

which could be used as a hybrid model for classification of tweets into positive, 

negative or neutral classes. This scheme was helpful according to Khan in 

improving the accuracy of the model. The study dealt with the pre-processing, 

emoticons and SWN based sentiment scoring. Once the data was pre-processed 

properly then it was used for classification using the models EC and SWN which 

were classifiers selected for this study. The results were better than the previous 

models but there is a great scope for improvement if they could also involve certain 

domain specific words, some emoticons and slangs then perhaps the accuracy could 

improve.  

In [28] authors proposed an approach based around lexicons which was used to 

combine different lexicons and dictionaries which could further be used for 

sentiment analysis. Their main target was to classify the tweets using slangs. Their 

study proposed a method having three different modules. The first module was 

related to tweet capturing and filtering. Second module was based on subjectivity 

detection and third and final module was sentiment scoring. These modules used 

lexicons i.e. opinion lexicon, word net, SWN and emoticon repositories. For binary 

classification the accuracy that was achieved was up to 92% and for multi-class 

classification the accuracy was up to 85%. But in terms of recall for a negative 

class, system could have improvement. 

There was another study on classification of sentiments [29]. They used lexicon-

based approach in which he extracted information using pre-processing techniques 

for classification of user sentiments from on line communities. Some famous 

lexicons like SWN and user defined dictionaries were used for this purpose. The 

basic classifiers used for this purpose were, i) SWN-based classifier, ii) a modifier 
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and negation classifier and iii) a domain specific classifier. Since there was an issue 

of domain dependency, it was solved through these classifiers. The limitations in 

this study was that the approach was not handling compound sentences, clangs and 

sarcastic sentences.  

A study is proposed in which he collected tweets on the basis of different 

words[30]. These words were further processed according to the regular 

expressions and machine learning algorithms so that feature selection and 

classification can be applied further. This classification was helpful in monitoring 

the public concern and disease information in Portugal and Spain. The achieved F-

measure values were quite better than the baseline methods. The values could be 

found the range of 0.8 to 0.9.  Again, the problem with this system was that the 

writers did not involve the support for using emoticons, slang and domain specific 

words. 

In [31] they proposed a technique which was based on unsupervised learning. This 

was a comparatively a new idea considering the previous techniques as previously 

there was reliance on classification procedures and models. First of all, sentiment 

scor5es were computed on word level using SWN and a ransom walk technique, 

which was used to analyze the weights of the tweets. Again, the proposed 

methodology was far better than the baseline methods since it had no dependency 

on the labelled data set. But, the set of limitations revolved around negation 

handling and manual annotation of tweets. Also, there was certain inconsistency 

found in the final sentiment score. 

Internet slang was the major problem which was not being solved by the authors 

previously[32]. They worked on this problem and found out a solution for it in 

2014. The authors presented a framework which based on lexicon techniques used 

to find out slangs in the tweets based on certain polarity score. Th major limitations 

in this proposed study were not enough study on the emoticons and the modules 

working on spelling correction and context aware can be made more sophisticated. 

Again, domain specific words were not focused.  
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Author Aleksovski along with his fellow authors Calarelli, Grčar, & Mozetič [33] 

worked upon investigation of relationship between stock returns and Twitter 

platform. As per their study, Twitter had a huge impact on stock returns. So, to 

analyze the effect of Twitter platform, twitter text was analyzed based on an “event 

study”. This was as economic technique which was used to automatically identify 

the events based on Twitter text. This further helped in analyzing the sentiments 

and classifying them into positive or negative class. Once the sentiments were 

classified then study was used in the end to find the relationship between Tweets 

and stock returns.  

In [34] proposed a study which was based on an approach consisting of four 

modules named as i) Data Collection, ii) noise Reduction, iii) lexicon generation 

iv) sentiment classification. The modules were based on four different algorithms 

which provided better results then the existing possible solutions. The limitation for 

this study was based on the size of dataset used for the approach proposed. As for 

this study, dataset of iphone6 was used but the scale of the dataset can enhance to 

improve the effect. Tweet scrapping can be effective technique for acquiring data. 

In [35] Sentiment detection of twitter messages with the helpfulness of linguistic 

features have been inspected by them. They assessed the value of existing lexical 

assets and also includes that catch data about the casual and inventive dialects 

utilized as a part of microblogging. They adopt a directed strategy to the issue, yet 

use existing hashtags in the twitter information for building training information. 

In  [36] utilize worldly Latent Dirichlet Allocation (LDA) to break down and 

approve the relationship between points removed from tweets and related 

occasions. They built up the term co-occurrence recovery procedure to follow 

sequentially co-occurring terms and accordingly make up for LDAs restrictions. At 

last, creators distinguish topical knowledge. 

In [37] They stated “For each extracted entity (e.g. iPhone) from tweets, we add its 

semantic concept (e.g. “Apple Product) as an additional feature, and measure the 

correlation of the representative concept with negative/positive statements.”In [38] 

utilized Sentiment Diffusion Forecasting by utilizing dataset of 23 million tweets 
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from more than 16  million Twitter users. Researchers get the Sentiment Scores of 

tweets by adjustment of the AVA (Adjective-VerbAdverb) algorithm of sentiment 

analysis. 

In [39] examine whether it is conceivable to foresee varieties in vote expectation in 

light of sentiment time arrangement extricated from news remarks, utilizing three 

Brazilian decisions as contextual investigation. They Mainly accentuate on a way 

to deal with anticipate surveys vote goal varieties that is satisfactory for situations 

of meager data. Researcher created trials to evaluate the impact on the gauging 

precision of the proposed highlights, and their separate arrangement. 

In literature, numerous methods of Twitter Sentiment Analysis are available which 

use base classifiers [47]. A survey on Sentiment Analysis algorithms and the 

application has been presented in [40]. Through emoticons and hashtag sentiments 

of tweets was determined [40] [41]. Many linguistic resources are used with lexicon 

and learning and lexicon-based techniques like POS to gets sentiments [42] [43] 

[44] [45]. Through dataset, feature set and bootstrap an ensemble learning 

technique is introduced which accurately classify the sentiments as compared to 

many classifiers. [11]. another ensemble classifier approach is introduced which is 

trained on features for sentiment calculations [46]. 

From twitter different student’s data were gathered to classify their different 

problems they face on daily basis [48]. A hybrid approach is used to where machine 

learning algorithms are merged with sentiment lexicons to identify the polarity of 

tweets in the business domain to check the consumer reviews on products [49]. To 

check the performance of different base classifiers like Random Forest. SVM, etc. 

the authors performed detailed analysis [50]. Not just classify the tweets, but also 

removes the anomalies from tweets an enhanced sentiment classifier is developed 

[51]. 

Knowledge based rules are not defined in black box classification [56]. Examples 

of such classifications are Naïve NB, Artificial Neural Networks, K nearest 

neighbor, Support Vector Machine etc. [52][53][54][55].Automated sentiment 

classifier is proposed which classify sentiments into positive and negative for TV 
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shows in Brazil and they achieved higher accuracy which reached around 90%   

[57]. With knowledge domain the loss reduction is higher, so the author proposed 

a technique which is based on domain oriented technique for reduction of 

information loss [58]. 

The study was based on NLP and Machine Learning approaches which were used 

to classify various tweets as being positive, negative or neutral. Hamed AL-Rubaiee 

performed sentiment analysis on product reviews of Mubasher Products [59].  The 

author used SVM and Bayesian methods for classification and different 

experiments were carried out after splitting of data into two different subsets 

showing independence in terms of their time periods. So, the opinion words given 

in Arabic were translated into English and further used for Sentiment Analysis. The 

authors performed different sets of experiments on the data sets and got a good 

accuracy for Naïve Bayes with N-Gram when Neutral tweets were also being 

classified. The accuracy was up to 75%. 

Twitter also has a solid impact on stock exchange and stock revenues. To go more 

in depth and investigate with twitter relationship with stock market the author in 

[60] goes with in depth study. The “event study” financial technique was 

implemented for twitter text analysis to identify the events automatically based on 

tweets volume load. Analysis of positive and negative sentiments were conveyed 

with the help of it during loads. At long last, to distinguish the connection amongst 

tweets and stock values "occasion contemplate" was connected. The principle 

restriction of this was the less modules of emotion and slang, because of this issue 

the results were not as accurate as expected. 

To perform twitter sentiment analysis, a unified method was proposed in [61]. The 

method is divided into 4 modules “data collection”, “noise reduction”, “lexicon 

generation” and “sentiment classification”. Four new algorithms were created for 

the implementation of these four modules. “iPhone 6” dataset is used to get 

experimental results. As compare with other similar methodologies this 

methodology is considered more powerful. Be that as it may, to accomplish more 

adequacy, additionally tries are required on bigger datasets with tweet scratching 

in gushing mode. 
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In [62], different sentiment polarities were compared on a comprehensive level for 

text of twitter tweets based on different classification methods. In addition, for the 

purpose of methods evaluation multiple classifier are combined to compare them 

with individual results .Also evaluation was done on the collected tweets and the 

also use manually marked tweets. The authors considerate as a major contribution 

in sentiment analysis with respect to emoticons detection. As emoticon detection 

not always expressed the overall sentiments, particularly in non-sentiment 

(“neutral”) case in the text. 

Tan et al. [63] said that the users that shared similar opinions are likely to be 

connected. The authors proposed the model that were generated from either by 

following the network that has been made by tagging different user with the help 

of “@” or by analyzing the network of twitter follower/followee. The authors 

explained that by employing information of link of twitter there will be 

improvement in user-level sentiment analysis. 

A neuron-based feed-forward BPN network proposed by Chen et al. [64], a 

methodology based on neural network, which uses orientation of sentiment to 

calculate the results at each neuron. The proposed methodology is combination of 

machine learning classifiers and semantic orientation indexes. In order to obtain 

efficiency in methodology, semantic orientation indexes used as inputs for neural 

network. The proposed methodology outperforms other neural networks and 

traditional approaches by increasing efficiency in both training as well as 

classification time. 

Supervised machine learning techniques in combination with the artificial neural 

networks was employed by Malhar and Ram [65] on the twitter data for the tweet 

classification. The case study encores the results of SVM with all other classifiers 

and used and analyzed data of presidential and assembly elections. The authors 

proposed a methodology to predict the outcome of election results by utilizing the 

user influence factor. To carry out reduction in dimension the authors combined the 

Principle Component Analysis with SVM. 
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A hybrid feature, which is the combination of unigram, bigram and jointly, was 

reviewed by Anton and Andrey [66] while exploring the existing methodologies. 

The authors developed a paradigm for twitter message to analyses sentiments 

automatically. This work outlays the techniques and methodologies for analysis of 

social media message through accent categorization. This study incorporated the 

work done in the existing literature for automatic sentiment analysis. The work also 

includes a study of character feature predicated in statements made on social media 

to immerse itself with the context of current methods.  

Document analysis-based technique for building a sentiment classifier was studied 

by Pak and Paroubek [67]. The method uses the linguistic analysis and determinates 

the sentiments as positive, neutral and negative, respectively, in a document. The 

process presented for collection of corpuses is automatic which trains the classifiers 

for the sentiments. The use TreeTagger in the study accommodates to assay the 

disparity between the positive, neutral and negative results.  

It is very pertinent to use neutral messages for the purpose of experiencing 

knowledge about the polarity as explained by Kopel and Schler [68]. The study 

emphasizes that only examining the positive and negative message will not have a 

significant impact on prediction of neutral messages. Consequently, it is cardinal to 

speculate about the neutral messages by clarifying the difference between positive 

and negative messages. The study investigates and put emphasizes on having one 

of the corpus containing neutral documents resulting with no sentiment, which, can 

be used as indicator or counter to test positivity or negativity of any document.  

Go et al. [69] proposed a technique to analyze twitter message through an automatic 

sentiment classifier, which classified the messages as positive or negative based on 

the respective query term. The authors used the machine learning algorithms for the 

sentiment analysis of twitter posts and results are displayed using the process of 

distant supervisions. The employed technique employed the SVM, Naïve Bayes 

and Maximum Entropy methods for data training. The used data sets also contained 

emoticons and the technique resulted in the accuracy of about 80%. The authors 

credit the steps involved in preprocessing of the data for the improved efficacy. 
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Overall, the study incorporated the idea of data containing emoticons and involved 

the methods of distant supervised learning.  

Another study by Christianini and Taylor [70] hind-sighted the knowledge of 

machine learning algorithms, i.e. SVM. The study presented a deep overview about 

the SVM for the readers to garner the understanding about algorithm at 

implementation level for solving pragmatic scenarios.  

Burger et al. [71] explored the computation handling capacity of computing devices 

in large scale application environments. Application of pattern recognition and 

statistical estimation lie in the category of large scale; however, modern day 

computers are powerful enough to handle such applications. Maximum entropy 

principle, which, described in detail, is employed for statistical modelling in the 

study. The authors used the methods of maximum likelihood using example 

problems in natural language processing to automatically construct maximum 

entropy models. This process chooses the best model having highest entropy from 

a set of consistent models. The maximum likelihood parameter serves as defining 

criteria to obtain optimal indicators of specified constraints on a given training data.  

Romero et al. [72] studied the social systems such as twitter and identified the most 

common features of the data sets i.e. hashtags. The data signifies the use of new 

terms regularly affecting the meaning of original ones. The study highlighted the 

structural disparities among the data sets containing hashtags of irregular types. The 

study presented simulation-based models, although quite generative by self, for the 

study of hashtags expansions and adoption dynamics. The hashtags expand and 

interact with the latest adopters and adoption dynamics.  

Text mining endeavors sentiment analysis as a prosperous domain in concatenation 

with emotional polarity computation as presented by Li and Wu [73]. The authors 

study the hotspot detection and forecast method using sentiment analysis and text 

mining. Emotional polarity of a message is descripted through an algorithm which 

assigns a value for each word of message. The work is embedded with K-Means 

clustering and SVM to categorize the method as unsupervised text mining. The 
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results of study for four top hotspots of the year using K-Means and SVM are 

depicted with experimentation. 

Until this date a minimal of researches carried for the Chinese documents on 

sentiment analysis as described by Tan and Zhang [74]. The conducted study 

proposes a method to categorize the sentiments using the data sets of 1021 Chinese 

documents by embodying the various selection methods. The authors used the 

varying selection methods, such as CHI, document frequency, mutual information 

and information gain along with machine learning methods such as SVM, Winnow 

classifier, Naïve Bayes, Centroid classifier and KNN classifier. The results depict 

that the information gain outperforms others selection methods for sentiment terms 

while SVM performs exceptionally well on the classification of sentiments.  

Another method called Delta TFIDF is proposed by Martineau and Finin [75] to 

gauge word scores effectively prior to classification. The method is easy on 

understanding and computation for sentiment classification. The study used the 

data sets of movie reviews for classification through SVM for more accurate results. 

Hence, authors concluded the supremacy of Delta TFIDF over TDFIF feature. The 

study employed the method to measure sentiment polarity and subjectivity 

detection by counting the term raw for all sizes of documents. Delta TFIDF is 

described as first measuring technique before employing classification. This 

technique boosts and highlights the effectiveness of choosing selective words using 

calculated supervised distribution.  

A study by Nielson [76] for sentiment analysis adopted a method to analyze 

messages by assigning scores to the effective words occurring from a labeled word 

list. The author revealed a technique, ANEW (Affective Norm for English Words), 

for effective term listing exclusively for micro blogs. This was prior to the 

incumbent use of sentiment analysis and micro blogging. The ANEW method is 

best utilized for detecting sentiment strength from a micro blog in comparison with 

another list of words. The method was tested in comparative manner using the data 

sets of messages posted on Twitter.  
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Two SVM classifiers were descripted by Mohammad et al. [77] in sentiment 

analysis study. The presented method bifurcated the technique into the term level 

and message level. Word sentiment in a message is determined by term level 

module while the message level module explores the sentiments of SMS or tweet 

messages. The authors took part in a competition where 44 teams came in their 

submissions stood fist in work on tweets, getting 88.93 F-core in term-level task 

and 69.02 F-score in message-level task. The model executed the features at 

sentiment and semantic levels while addressing the two term-sentiment 

associations; i.e. emoticons and hashtags.  

Kouloumpis et al. [78] analyzed the Twitter messages while taking benefit of 

employing semantic features. The study examined the informal and intuitive 

language along with the benefits of existing lexical resources while investigating 

the knowledge collecting features in microblogging. The hashtags data is used and 

fed to supervised learning methods to identify the solutions to the problem at hand. 

The results suggest that that the feature of part-of-speech in experimentation did 

not performed as per expectation in the domain of microblogging. The harbingers 

from results also conclude that data sets containing hashtags are essential to classify 

emoticons, present in messages, as positive or negative.  

Denecke [79] elucidate the multilingual sentiment analysis framework in decision 

for work polarity. The idea of sentiment analysis in this approach was originated 

on the compelling use of lexical English resources. The approach; classified as a 

feasible approach by authors for sentiment analysis in multi-lingual frameworks; 

first translates the input data sets from original language the English language 

through a benchmarked software for translation. The next step involves the process 

of classification of documents into positive or negative categories based on present 

adjectives in the documents for the sentiment analysis.  

Gokulkrishnan et al. [80] proposed a methodology for the preprocessing of 

publically generated tweets from twitter online microblogging site and on the basis 

of their opinion content of irrelevant, negative or positive sentiment classified can 

be done; and investigating the performance different classifying methods based on 

precision and recall. The authors handled the skewness of the datasets by 
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exclusively new approach called SMOTE oversampling method which helped by 

increases the accuracy of the classifier. The authors also explained limitations and 

applications of the research. Random Forest, SVM and SMO generates better 

performance compare to Naïve Bayesian classifier. 

Neri et al. [81] performed sentiment analysis on newscast over more than 1000 

Facebook posts and then compared the sentiment for dynamic company La7 and 

Rai – the Italian social broadcasting company which is emerging company. The 

authors experiment done by Knowledge Mining System which is used by security 

related agencies and institution of government in Italy to control information 

contained Web Mining and OSINT. The authors observations were mapped with 

the study conducted by the Italian research institute highly specialized in study of 

media at empirical and theoretical level, occupied in the study of communication 

of politics in the mass media known as Osservatorio di Pavia. 

Wilson et al. [82] said that the methodologies for automatic sentiment analysis start 

with a big set of terms noted with their respective polarity. The main purpose of 

this study is to easily differentiate between contextual and prior polarity, with prior 

knowledge of understanding which are the necessary features for this task. The 

experiment covers the feature performance for multiple algorithms of machine 

learning. Except one algorithm, features when combined together gives the best 

results. The evaluations shows that when natural instances are present the 

performance of features degraded on great pace. The authors suggested that 

indicating features that described more complex interdependencies between 

polarity clues can be considered as future research work. 

Godbole et al. [83] proposed a system which contains phase of identification 

sentiment in which for a particular topic which displays some opinions and scoring 

phase and a sentiment aggregation that will scores relative entities in the same class. 

At last the authors investigates the importance of methods for scoring involving 

huge blogs and news dataset. The authors interested in the fact that sentiments can 

vary according to the geographic location, news source or demographic group. As 

future work the authors are studying in evaluating the extent to which we predict 

the changes of future in behavior of market or popularity. 
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Benamara et al. [84] explored the strength of subjective statements within a 

document or expressions which uses the special part of speech such as nouns, verbs 

and adjectives. The authors said that until their contribution there was not a single 

related to adverbs in sentiment analysis nor use of adverb-adjective combinations 

(AACs) in sentiment analysis. The authors proposed a sentiment analysis method 

which is based on AACs which uses a linguistic evaluation of degrees of adverbs. 

The authors explained the experimental results on dataset of 200 news articles and 

compares the proposed technique with existing techniques of sentiment analysis. 

Based on Pearson correlation with human objects their experimental results gives 

higher accuracy. 

Boyd and Ellison [85] stated that social networking sites (SNSs) are regularly 

seeking the attention of industry and academic researchers fascinated by their reach 

and affordance. The authors described in the introductory article the functions of 

SNSs and introduce a complete definition. The authors presented an aspect on the 

history of such sites, explaining development and key changes. The authors finally 

concluded that the condition is changing drastically and people should aware of 

which sites is using and why and for what purposes, especially other countries than 

U.S. 

Another study by Agarwal et al. [86] also examined the twitter data for sentiment 

analysis. The authors proposed functions polarity prior POS- specific and studied 

the usage of a tree kernel to prevent the necessity for hectic feature engineering. 

The tree kernel and the new functions performed approx at the same level both 

surpassing the state of the art baseline. The authors concluded that for twitter data 

sentiment analysis is not that different as sentiment analysis for different genres. 

Nasukawa and Yi [87] proposed an approach for sentiment analysis to find 

sentiments connected with negative or positive polarities from a document for 

specific subject, rather than classifying the whole document into negative or 

positive. The major problems in sentiment analysis are whether the statements 

points negative or positive behavior towards the subject and to be found how 

sentiment are described in texts. The authors stated that it is essential to clearly find 

out the semantic relationships between the subject and the sentiment expressions to 
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increase the accuracy for the analysis of sentiment. A precision of 75-95% was 

achieved using the proposed system while applying the proposed mechanism on 

web pages and news articles for the identification of sentiments.  

Wang et al. [88] proposed a system in U.S. elections 2012 for presidential 

candidates using real-time evaluation of sentiment on online microblogging site 

twitter. In order to collect the poll data the traditional analysis of election takes 

much time, but with the help of this system it takes data from more people with 

help of twitter, a microblogging service. It helps the social people like scholars, 

media and politician to broadcast their future perspective of the public opinion and 

electoral process. The authors finally concluded that the system and approach are 

generic, and should be adopted easily and spread across various other domains. 

Wilson et al. [89] proposed a methodology for sentiment analysis using contextual 

polarity. The method identifies the statement polarity by detailed examination 

through phase-level evaluations of sentiments. The certainty of polarity is described 

as neutral or polar after evaluations. The evaluations of results show that the 

technique is capable to articulate statements in terms of contextual polarity of 

sentiments automatically. The evaluations of study are carried out on huge datasets 

resulting outputs greater than the baselines.  

Kanayama and Nasukawa [90] proposed an unsupervised lexicon building 

approach which detected the clauses of polar that grant negative or positive effect 

in a particular domain. The entries that are lexical in nature to be received are called 

polar atoms, the lesser human-recognizable semantic models that justify clause 

polarity. By the usage of precision and overall density of consistency in the dataset, 

the statistical approximation selects  necessary  polar  atoms  through candidates, 

without change in the threshold values. The obtained result shows that the applied 

method is robust enough for datasets with different domains and also for weight of 

initial lexicon and the precision of polarity report from the automatically received 

lexicon was on average of 94%. 

Choi and Cardie [91] studied that the essential cooperation in event of 

compositional semantics and presents a learning based technique that connects 
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structural aasumption by compositional semantics for learning method. The authors 

conducted experiments that shows compositional semantics based on natural 

heuristics that can outperform the learning based techniques which does not 

integrate compositional semantics, whereas a technique which consolidate 

semantics compositional onto learning which is greater that other all alternatives. 

The authors also studied that for describing expression-level polarity, content word 

negator plays an important role. Finally the authors concluded that accuracy of 

classification of expression level linearly decreases as context that is gradually 

determined. 

Melville et al. [92] presented a uniformed framework with respect to world-class 

associations using background lexical information and improve the information by 

using one of the available training examples to a particular domain. Experimental 

results shows that the authors methodology better performs than using training data 

or background knowledge within separation and text classification with lexical 

knowledge using to optional methodology. The authors concluded that they made 

two contributions. Firstly, they described a uniformed framework for combining 

knowledge of lexical for categorization of text in supervised learning and secondly, 

successfully applied the described methodology to analysis of classification of 

sentiment. 

Paltoglou and Thelwall [93] stated that a large number of sentiment analysis 

methodologies have used support vector machines as their baselines with the 

weights of binary unigram. The authors in this paper explored if there is any reliable 

feature weighted schemes which can improve accuracy of classification with the 

help of retrieving the information. The authors shows that alternatives of the tf.idf 

scheme gives notable increase in accuracy for sentiment analysis, with the use of 

sublinear function for smoothing of document frequency and term frequency 

weights. The methodology was tested on large data set and obtained highest 

accuracy. 

Fernandez et al. [94] developed a system introduced for the Subtask B Sentiment 

analysis of twitter i.e. SemEval 2014 task9. The authors system comprises of 

supervised methodology using techniques of machine learning, which using the text 
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in dataset as features. This work is totally independent of any external resources 

and knowledge. The originality of author methodology depends on the use of 

skipgrams, n-grams and words as features. In the experimental study, it is clearly 

proves that skipgram shows better results than the ngram or word for the given 

datasets. 

Mullen and Malouf [95] developed initial tests of statistics on a fresh datasets 

postings of group of political discussion that indicates the post that made response 

direct to post of others that having a greater likelihood that presents the perspective 

of opposing politics that of original post. The authors concluded that’s the 

approaches of traditional text classifications is insufficient for this task in this 

dataset of sentiment analysis and the improvement can be made by utilizing 

information about how posters cooperate with one another. 

Harb et al. [96] stated that the previous approaches until this paper were written 

suffered from drawback i.e. for a particular topic either the adjective is not available 

or from another topic it meaning is different. The authors proposed a new 

methodology which consists of two steps. Firstly, for a particular topic the authors 

extract a learning dataset from the internet. Secondly the authors extracting from 

the dataset, they made two classes that are negative and positive adjectives with 

respect to the topic. The experimental study on the real dataset shows the 

importance of authors methodology. The experiments are performed on dataset that 

are cinema reviews and blogs shows that with the author methodology, it is easy to 

extract the desired adjectives for a particular topic. 

Kim and Hovy [97] stated that the identification of a sentiment was challenging 

problem. The authors developed a system for a topic it automatically searches the 

views posting users over an identified topic along with the sentiments expressed 

views. The system consists a component for describing sentiment derived from the 

expression and to merge the sentiments into statements. The authors experimented 

varying classification techniques and merged the sentiment over word and sentence 

level. For the improvement of recognition of Holder, the authors are using parser 

to attach areas that are more reliable with Holders. The learning techniques that are 

used is this system are support vector machines and decision list. 
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Martalo et al. [98] investigated how factors that are affective impact on the dialogue 

patterns and whether this impact may be explained and identified by Hidden 

Markov Models (HMMs). The goal of the authors is to study the chance of applying 

this model to classify behavior of users for the purposes of adaptation. The authors 

obtained the initial results of their research and present a debate of problems that 

are open. With the help of the results, the author claims that the complicated 

interaction between the pragmatic level and the acoustic level comprises an 

important facet of emotions contained in voice expressions. 

Daoud [99] proposed a classifier and the introduced classifier contains four 

components which are AdaBoost which is a piece of an algorithm, Bayesian neural 

network, support vector machine and a technique for feature selection that is Signal-

to-Noise. To confirm the efficiency of introduced classifier, the authors applied 

seven traditional classifiers to four datasets. The experimental study shows that 

applying the introduced classifier increases the rates of classification for all 

datasets. The author stated that SVMs key features are the control over capacity 

attained by margin optimization, sparseness of solution, the lack of local minima 

and the usage of kernels. 

Yessenov and Misailovic [100] presents study of effectiveness of techniques of 

machine learning in text message classification by semantic meaning. The authors 

use comments of movie reviews from Digg that is social network which is popular 

as authors dataset and text classification can be done by negative or positive and 

objectivity or subjectivity attitude. The authors suggested different methodologies 

in text feature extraction such as using knowledge of WordNet synonyms, bounding 

word frequencies by threshold, handling negations, restricting to adjectives and 

adverbs, using large movie review  corpus and a bag-of-words model. The authors 

analyze their performance on accuracy using four methodologies of machine 

learning that are K-Means clustering, Maximum Entropy, Decision Trees and 

Naïve Bayes. Finally, the authors concluded that bag-of- words model perform 

better than relative models. 

Kang et al. [101] stated that the senti-lexicon existed does not properly adopt the 

word sentiment used in the restaurant review. The author introduced a senti-lexicon 
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of restaurant reviews for the sentiment analysis. Using supervised learning 

technique a review document is classified as negative sentiment and positive 

sentiment, hence there is chance for the accuracy of positive classification to greater 

than 10% than the accuracy of negative classification. The author also introduced 

an improved version of Naïve Bayes to deal with these types of problems. The 

authors improved Naïve Bayes had managed to low the gap between positive and 

negative accuracy by 3.8% when applied with unigram + bigram and 28.5% when 

compared with SVM. 

An experimental technique proposed by pang and lee [102] is comprised of a 

system that examines the sentiments through analysis of opinions by figuring out 

the ratio of positive words to total number of words and bifurcating the opinions as 

positive and negative. Further studies in 2008 proposed the methods which can 

classify the tweets based on the tweet term. Comparatively, machine learning 

techniques result pretty well than human generated baselines. SVM outperform the 

results as compare to Naïve Bayes. Regardless of using different types of features 

the authors did not attain desired accuracies over topic based categorization.[01 in 

original] 

Jiang et al. [103] focus on target-dependent sentiment classification. Here target-

dependent is the classification of sentiment as neutral, positive or negative 

depending on nature of the question that is asked. The authors proposed to make 

better target-dependent sentiment classification by joining features of target-

dependent and considering related tweets. The authors also proposed that there is 

need of consideration current tweets to the related tweets by employing graph based 

optimization. As claimed by authors experimental results, the graph-based 

optimization increases the performance. . 

3.2 Research Gaps: 

Sentiment analysis could be a topic with personal and technical challenges. 

Opinions are expressed by multiple numbers of individuals and whenever there are 

tons of individuals that's forever an opportunity to own multiple opinions within 

the same subject. Thus, deciphering the moods are troublesome not just for humans 
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however conjointly for computers. Equally we all know that opinions dissent from 

person to person and to research the actual text or sentence comes up with some 

technical challenges. Contemplate a situation that states that low machine is on the 

aspect of the reception. This statement could also be positive negative or neutral 

betting on matters and therefore the individuals. To research those variations from 

person to person and time to time is often a good challenge. The various 

experiments show that automatic sentiment analysis could be a smart tool for 

sentiment analysis however it cannot forever be trusty and that we cannot say that 

it forever offers correct analysis on the information.  

The most of the researches within the field of sentiment analysis are in the main 

targeted on product reviews and flicks reviews however we have a tendency to be 

still behind in developing an honest model that perceive human language and 

interpret it well. Additional work is often wiped out increasing the techniques and 

algorithmic program to handle a lot of general writing, analysis on short sentences 

like abbreviations to perform cross domain analysis. The sentiment analysis 

algorithmic program but are often used in spam detection, detection of the context, 

analysis of the expression and to observe human language. Researches in rising the 

word identification, bipolar sentiment and developing completely automatic tools 

are often done additionally. The sentiment analysis algorithms use easy terms and 

expression however thanks to sizable amount of opinion, opinion orientation and 

therefore the different context as an entire are a giant task for computers to urge it 

done and extract the right sentiment.  

Opinions are necessary to everybody as a result of whenever we'd like to form any 

call we would like to listen to different people’s opinions. This is often not solely 

true for a personal however conjointly true for any organization. Within the past, 

once anyone required to form a choice, he/she generally accustomed kindle 

opinions from friends and families. Once a corporation wished to search out 

opinions of the final public concerning its product and services, it was accustomed 

to conduct surveys and focus teams. However today with the explosive growth of 

the social media content on the online, within the past few years, the globe has 

taken a distinct form. Individuals will currently post reviews of totally different and 
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various products on different bourgeois sites and give their views on nearly 

something in discussion forums and blogs, and conjointly in social network sites.  

Currently if somebody desires to shop for a product, he/she is not any longer 

restricted to his/her friends and families’ reviews as a result of there are many users’ 

reviews on the online. For a corporation, it should not go to conduct any surveys or 

focus teams so as to assemble consumers’ opinions concerning its product and 

people of its competitors’ as a result of there are many resources obtainable where 

it can collect that information. However, finding opinion sites and observing them 

online will still be a formidable task. As a result of which there are an outsized 

range of numerous sites, and every website could have an enormous volume of 

narrow-minded text. It’s troublesome for a reader’s personality to search out 

relevant sites, extract connected sentences with opinions, read them, summarize 

them, and organize them into usable forms. 

3.3. Literature Review Conclusion: 

Sentiment analysis could be a field with giant space of application and provides 

scientist and educational organization millions of analysis challenges. With the 

ascension of net and net enabled applications sentiment analysis became thus 

common among totally different communities thus a lot of innovative, automatic 

and effective account techniques are needed that ought to overcome these 

challenges faced by Sentiment Analysis. 

So the major focus of this research is to focus on all three sentiment polarities 

positive negative and neutral and provide an automated polarity generation and 

mechanism for classifying polarities with enhanced accuracy for future tweets. 
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Chapter 4  Methodology 

Sentiment Analysis has become exceedingly useful in various domains. Any 

marketer, organization or researcher who has an interest in users live feedback on 

any object or event cans benefit from sentiment extraction and analysis. Traditional 

method of obtaining user opinions has been through reviews. The task of sentiment 

analysis began with most popular application in field of reviews for products and 

other entities for the purpose of marketing or benchmarking services. However, it 

soon became clear that reviews only are not very useful because of possibility of 

fake data that can be seen in many cases in form of closely related dates on all 

reviews, all five stars reviews, and review including exact names of related people 

in company etc.  

Subjectivity analysis or opinion mining, on the other hand is the process of 

computationally determining linguistic   expression of somebody opinion, 

sentiment, emotions etc. hidden inside the user generated texts Pang and Lee [34]. 

The application areas include marketing intelligence, topic surveys, tracking 

political activities or topics, advertisement placements etc.                                 

Micro blog services such as Twitter, allow millions of its subscribers to post their 

views and comments in the form of posts called Tweets.  Tweets limited into 

maximum of 140 characters in length. Tweets are mostly used by users to 

communicate their opinion about certain topic, personality, object, event or product 

on a social platform. Therefore, tweets are a rich source of mixture of subjective 

and objective information with no separation between positive or negative opinion. 

Natural language processing is a process which requires a lot of cleaning in the 

data.  Analyzing sentiments has always been complex and analyzing them through 

natural language processing is kind of a complex task. This chapter explains how 

different steps were carried out to complete the process. The methodology is 

explained through the over-view of the system diagram. Let’s go into the details of 

each step to find out about the methodology used in this study. 
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4.1. Data Retrieval  

Data for this study has been accessed from a library named “Tweepy”. Tweepy is 

an open source library available on GitHub which is used to access twitter data via 

OAuth authentication. The accession of data through tweepy has now become 

limited and it allows to access only 100 tweets maximum. But earlier there was no 

such constraints and we managed to extract 3000 tweets. We specifically targeted 

Donald Trump’s id for accessing scrapping the text [18]. 

4.2. Data Pre-Processing 

Data pre-processing is extremely important in natural language processing because 

it basically transforms the data so that it can be further used for processing. For this 

study the pre-processing steps include data cleaning using regular expressions, stop 

words removal and slang removal. These steps are explained in detail as following.  

i.  Data Cleaning: 

Data cleaning is extremely important part of pre-processing. This step helps in 

removal of unnecessary words like URLS and numbers etc. Tweets contain such 

type of data often therefore we used regular expressions for identifying the exact 

pattern through data and then removing them. We managed to remove URLs, 

numbers, user names and special characters through regular expressions for 

removing the data.  

ii. Removing stop words: 

Stop words are normally the words which do not provide any useful information in 

a particular sentence or tweet. Removal of such words is important so that the actual 

content can be derived from the sentence. The nltk library consists of a corpus 

module which provides the objects and functions helpful in removing the stop 

words. We used this library to do so.  

iii. Removing slangs: 

A set of slang words with their abbreviations was defined in a separate file. The 

words from this file were then compared with the words of tweets. As a result of 

the comparison of each fore-mentioned, the final data we achieved was free of all 
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the possible slang words as defined. These words were done replaced with the 

abbreviation of it mentioned in the file that was to be compared.  

4.3. Polarity Generation 

Polarity generation is a very important step because it identifies the type of tweets 

and their counts in a way. For polarity generation we used two kind of libraries, 

Text Blob and vaderSentiment. Text blob was used to create a score for which 

was further used to classify the tweet as positive, negative or neutral. If the score 

was greater than 0 than it was supposed to be a positive tweet, if the score was less 

than 0 than it was supposed to be a negative tweet and further if the score was equal 

to 0 than it was supposed to be a neutral tweet. Vader Sentiment technique was also 

used to find a polarity score which further helped in determining the class of the 

tweet. In our case if the vader score was greater then 0.05 then the tweet was 

positive and if the score was less than -0.05, than the score was negative. If the 

score is between the range (-0.05 to 0.05) then it was supposed to be neutral. 

4.4. Feature Extraction: 

For feature extraction, we used TFIDF technique which basically helps to create 

bag of words. It is used to create features such that each feature represents the 

frequency of words appeared. A total of 2865 features were made out of this.  

4.5. Splitting: 

Splitting was done on data to train the model and also to later test it. Different 

proportions were checked and finally the ratio of 70-30 was decided as it gave best 

results in that scenario.  

4.6. Modelling: 

Different classification models were used for classification of tweets into positive, 

negative and neutral tweets. We used the following models for classification.  

 Random Forest 

 Multi-Nomial Logistic Regression 

 Support Vector Machine 

 Naïve Bayes and 
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 XG-Boost  

Random Forest: 

Random forest is an ensemble model which works as a classifier and also as a 

regressor. It is a classic example of CART models. But for this study we will be 

focusing on Random Forest Classifier. The random forest classifier makes multiple 

decision trees on different variables and then combines the result. The final result 

is obtained from the majority voting of each decision tree.  

Multinomial Logistic Regression: 

Similar to Binary Logistic Regression, Multinomial Logistic Regression is used for 

the purpose of classification but as in case of binary logistic regression, there is 

classification on the basis of yes or no. For MLR there is classification for multiple 

classes. Similar to simple logistic regression, it calculates the maximum likely hood 

to find the probability of any relationship to a specific class. 

SVM: 

A support vector machine is also a classification (Supervised) algorithm which 

helps in classification problem. It works by using a hyperplane to separate the 

classes. If we are provided with the labelled data then considering a two-

dimensional plane, the hyperplane will be a line which will be separating the plane 

in to two parts such that each class is separated on the side of hyperplane.  

Naïve Bayes:  

Naïve Bayes is another classifier which is based on the Naïve Bayes theorem. It is 

not just a single but it forms a collection of algorithms where all of them follow the 

Naïve Bayes theorem to get probabilities. These probabilities help in classification 

process. 

XG-Boost: 

XG Boost is a boosting algorithm which works really good for classification. It 

works on the basic of boosting where it attempts to convert the weak learners to 

strong learners by assigning weights to them. All the weak learners combine to form 

a strong learner. This is also a classic example of ensemble methods. 
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4.7. Model validation using new data: 

For verifying our data in terms of either the labels made were correct or not, we got 

another labelled data and validated our model according to that. This was done by 

repeating the same methodology from which we acquired the labels. After applying 

the methodology on the labeled data, we got almost 70 – 80 % of accuracy which 

validated our methodology.   

4.8. Results and Scoring Metrics: 

The metrics used for results and scoring were Accuracy, F1-Score, Precision and 

Recall for measuring the performance of the model.  

  



46 

 

Chapter 5  Results 

This chapter explains detailed discussion about metrics and model performance 

evaluation. The results did vary according to splitting of data into training and 

testing set. The details of which will be discussed further in this chapter followed 

by the performance metrics used in this study.  

5.1. Performance metrics: 

As mentioned before, the following performance metrics are used for measuring 

the performance of classification models in this study. They are 

 Accuracy 

 Precision 

 Recall 

 F1-Score 

Accuracy: 

Accuracy provides the score of how accurate the predictions are made by the model. 

Its check is majorly on the True Positives and True Negatives achieved out of the 

total data set. Accuracy of a model can be calculated according to the following 

formula. 

Accuracy=
𝑡𝑝+𝑡𝑛

𝑡𝑝+𝑡𝑛+𝑓𝑝+𝑓𝑛
 (i) 

Precision: 

Precision refers to the correctness of predictions made by the model. It basically 

tells how often the predicted values as ‘yes’ are correct. Precision for a 

classification model is calculated according to the following formula. 

Precision=
𝑡𝑝

𝑡𝑝+𝑓𝑝
 (ii) 

Recall: 

Recall refers to the check of the predicted values with the actual values. It checks 

and compares the predicted ‘yes’ values with the ‘actual’ yes values like if the 

values are actually ‘yes’ then how often does the model predict ‘yes’. This can be 
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also called as the True Positive Rate or Sensitivity. Recall is calculated by the 

formula given below.  

Recall=
𝑡𝑝

𝑡𝑝+𝑓𝑛
  (iii) 

F1-Score: 

Sometimes the precision and recall are not enough in certain cases. So, we use F1-

Score to get the comparative score. F1-Score is basically the harmonic mean 

between precision and recall. It can be calculated through the following formula. 

F1-Score=
2∗𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
  (iv) 

 

5.2. Data Splitting and Results 

Data splitting is very crucial for model performance. Training the model with the 

right amount of data can lead to a high performance of the model. For this study 

however we tested the model on all kinds of probable splits, starting from 50-50 

split to 90-10 splitting and results were recorded. The final split was decided on the 

70-30 ratio. The results for each splitting are given below.  

50-50 Splitting 

Following are the results for 50-50 splitting on all model types.  

Table 1 Accuracy Results on 50-50 Data Splitting 

Models Accuracy 

Random Forest 77% 

Multinomial Logistic Regression 77% 

Support Vector Machine 78% 

Naïve Bayes 59% 

XG Boost 72% 
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Accuracy provides the score of how accurate the predictions are made by the model. 

For this 50-50 data splitting we get the upmost accuracy of 78% in Support Vector 

Machine and the least is 59% in Naïve Bayes. So we can conclude on this data 

splitting of 50-50 that our best model is Support Vector Machine in this scenario 

and weak model is Naïve Bayes 

Table 2 Positive Tweets Scores on 50-50 Data Splitting 

 

Models 

Positive Tweets Scores 

Precision Recall F1-Score 

Random Forest 76% 87% 86% 

Multinomial Logistic 

Regression 

77% 91% 84% 

Support Vector Machine 81% 87% 84% 

Naïve Bayes 71% 63% 67% 

XG Boost 72% 90% 80% 

Precision refers to the correctness of predictions made by the model. Here on 50-

50 data splitting we get the upmost precision of 81% in Support Vector Machine 

whereas the least is 71% in Naïve Bayes for positive tweets. Recall refers to the 

check of the predicted values with the actual values. On this data we get the upmost 

recall of 91% in Multinomial Logistic Regression whereas the least is 63% in Naïve 

Bayes for positive tweets. F1-Score use to get the comparative score. We get the 

upmost F1-Score of 86% in Random Forest whereas the least is 67% in Naïve 

Bayes for positive tweets. 

Table 3 Neutral Tweets Scores on 50-50 Data Splitting 

 

Models 

Neutral Tweets Scores 

Precision Recall F1-Score 
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Random Forest 58% 75% 65% 

Multinomial Logistic 

Regression 

75% 7% 12% 

Support Vector Machine 71% 34% 46% 

Naïve Bayes 50% 26% 34% 

XG Boost 43% 7% 12% 

Here on 50-50 data splitting we get the upmost precision of 75% in Multinomial 

Logistic Regression whereas the least is 43% in XG Boost for neutral tweets. Recall 

refers to the check of the predicted values with the actual values. On this data we 

get the upmost recall of 75% in Random Forest whereas the least is 7% in Naïve 

Bayes and Multinomial Logistic Regression for neutral tweets. F1-Score use to get 

the comparative score. We get the upmost F1-Score of 65% in Random Forest 

whereas the least 12% in Multinomial Logistic Regression and XG Boost for 

neutral tweets. 

Table 4 Negative Tweets Scores on 50-50 Data Splitting 

 

Models 

Negative Tweets Scores 

Precision Recall F1-Score 

Random Forest 75% 57% 65% 

Multinomial Logistic 

Regression 

75% 65% 70% 

Support Vector Machine 71% 71% 71% 

Naïve Bayes 44% 59% 50% 

XG Boost 74% 53% 62% 

For 50-50 data splitting we get the upmost precision of 75% in Random Forest 

whereas the least is 44% in Naïve Bayes for negative tweets. Recall refers to the 
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check of the predicted values with the actual values. On this data we get the upmost 

recall of 71% in Support Vector Machine whereas the least is 53% in XG Boost for 

negative tweets. F1-Score use to get the comparative score. We get the upmost F1-

Score of 71% in Support Vector Machine whereas the least 50% in Naïve Bayes 

for negative tweets. 

60-40 Splitting 

Following are the results for 60-40 splitting on all model types.  

Table 5 Accuracy Results on 60-40 Data Splitting 

Models Accuracy 

Random Forest 79% 

Multinomial Logistic Regression 76% 

Support Vector Machine 69% 

Naïve Bayes 61% 

XG Boost 73% 

Accuracy provides the score of how accurate the predictions are made by the model. 

For this 60-40 data splitting we get the upmost accuracy of 79% Random Forest 

and the least is 61% in Naïve Bayes. So we can conclude on this data splitting of 

60-40 that our best model is Random Forest in this scenario and weak model is 

Naïve Bayes. 

Table 6 Positive Tweets Scores on 60-40 Data Splitting 

 

Models 

Positive Tweets Scores 

Precision Recall F1-Score 

Random Forest 84% 87% 86% 

Multinomial Logistic 

Regression 

76% 92% 83% 
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Support Vector Machine 73% 87% 79% 

Naïve Bayes 59% 64% 61% 

XG Boost 79% 84% 81% 

Precision refers to the correctness of predictions made by the model. Here on 60-

40 data splitting we get the upmost precision of 84% in Random Forest whereas the 

least is 59% in Naïve Bayes for positive tweets. Recall refers to the check of the 

predicted values with the actual values. On this data we get the upmost recall of 

92% in Multinomial Logistic Regression whereas the least is 64% in Naïve Bayes 

for positive tweets. F1-Score use to get the comparative score. We get the upmost 

F1-Score of 86% in Random Forest whereas the least is 61% in Naïve Bayes for 

positive tweets. 

Table 7 Neutral Tweets Scores on 60-40 Data Splitting 

 

Models 

Neutral Tweets Scores 

Precision Recall F1-Score 

Random Forest 60% 74% 66% 

Multinomial Logistic 

Regression 

100% 4% 7% 

Support Vector Machine 77% 6% 11% 

Naïve Bayes 9% 8% 9% 

XG Boost 60% 51% 55% 

Here on 60-40 data splitting we get the upmost precision of 100% in Multinomial 

Logistic Regression whereas the least is 9% in Naïve Bayes for neutral tweets. 

Recall refers to the check of the predicted values with the actual values. On this 

data we get the upmost recall of 74% in Random Forest whereas the least is 8% in 

Naïve Bayes and Multinomial Logistic Regression for neutral tweets. F1-Score use 
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to get the comparative score. We get the upmost F1-Score of 66% in Random Forest 

whereas the least 7% in Multinomial Logistic Regression for neutral tweets. 

Table 8 Negative Tweets Scores on 60-40 Data Splitting 

 

Models 

Negative Tweets Scores 

Precision Recall F1-Score 

Random Forest 81% 60% 69% 

Multinomial Logistic 

Regression 

76% 68% 72% 

Support Vector Machine 61% 67% 64% 

Naïve Bayes 30% 26% 28% 

XG Boost 67% 61% 64% 

 

For 60-40 data splitting we get the upmost precision of 81% in Random Forest 

whereas the least is 30% in Naïve Bayes for negative tweets. Recall refers to the 

check of the predicted values with the actual values. On this data we get the upmost 

recall of 68% in Multinomial Logistic Regression whereas the least is 26% in Naïve 

Bayes for negative tweets. F1-Score use to get the comparative score. We get the 

upmost F1-Score of 72% in Multinomial Logistic Regression whereas the least 

28% in Naïve Bayes for negative tweets. 

70-30 Splitting 

Following are the results for 70-30 splitting on all model types.  

Table 9 Accuracy Results on 70-30 Data Splitting 

Models Accuracy 

Random Forest 81% 
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Multinomial Logistic Regression 78% 

Support Vector Machine 79% 

Naïve Bayes 58% 

XG Boost 78% 

Accuracy provides the score of how accurate the predictions are made by the model. 

For this 70-30 data splitting we get the upmost accuracy of 81% Random Forest 

and the least is 58% in Naïve Bayes. So we can conclude on this data splitting of 

70-30 that our best model is Random Forest in this scenario and weak model is 

Naïve Bayes. 

Table 10 Positive Tweets Scores on 70-30 Data Splitting 

 

Models 

Positive Tweets Scores 

Precision Recall F1-Score 

Random Forest 85% 89% 87% 

Multinomial Logistic 

Regression 

78% 93% 85% 

Support Vector Machine 84% 88% 86% 

Naïve Bayes 72% 63% 67% 

XG Boost 83% 84% 84% 

Precision refers to the correctness of predictions made by the model. Here on 70-

30 data splitting we get the upmost precision of 85% in Random Forest whereas the 

least is 72% in Naïve Bayes for positive tweets. Recall refers to the check of the 

predicted values with the actual values. On this data we get the upmost recall of 

93% in Multinomial Logistic Regression whereas the least is 63% in Naïve Bayes 

for positive tweets. F1-Score use to get the comparative score. We get the upmost 

F1-Score of 87% in Random Forest whereas the least is 67% in Naïve Bayes for 

positive tweets. 
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Table 11 Neutral Tweets Scores on 70-30 Data Splitting 

 

Models 

Neutral Tweets Scores 

Precision Recall F1-Score 

Random Forest 65% 79% 71% 

Multinomial Logistic 

Regression 

83% 7% 13% 

Support Vector Machine 57% 42% 49% 

Naïve Bayes 46% 29% 35% 

XG Boost 61% 66% 63% 

Here on 70-30 data splitting we get the upmost precision of 83% in Multinomial 

Logistic Regression whereas the least is 46% in Naïve Bayes for neutral tweets. 

Recall refers to the check of the predicted values with the actual values. On this 

data we get the upmost recall of 79% in Random Forest whereas the least is 7% in 

Multinomial Logistic Regression for neutral tweets. F1-Score use to get the 

comparative score. We get the upmost F1-Score of 71% in Random Forest whereas 

the least 13% in Multinomial Logistic Regression for neutral tweets. 

Table 12 Negative Tweets Scores on 70-30 Data Splitting 

 

Models 

Negative Tweets Scores 

Precision Recall F1-Score 

Random Forest 84% 63% 72% 

Multinomial Logistic 

Regression 

80% 69% 74% 

Support Vector Machine 75% 72% 73% 

Naïve Bayes 43% 58% 50% 
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XG Boost 71% 67% 69% 

For 70-30 data splitting we get the upmost precision of 84% in Random Forest 

whereas the least is 43% in Naïve Bayes for negative tweets. Recall refers to the 

check of the predicted values with the actual values. On this data we get the upmost 

recall of 72% in Support Vector Machine whereas the least is 58% in Naïve Bayes 

for negative tweets. F1-Score use to get the comparative score. We get the upmost 

F1-Score of 72% in Random Forest whereas the least 50% in Naïve Bayes for 

negative tweets. 

80-20 Splitting 

The results for 80-20 splitting are shown below.  

Table 13 Accuracy Results on 80-20 Data Splitting 

Models Accuracy 

Random Forest 79% 

Multinomial Logistic Regression 77% 

Support Vector Machine 78% 

Naïve Bayes 57% 

XG Boost 78% 

Accuracy provides the score of how accurate the predictions are made by the model. 

For this 80-20 data splitting we get the upmost accuracy of 79% Random Forest 

and the least is 57% in Naïve Bayes. So we can conclude on this data splitting of 

80-20 that our best model is Random Forest in this scenario and weak model is 

Naïve Bayes. 

Table 14 Positive Tweets Scores on 80-20 Data Splitting 

 

Models 

Positive Tweets Scores 

Precision Recall F1-Score 
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Random Forest 86% 87% 86% 

Multinomial Logistic 

Regression 

77% 91% 84% 

Support Vector Machine 82% 89% 85% 

Naïve Bayes 71% 62% 67% 

XG Boost 83% 84% 83% 

Precision refers to the correctness of predictions made by the model. Here on 80-

20 data splitting we get the upmost precision of 86% in Random Forest whereas the 

least is 71% in Naïve Bayes for positive tweets. Recall refers to the check of the 

predicted values with the actual values. On this data we get the upmost recall of 

91% in Multinomial Logistic Regression whereas the least is 62% in Naïve Bayes 

for positive tweets. F1-Score use to get the comparative score. We get the upmost 

F1-Score of 86% in Random Forest whereas the least is 67% in Naïve Bayes for 

positive tweets. 

Table 15 Neutral Tweets Scores on 80-20 Data Splitting 

 

Models 

Neutral Tweets Scores 

Precision Recall F1-Score 

Random Forest 58% 77% 66% 

Multinomial Logistic 

Regression 

75% 7% 12% 

Support Vector Machine 47% 34% 39% 

Naïve Bayes 41% 25% 31% 

XG Boost 62% 68% 65% 

Here on 80-20 data splitting we get the upmost precision of 75% in Multinomial 

Logistic Regression whereas the least is 41% in Naïve Bayes for neutral tweets. 
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Recall refers to the check of the predicted values with the actual values. On this 

data we get the upmost recall of 77% in Random Forest whereas the least is 7% in 

Multinomial Logistic Regression for neutral tweets. F1-Score use to get the 

comparative score. We get the upmost F1-Score of 66% in Random Forest whereas 

the least 12% in Multinomial Logistic Regression for neutral tweets. 

Table 16 Negative Tweets Scores on 80-20 Data Splitting 

 

Models 

Negative Tweets Scores 

Precision Recall F1-Score 

Random Forest 78% 62% 69% 

Multinomial Logistic 

Regression 

75% 65% 70% 

Support Vector Machine 75% 69% 72% 

Naïve Bayes 40% 54% 46% 

XG Boost 72% 67% 70% 

For 80-20 data splitting we get the upmost precision of 78% in Random Forest 

whereas the least is 40% in Naïve Bayes for negative tweets. Recall refers to the 

check of the predicted values with the actual values. On this data we get the upmost 

recall of 69% in Support Vector Machine whereas the least is 54% in Naïve Bayes 

for negative tweets. F1-Score use to get the comparative score. We get the upmost 

F1-Score of 72% in Support Vector Machine whereas the least 46% in Naïve Bayes 

for negative tweets. 

90-10 Splitting 

Following are the results for 90-10 splitting done on data.  

Table 17 Accuracy Results on 90-10 Data Splitting 

Models Accuracy 



58 

 

Random Forest 75% 

Multinomial Logistic Regression 76% 

Support Vector Machine 70% 

Naïve Bayes 59% 

XG Boost 78% 

Accuracy provides the score of how accurate the predictions are made by the model. 

For this 90-10 data splitting we get the upmost accuracy of 78% XG Boost and the 

least is 59% in Naïve Bayes. So we can conclude on this data splitting of 80-20 that 

our best model is XG Boost in this scenario and weak model is Naïve Bayes. 

Table 18 Positive Tweets Scores on 90-10 Data Splitting 

 

Models 

Positive Tweets Scores 

Precision Recall F1-Score 

Random Forest 79% 86% 83% 

Multinomial Logistic 

Regression 

79% 89% 84% 

Support Vector Machine 68% 96% 79% 

Naïve Bayes 66% 55% 60% 

XG Boost 83% 84% 83% 

Precision refers to the correctness of predictions made by the model. Here on 90-

10 data splitting we get the upmost precision of 83% in XG Boost whereas the least 

is 66% in Naïve Bayes for positive tweets. Recall refers to the check of the predicted 

values with the actual values. On this data we get the upmost recall of 96% in 

Support Vector Machine whereas the least is 55% in Naïve Bayes for positive 

tweets. F1-Score use to get the comparative score. We get the upmost F1-Score of 
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84% in Multinomial Logistic Regression whereas the least is 60% in Naïve Bayes 

for positive tweets. 

Table 19 Neutral Tweets Scores on 90-10 Data Splitting 

 

Models 

Neutral Tweets Scores 

Precision Recall F1-Score 

Random Forest 63% 71% 67% 

Multinomial Logistic 

Regression 

100% 8% 15% 

Support Vector Machine 100% 7% 14% 

Naïve Bayes 15% 16% 16% 

XG Boost 62% 68% 65% 

Here on 80-20 data splitting we get the upmost precision of 100% in Multinomial 

Logistic Regression and Support Vector Machine whereas the least is 15% in Naïve 

Bayes for neutral tweets. Recall refers to the check of the predicted values with the 

actual values. On this data we get the upmost recall of 71% in Random Forest 

whereas the least is 7% in Support Vector Machine for neutral tweets. F1-Score use 

to get the comparative score. We get the upmost F1-Score of 67% in Random Forest 

whereas the least 14% in Support Vector Machine for neutral tweets. 

Table 20 Negative Tweets Scores on 90-10 Data Splitting 

 

Models 

Negative Tweets Scores 

Precision Recall F1-Score 

Random Forest 73% 56% 63% 

Multinomial Logistic 

Regression 

68% 68% 68% 
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Support Vector Machine 83% 49% 61% 

Naïve Bayes 24% 23% 28% 

XG Boost 72% 67% 70% 

For 80-20 data splitting we get the upmost precision of 83% in Support Vector 

Machine whereas the least is 24% in Naïve Bayes for negative tweets. Recall refers 

to the check of the predicted values with the actual values. On this data we get the 

upmost recall of 67% in XG Boost whereas the least is 23% in Naïve Bayes for 

negative tweets. F1-Score use to get the comparative score. We get the upmost F1-

Score of 70% in XG Boost whereas the least 28% in Naïve Bayes for negative 

tweets. 

The best results were achieved from the split of 70-30 ratio.  

5.3. Personality Judgment: 

Textblob and Vaderseniment are used to calculate sentiment of tweets. For the 

proposed methodology Donald Trump tweets are used as a dataset. Around 3000 

tweets were fetched from tweepy. After applying preprocessing techniques the 

results of tweets polarities are shown in graphs. 

 

Figure 7 Tweets Polarities Division with TextBlob 
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Figure 8 Tweets Polarities Division with vaderSentiment 

After Applying both sentiments techniques it has been observed that Donald Trump 

mostly post positive tweets. Negative and neutral tweets ratio is comparatively low 

from Positive tweets. 

5.4. Final Results 

Results are shown according to the accuracies and confusion matrix. 

Accuracy Results 

The final metric selected was accuracy and below are the accuracies for all the 

models used.  

Models Accuracy 

Random Forest 81% 

Multinomial Logistic Regression 78% 

Support Vector Machine 79% 

Naïve Bayes 58% 

XG Boost 78% 

Table 21: Accuracy Comparison 
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The above results show that Random Forest gives the best accuracy on the 70-30 

split.  

Confusion Matrix 

The confusion matrix from random forest is shown below.  

 Predicted 

Positive 

Predicted 

Neutral 

Predicted 

Negative 

Actual 

Positive 

133 22 56 

Actual 

Neutral 

1 99 26 

Actual 

Negative 

25 32 466 

Table 22: Confusion Matrix 

This confusion matrix shows the TPs, TNs, FPs and FNs for all three classes i.e. 

Positive, Neutral and Negative classes. And apparently the accuracy seems to be of 

good count as shown in the table before. 
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Chapter 6  Conclusion 

 The following chapter consists about the summary of contributions claimed in this 

study and also gives a hint of the future work for this particular study. 

6.1. Contributions 

The study is based on a classic example of natural language processing use case. 

Now a days a lot of people use NLP for sentiment analysis and this has helped a lot 

of enterprises and large firms to get the opinions of their customers. Getting 

opinions of customers not only help the enterprise owners in improving the quality 

of business but also leads to customer satisfaction.  

Sentiment Analysis has become exceedingly useful in various domains. Any 

marketer, organization or researcher who has an interest in users live feedback on 

any object or event cans benefit from sentiment extraction and analysis. Traditional 

method of obtaining user opinions has been through reviews.  

The task of sentiment analysis began with most popular application in field of 

reviews for products and other entities for the purpose of marketing or 

benchmarking services. However, it soon became clear that reviews only are not 

very useful because of possibility of fake data that can be seen in many cases in 

form of closely related dates on all reviews, all five stars reviews, and review 

including exact names of related people in company etc.  

Not only in business and enterprise systems, but sentiment analysis is widely used 

in social media to get opinion mining done on certain tweets and statuses. A huge 

processing is done on tweets available on Twitter where a variety of users and 

famous celebrities express their views and opinions on a certain topic. These tweets 

are used to analyze the sentiment behind them using NLP.  

This study has been proposed to apply Twitter Sentiment Analysis on tweets 

accessed from Tweepy. Tweepy is an open source library available for python users 

which helps in retrieving the tweets. Almost 3000 tweets of Donald Trump were 

retrieved via Tweepy which was further used for processing.  
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The additional work in this study was based on classification of neutral tweets as 

well since previously there has been a variety of studies on classification of positive 

and neutral tweets. So, the major focused was on multi-class classification problem 

with Vadersentiment  and TextBlob in which different machine learning algorithms 

are used to classify positive, negative and neutral tweets. Also personality judgment 

is done based on their tweets polarity. Different machine learning algorithms and 

Random Forest gave the best results with the accuracy of 81%. 

6.2. Future Work 

For this study we have just used single algorithms to get the best results possible in 

classifying the neutral tweets.  

In the future we can use hybrid approaches to increase the accuracy of identification 

of labels and we can move to deep learning algorithms to achieve a better accuracy 

as compared to current system.   
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