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Abstract 

With the advancement of Social media, data present online is also growing progressively. Internet 

is full of people opinions but mostly in unstructured form. This type of data is useful for different 

people who are interested to know about specific product accurately. To make this unstructured 

data useful for different purposes like improving business, customer satisfaction; different 

techniques of Natural language processing are used. Extracting useful data by converting the 

unstructured data to structured form is an important step in NLP. Sentiment analysis is used to 

analyze people sentiments available online in the form of blogs, reviews, comments etc. One of 

the main tasks of NLP is sentiment analysis. The main problem arises because of text-only reviews 

where people don’t provide the rating but write down a whole statement for a product, organization 

or a restaurant. And it became difficult for business analysts to know about their customers reviews 

and thus it become difficult for them to improve their products according to customers demand. 

Neural networks language models fail to deal with long sequence of words and also cannot 

deal with contextual information. Different machine learning models are used for prediction in 

literature. Recently new methodologies are introduced using deep neural networks like Recurrent 

neural networks (RNN). But RNN does not save the previous information, to overcome this issue 

Long-Short-Term-Memory (LSTM) are introduced. Other improved models include BiDirectional 

LSTM (BiLSTM), Gated Recurrent neural network (1) and Convoluted Neural Network (CNN). 

To improve the prediction accuracy and to generate more reliable results a novel hybrid model is 

introduced having five different models including RNN, LSTM, BiLSTM, GRU and CNN and 

Glove word Embedding. The use of word embedding techniques is also an efficient step in 

sentiment analysis task. The Provided rating is converted to positive and negative Sentiment firstly 

in order to predict the Sentiment related to a given review. The proposed model (RNN-LSTM-

BiLSTM-GRU-CNN) is tested on different state of the art datasets including SST-1, SST-2, Movie 

Review and IMDB movie review dataset. The Results shows an improved accuracy using proposed 

model. 

 

Key Words: Deep neural network, Natural language processing (NLP), LSTM, BiLSTM, RNN, 

GRU, CNN, word Embeddings
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CHAPTER 1: INTRODUCTION 

The thesis is about Sentiment analysis and deals with online reviews. The different 

approaches and models are also discussed in it for correctly predicting the polarity and labels 

against reviews available online. Special focus is on text-only reviews and improving their 

accuracy for the task of predicting final label. 

 Overview and Research Problem 

Different researches have been conducted to analyze the sentiment polarity against reviews 

available online. Mostly reviews available online are not well structured and need to be structured 

before further steps to analyze sentiments associated with them is performed. Natural language 

processing (NLP) is used for this task i-e to convert unstructured data to structured form [1]. 

Prediction of polarity against Text-only reviews is also performed to easily determine polarity 

associated with customers reviews.  

Different novel and efficient techniques and models are proposed for the task of SA in 

recent years. Researches shows remarkable work in the field of sentiment analysis and NLP. 

Machine learning and lexicon-based approaches and models are also present for this task. Useful 

information from raw and un-structured data is extracted along with useful features. But there exist 

some limitations as well. Deep learning models are also a type of Machine learning algorithms [2]. 

They result in automatic extraction of features and these features are than use as input to the model. 

Figure 1.1 1 explains SA and its approaches [3]:  
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Figure 1.1-1 Sentiment Analysis Approaches 

 

Advancement in online markets and businesses also lead to increase in data available online 

in the form of opinions and reviews. These reviews are important for customers as well as business 

analyst for better performance. Internet is full of unstructured data and this data needs to be in 

structured form for further utilization in tasks like sentiment analysis [4]. It has been observed that 

the SA task is more complex and difficult to handle than topic-based classification of text. The 

limited amount of text available for Sentiment analysis is a real problem as it becomes difficult to 

analyze the context of the words in terms of semantics. Due to vanishing gradient problem it is 

difficult to capture long term dependencies present in text with gradient descent using neural 

network language model [5]. NLP (Natural language processing) deals each word as atomic 

symbol and is not able to capture much detail about semantics between them. Advance and recent 

work of NLP involves deep neural network for text classification and prediction of ratings for text-

only reviews. By increasing the depth of neural network models, complexity also increase as the 

number of parameters increase and it also lead to vanishing gradient problem [4],[5]. The model 

thus forms is also difficult to optimize and is more prone to overfitting. Different models have 

their own pros and cons. Our proposed model using five different type of models is able to give 

more reliable results. Majority voting helps in producing better and reliable results. The final result 
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is basically dependent on all five models results and the result that gets most vote is considered as 

final result.  

Sentence level sentiment analysis usually has less amount of data and thus less performance 

in predicting actual sentiment associated with the sentence. Un-supervised pre-trained word 

embeddings helps in analyzing the contextual meaning of the word and thus increase performance 

[5].  

 

 Motivation 

Increase in people knowledge and with increasing use of social media sites, online 

shopping sites and movies review sites results in data explosion online especially in the form of 

text. It can be seen that users are now a days active on social media platforms to comment about 

any topic, event or a person. Different sites are available online where users can watch movies like 

IMDB and can leave their comments about the movie [6],[7]. Similarly, different sites like Amazon 

are also present for shopping online and users can leave their review about any product in the form 

of emoticon or in the form of text. Another important review site is of different hotels and these 

reviews can help the other customers and people to have an idea about the hotel before booking 

for it. So, these reviews are very helpful for both the customers as well as for the hotels to know 

about the requirements and the needs of their customers and thus helps in improving the services 

they provide. Hotel review sites include TripAdvisor, Airbnb etc.[8],[9]. The product owner can 

improve their product according to the customers need in the next version thus, improving the 

profit amount. But with the advancement in technologies and online shopping the users review 

available online also increase in number and it became difficult to handle such a large amount of 

data manually.  

 

This is not practically possible to manually analyze and deal with such a massive amount 

of data. This is a big challenge in the field of Sentiment analysis for researchers to automatically 

extract sentiments from such a huge amount of data.SA also known as opinion mining is used for 

analyzing correct sentiment present in text using machine learning. Natural language processing 

techniques are also used for the purpose of SA along with machine learning algorithms [10]. 

Different models and algorithms are developed by researchers for this task. Classification is an 

important task for predicting labels against text-only review [11]. Text-only review are reviews 
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having no rating given by the user but only the text form review is given. Deep neural networks 

gave good results for the prediction of labels against reviews and for sentiment classification [12]. 

 Objective 

The objective of this thesis is to define all steps needed for the task of sentiment analysis 

including pre-processing of text of reviews available online. Movie reviews are used as input to 

the model. The raw data is firstly cleaned using NLP toolkit. After that the neural network 

language models are constructed for prediction of labels against reviews. Eight different hybrid 

models are constructed and accuracies are compared for all these models. Following research 

questions are answered. 

The first research question is about accuracy value. All model accuracies are compared 

and the final model is selected based on the highest accuracy. All hybrid models along with their 

accuracies are also mentioned in thesis. The models are run on different datasets available online 

of movie reviews like SST-1, SST-2, MR and IMDB datasets. 

The next research question is of misclassified review labels. The percentage accuracy 

shows the number of accurate predictions. The reviews actual labels are compared with the 

predicted labels and thus the accuracy is calculated.  

 Thesis Outline 

The thesis discusses in detail the task of sentiment analysis and presents an improved 

framework that provides results having better accuracy. Chapter 1 is all about problem statement, 

motivation and objectives of the thesis. The next chapter is all about background of sentiment 

analysis and discusses different models presented in literature for predicting polarity against text-

only reviews. 

Chapter 3 mentions the basics of neural networks and about different optimization 

techniques. Chapter 4 explains about proposed methodology and different datasets used. Datasets 

attributes and specifications are also mentioned in it along with how classification is performed 

using proposed framework. Chapter 5 discusses the architecture of models used and also in 

experimental setup different libraries used are mentioned. Also proposed solution is also 

discussed in this chapter. The next chapter i-e chapter 6 is all about results and results evaluation. 

The comparison of our results is also performed in this chapter. 
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CHAPTER 2: BACKGROUND AND LITERATURE REVIEW 

In this chapter a background about different approaches of sentiment analysis is provided. 

And the second part covers the existing work done in this field using different models and 

techniques.  

Most of the organizations rely on the task of sentiment analysis of customers review to 

have a knowledge about their customers satisfaction level about their product and about their 

organisations [13]. Factors important and expected by the customers that are missing in the product 

or the improvements needed in the product that is already available in market can be easily be 

known using task of sentiment analysis and according to the customers reviews product can be 

improved, thus generating profit to the organisation. A vast research is being performed using 

conventional text (Reviews, discussion forums and blogs) and using social networks data such as 

tweets and microblogs [14]. This text provides information related to opinions of customers about 

product, personality or any topic etc. 

In short, Sentiment analysis approaches can be divided into two main categories namely [15]: 

• Traditional approaches  

It depends on words present in text along with syntactic features that reflects sentiment present in 

text. 

• Semantic approaches 

In this type of approach for sentiment analysis task not only the latent meaning of the word 

is considered but also the context in which the word is being used is also considered and 

accordingly sentiment orientation is updated. 

In this chapter overview of sentiment analysis and the existing work done in this field is mentioned 

targeting mainly the areas involving reviews. In particular different dimensions and main elements 

of the problems related to sentiment analysis are introduced in section 2.1. Literature review on 

different approaches for the task of sentiment analysis is mentioned in section 2.2. 

 Background  

This section provides basic understanding and knowledge about sentiment analysis, which 

is the basis of the research conducted.  
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2.1.1 Fundamentals 

      Sentiment analysis is the task of identifying different polarity of reviews related to any 

product, individual or event. Polarity can be either in binary or in labels form as positive, 

negative or neutral. The task of sentiment analysis is multidisciplinary involving different 

techniques such as Natural language and machine learning for identifying the polarity of text 

under consideration [16]. 

Sentiment analysis is a vast problem comprising of different tasks, aspects and dimensions. A 

vast amount of research has conducted in this area. The problem of analysing sentiment can 

broadly be divided into four major categories or dimensions summarised below [15],[16]: 

1. The granularity of text determines sentiment analysis level like Sentence level, document 

level and phrase level etc. 

2. The sentiment analysis tasks more than just finding the polarity of the text like mood 

prediction, detection of sentiment strength and emotion analysis. 

3.  The approach of sentiment analysis which defines the type of sentiment analysis 

approaches like hybrid, lexicon and supervised approaches. 

4. Conventional as well as microblogging data are used to analyze and extract sentiments 

present in text. 
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Figure 2.1-1 Dimensions of Sentiment Analysis 
 

To explain these dimensions of sentiment analysis an example of customers review is given [16]: 

                              “(1)I have recently upgraded to iPhone 5, (2) I am not happy with the  

                               screen size, (3) It is just too small     . (4) My best friend got Galaxy 

Note3.      

                             (5) He got a much Larger screen than mine!!! (6) even his hardware  

                            outperforms mine, easily outrun Him in with all apps I can get      ” 
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2.1.1.1 Sentiment Analysis Tasks: 

              Polarity detection is an important subtask of sentiment analysis. Our proposed model is 

focusing on finding correct polarity of the given text. It detects whether the given text is positive 

or negative. In the above review example 2 and 3 are of negative polarity while 6 shows a positive 

polarity.  

 The next important concern is whether the text is subjective or objective in nature. 

The sentences and text showing any factual information are objective like 1 and 4 are objective in 

nature. While all other sentences are subjective. 

The task of analysing sentiment is not only limited to polarity detection and determining subjective 

and objective nature of the text but is also concerned with emotion detection such as “happiness”, 

“Sadness”, “angry “and strength of the emotion in sentence like, sentence 5 is showing intensity 

in emotion. Sentence 3 and 6 shows sad and happy emotions respectively. 

2.1.1.2 Sentiment analysis (Levels): 

             There are four different levels are granularity of text. Extensive research in literature has 

also been done in this area. All these levels are briefly explained below [18]: 

• Word-level: 

In word level sentiment analysis, each word is considered to express sentiment. Each 

word W in a sentence S represents an opinion. If this opinion word is predefined like to a 

product, personality or a place, this is called as entity-level sentiment detection. In the 

above example “iPhone” and “Note 3” is an entity from the domain of “product” where 

iPhone receives an overall negative Sentient while Galaxy Note 3 has positive polarity. 

 

• Phrase / Expression Level: 

Expressions in a sentence determines the overall polarity in this type. Different types of 

expressions can exist like in the example mentioned, the phrase “I am not happy” shows 

negative sentiment. 

 

• Sentence Level: 
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A Sentence has multiple expressions and words present in it. The overall sentence 

determines the polarity and thus sentiment of a sentence. For example, sentence 2 and 6 

has negative and positive polarity respectively. 

 

• Document Level: 

In this type of sentiment analysis, the polarity of each sentence is considered and then the 

overall polarity of a document is calculated based on it. This is done by averaging 

sentences polarity. 

 

 

2.1.1.3 Sentiment Analysis Approaches: 

 Sentiment analysis applications are in many areas like marketing, business, 

politics. Vast amount of research has been conducted in this area resulting in new models for 

this task. Basically, there are two different type of approaches of Sentiment analysis [19]: 

2.1.1.3.1 Lexicon Based Approach 

   

 I

n this type of approach, the overall sentiment of a given document is calculated and determined 

by averaging the polarity of words and phrases present in it [19]. Pre-built dictionaries are used 

in the lexicon type of approach like SentiWordNet , LIWC lexicon and MPQA lexicon[22]. 

2.1.1.3.2 Machine Learning  

 This algorithm and approaches deal with text classification problem. Deep 

Learning is also included in Machine learning. Annotated data is used as input to machine 

learning algorithms like Naïve Bayes and Maximum entropy. Annotated data is already labelled 

data. Training is done using this labelled corpora and unseen data is than used to analyse the 

sentiments of it. In literature authors has used movie review dataset using mainly three 

classifiers including Naïve Bayes, Maximum entropy and SVM. This work is done by Pang and 

Lee in year 2002[20]. Many other approaches are also used using variations in the already 

proposed model [21]. 
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2.1.1.4 Data Types: 

 Vast amount of textual data is present online on social networking sites like 

Facebook, Myspace and also present on other microblogging sites as Twitter, Tumbler along with 

on different discussion forums and news portal etc. 

Broadly analysing there are two types of data [23]: 

• Conventional Data 

• Microblogging Data 

 Conventional data is a type of data which is well structured and manually annotated 

for the purpose of sentiment analysis. Reviews available online are an important source of knowing 

customer expectations regarding the product along with it this type of data also include data and 

opinions of customers available on discussion forums, microblogging sites etc. A large number of 

corpuses are available online like MR dataset, Customer review dataset and Amazon food review 

dataset etc. conventional sentiment analysis is another name when sentiment analysis is done using 

this type of data. In our research work the dataset used is also of conventional datatype. 

 The other type of data is microblogging data from twitter and Facebook. A lot of 

online data is being uploaded every minute on different social networking sites like Facebook. 

Exponentially data is being produced. This area is new in the field of sentiment analysis. The data 

of this type is not structured like conventional data type but is unstructured and not well formatted. 

The size of the data is also smaller in size than other data type. 

 Literature Review 

In the paper [24] author is using Amazon review dataset scrapped from web to perform 

task of sentiment analysis by using different algorithms of machine learning including SVM, NB 

and ME.  The results are classified into three classes namely positive, negative and neutral. The 

results are useful for customers as well as companies to improve their business.  

In the paper [25] the author proposed a novel model (CNN-LSTM) for sentiment analysis. In the 

proposed method not, all data is provided to CNN as input but different regions are made of data. 

Each sentence acts as a region, that divides the input to multiple regions. It helps in weighing and 

to extract useful information from text, that ultimately provide better prediction of rating for text 

of Valence arousal (VA).  
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In the paper [26] an ensemble approach using majority voting is applied to analyse 

sentiments of Airline data of customer reviews collected from twitter along with other six 

individual classifiers including C4.5 Decision Tree, SVM, Bayesian Network, Naive Bayes and 

Random Forest algorithms. Ensemble approach outperform other classifiers with an accuracy of 

91.7 %. To validate the classifiers 10 cross validation is also performed. 

In this paper [27] author proposed model integrating CNN and LSTM that provides advantages of 

both models in a single model. Local dependencies are captured by the CNN employed filters. 

While LSTM captures the long distance relationship. Freezing technique is proposed to avoid 

overfitting while training. 

Author of paper [28] proposed a novel method using unified feature set and word 

embedding to analyse sentiments of user reviews. Deep learning model RNSA is proposed having 

RNN which is composed of LSTM. Performance is highly improved using this model. 

In paper [29] NgramCNN is proposed using pre-trained word embeddings and a simple classifier 

having only a single layer. Author works on feature selection to improve the performance of 

sentiment analysis. IMDB dataset is used and achieved the performance of 91.2 %.  

Paper [30] used a google’s word2vec algorithm for the task of text classification. It maps each 

word to its vector form so that basic algebra operations can be performed to calculate the similarity 

in text available for the task of sentiment analysis. The dataset used is movie review dataset having 

50,000 reviews and the models used are RNN and decision tree. 

In this paper [31] author used huge amount of data form Social Network Service (SNS) for the 

purpose of sentiment analysis. Such a huge amount of data can’t be handled easily so, deep learning 

models are implemented in this study. Using RNNs and CNNs the author proposed a deep learning 

architecture to predict the polarity of text data available. 

In this paper [32] an unsupervised method for sentiment analysis is proposed by the use of 

word embeddings of large data from twitter corpora. This method calculates similarity and 

syntactic relation between the words of available text. The word semantic polarity score and the 

n-gram features are used along with word embedding to form the feature set for the task of 

analysing sentiments of text. Convolution neural network receives this feature set as input for the 

task of predicting polarity of tweets.  Accuracy is improved using the novel model when performed 

on five different datasets obtained from twitter. 
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In the paper [33] author proposed a novel approach to obtain semantic information by the 

use of word embedding using a lexicon-enhanced LSTM model. Word sentiment classifier is first 

trained using sentiment lexicon and then embedding of words representing sentiments along with 

words not present in lexicon is used. Word representation becomes more accurate when sentiment 

lexicon and the embedding of word is used. The proposed LSTM improves the accuracy for 

predicting polarity of sentiments than existing models. 

In this paper [34] for the task of sentiment analysis different ensemble models are proposed 

and by extracting features the accuracy and performance of different models of deep learning is 

improved. Manual extraction of features is done for the proposed ensemble models. The 

classification is performed by using different feature extraction methods and it results in 

improvement in accuracy and performance. Different datasets are used for evaluation of results of 

movie reviews.   

The author proposed a novel neural network model in the paper [35] for the sentiment 

analysis. Traditional approaches and different models in literature fails to capture behavioral 

meaning along with textual meaning. The model proposed by the author can capture behavioral as 

well as textual meanings thus resulting in improved accuracy. CNN is used for the task of 

sentiment analysis. Tweets are used for the SA task and it improves the accuracy. The main 

architecture has different layers including convolution, pooling and the softmax function is also 

used. Total of 40 different features are used in the proposed framework along with word 

embeddings. SentiStrength is used for labelling the tweets for the proposed model. The results 

show that the proposed model outperforms existing models and is more advanced.  

An ensemble is proposed in the paper [36] using aspect base sentiment analysis along with 

feature extraction. The features are extracted using PSO (particle swarm optimization). In the first 

step different terms are extracted for the purpose of feature extraction and in the second step the 

task of classification is performed based on the sentiments. The ensemble of different models is 

proposed having basically three classifiers as base classifiers including ME, SVM an CRF. The 

proposed ensemble model is given a reduced feature set rather than a complete list of features. The 

reduction in feature set results in better classification results for the aspect base SA task. The 

proposed approach is tested on different domains and using voting as well as weighted voting 

methods along with PSO for feature extraction.  
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In the paper [37] an ensemble model is proposed for polarity shift problem in sentiment 

analysis. The basic level of problem of sentiment analysis is dealt at document level. Negations 

are specifically handled using the proposed approach of polarity shift. The training is also done 

using the proposed model with weighted combination on different datasets. The model shows 

better accuracy than existing approached dealing at document level.  

The author of the paper [38] deals with the task of sentiment analysis using both textual 

and multimodal information. The dataset used is of twitter and it is an example of visual data that 

is on daily basis provided by the online users of the twitter. Tree structure CNN (T- CNN) model 

is developed for this task along with another framework of joint SA. For the proposed framework 

pre-trained embeddings are used. The results show an improvement in the accuracy for twitter 

dataset.  

The author of paper [39] contributes in the SA field by proposing a novel framework 

comprising CNN for visual content only. The dataset used is of twitter having only visual data. 

According to the author images provide better and more accurate results for analyzing sentiments. 

The proposed framework helps in predicting users sentiments associated with the visual contents 

they posted online on different social media platforms especially twitter.  The model proposed 

using visual content as input results in better accuracy than other techniques proposed in literature.  

In the paper [40] a deep neural network based models proposed for sentiment analysis. CNN model 

is used for analysing sentiments of visual content. Along with CNN for visual contents Paragraph 

vector model is also used for dealing with textual content. Twitter data is used for final prediction.  

In this contribution [41] the author mainly deals with cyber crime and the main persons that are 

involve in this activity. The proposed framework involves deep learning to solve the problem along 

with sampling method snow ball. By the sentiment analysis using deep learning the facilitators of 

this crime activity are identified.  

The author of the paper [42] shows the impact of deep CNN for capturing the semantics of 

short text as tweets and reviews of movies. Movies datasets includes the famous SSTb and STS 

datasets. Semantics and context of short sentences is difficult to capture than long text and 

paragraphs. The proposed architecture also used word, sentence and character level representations 

for better performance of sentiment analysis. The results outperform other state-of-the-art results. 

Pre-trained word-embeddings are also used to improve results by capturing contextual 

information. 
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For the purpose of feature reduction and brand specific lexicon development, a data driven 

supervised approach is proposed in this paper [43]. Preprocessing is performed and lexicon 

development is also made for Justin Bieber brand. Artificial neural networks are used for the 

purpose of classification. Classification accuracy is also improved and from 181 expressions only 

expressions are left. It helps in analysing views about the brand. Twitter API v1.0 is used to collect 

data from twitter about the brand. For improving performance, the data is divided into testing and 

training data. 

A novel deep neural network structure is proposed in this contribution [44] namely 

WSDNNs.  Weakly shared layers of neurons are used to extract features specific to language.  Four 

languages namely German, English, Japanese and French are used for cross lingual sentiment 

classification task. The information is transformed form source to target using Deep neural 

networks. The proposed approach is also tested on data from Amazon and results demonstrates 

improve in performance of classification task of cross lingual than studies available in literature. 

 

Table 2.2-1 Comparison Between State-of-art Techniques 

 

 Approach 

and Idea 

Datasets  Model  Main 

Contribution 

Accuracy Ref. 

1 Different 

types of 

Ensemble 

using basic 

classifiers 

and deep 

learning 

models are 

proposed. 

Seven public 

datasets are 

used 

including 

movie review 

(IMDB), 

STS-Gold, 

SemEval(201

3) and (2014), 

PL04,  

Sentiment140 

and PL04 

 

Ensemble 

Models using 

Bigrams 

Improvement 

in Performance  

 

 

 

 

 

 

 

 

 

87.87 

[34] 
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2 A neural 

network 

model that 

can capture 

behavioural 

information 

is used 

(CNN)  

Two Datasets 

from twitter 

are used  

- SemEval-

1(2016) 

-SemEval-

2(2016) 

 

 

 

    CNN Provides much 

better results 

than baseline 

method as 

Naïve Bayes 

and 

outperformed 

in capturing 

behavioural 

information 

than other 

models 

 

 

 

 

   88 

 

 

 

 

 

[35] 
 

3 Aspect 

based 

sentiment 

analysis 

using 

cascaded 

framework 

of 

classifiers 

and feature 

selection is 

proposed. 

PSO is used 

for this 

purpose.   

Benchmark 

dataset of 

SemEval(201

4) is used for 

two domains 

of: 

-Restaurant 

-Laptops 

 PSO based +  

SVM 

Proposal of 

model 

independent of 

domain 

proving 

efficient 

results than 

existing 

methods and 

models. 

 

 

 

 

84.52 

 

 

 

 

 

 

 

[36] 
 

4 Cascaded 

model 

having 3 

stages is 

Four datasets 

from Amazon 

are used: 

-Books  

Hybrid 

Model 

(PSDEE) 

A hybrid 

model and a 

polarity shift 

elimination 
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proposed to 

deal with 

polarity 

shift 

problem for 

the task of 

sentiment 

analysis. 

-DVD 

-electronic 

-Kitchen 

method are 

proposed. 

87.1    [37] 
 

5 Sentiment 

analysis is 

performed 

using 

• vis

ual  

•  

text

ual 

con

tent

. 

Datasets using 

Flickr and 

Getty Images, 

visual 

sentiment 

analysis 

dataset. 

Progressive 

CNN(PCNN) 

Performance 

improvement 

in task of 

sentiment 

analysis for 

datasets of 

joint visual and 

textual 

information.  

 

 

 

78% 

 

 

 

 

 

 

 

 

 

 

 

 

 

   [38] 

  

6 A novel 

approach 

for 

Sentiment 

analysis for 

visual 

analysis is 

proposed.   

Twitter 

Dataset of 

images (1269) 

CNN This model 

outperforms 

other state-of-

art models 

available in 

literature. 

86% [39] 

 
 

7 Images as 

well as text 

is analysed 

Twitter 

Dataset is 

used having 

combination 

of CNN and 

paragraph 

Results and 

experimentatio

n show 

77% 
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using a 

deep 

learning 

model. 

images and 

text. 

vector model 

are used. 

 

improvement 

in accuracy of 

results when 

both image as 

well as text is 

used for 

sentiment 

analysis 

 

 

 

 

 

[40] 
 

8 Framework 

to find the 

malware 

sellers 

using deep 

learning to 

find 

sentiment 

analysis of 

customer 

along with 

snowball 

sampling 

and 

classificatio

n. 

Data is 

collected from 

Russian 

forums 

containing 

69,385 

threads and 

485,019 posts 

(2004-2013) 

Word2Vec +   

RNTN(Recur

sive Neural 

Tensor 

Network) 

Results 

outperform-ed 

using this 

framework of 

deep learning 

based 

sentiment 

analysis.  

88.9% 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

[41] 
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9 Short text 

based 

sentiment 

analysis is 

perfrmed 

using deep 

CNN. 

“SSTb 

(Stanford 

sentiment tree 

bank)and 

STS(stanford 

twitter 

sentiment 

corpora)” 

Deep CNN 

model 

Compared to 

traditional ML 

and 

Information 

Retrieval (IR), 

training time is 

less and 

classification 

performance is 

enhanced. 

86% 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

[42] 

 

10 Different 

sentiments 

of people 

related to a 

brand are 

analysed 

using 

Artificial 

neural 

network 

Twitter 

corpus 

(10,345,184 ) 

DANN 

(Dynamic 

Artificial 

Neural 

Network. 

Customers 

reviews about 

a specific 

brand are 

identified to 

improve 

business. 

80% 
. 

 

 

 

 

 

[43] 
 

11 For the 

purpose of 

cross 

lingual 

sentiment 

classificatio

“Reviews 

form four 

languages 

having 2000 

reviews(1000 

WSDNNs(w

eakly shared 

deep neural 

network)  

RNNLMs 

“Improvement 

in task of cross 

lingual 

sentiment 

analysis than 

existing 

58.9 [44] 
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The different approaches used in literature along with their accuracies, the model used by 

them are described below. Datasets used in the studies present in literature are also mentioned. 

 
 

Table 2.2-2 Comparison 
 

Sr # Model Datasets Accuracy Reference 

1 3-layer NN (CNN-

f+LSTM-f) 

Pang & Lee movie 

reviews(MR), Stanford 

Twitter Sentiment , 

SST, IMDB large 

movie reviews, 

SenTube 

 

81.59  

[27] 

 

 

3-layer NN (CNN-

f+DVngram) 

 

81.11 

2 GRNN-SR MR, SST, Amazon 

Product Reviews 

80.6 [45] 

 

3 CNN-GRU YNM, VLSP 85.8 . [46] 

 

4 Ensemble model SemEval2013/14, 

Vader, STS-Gold, 

Sentiment140, IMDB, 

PL04 

86.49% [34] 

-n  deep 

belief 

networks is 

used. 

positive and 

1000 negative 

reviews.” 

models in 

literature.” 
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5 CNN-LSTM Arabic Tweets 65.05% [47] 

6 BiLSTM-CRF Movie Review, 

Customer 

Review, SST-1, SST-2 

88.3 [48] 

7 CNN Sentiment 140 corpus 74.9 [49] 

8 NBM, SVM, MEM, DT Turkish and English 

Movie 

and Product review 

84.8 [50] 

9 SDRNN Movie Review, MPQA, 

Customer Review 

86.7 [51] 

 
 

10 DCNN Twitter data 80.69 [52] 

11 NCNM SST dataset and Cornell 

MRD dataset 

83.9 [53] 

12 Sent_Comp (SSC) Chinese Blog 

Review Dataset 

88.95 

 

[54] 

13 Deep belief nets 

(DBN) 

Twitter database, Sina 

microblog (in Chinese), 

COAE2014 (in 

Chinese) 

76% [55] 
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14 RNN Movie review, MPQA 

Opinion, Customer 

Review 

86.7% [56] 

15 CNN Google Embeddings, 

Amazon 

Embeddings, SemEval 

2014 

dataset 

87.17% [57] 

16 Naïve Bayes, SVM Textblob, 

SentiWordNet and 

Word Sense 

Disambiguation 

(WSD) 

79% [58] 

17   

 RNTN 

 

Sentiment Treebank 

  

   80.7 

 

[59] 

18   

    LSTM-CNN 

 

FiQA 2018 

 

69% 

 

[60] 

 

19 

 

CNN-LSTM 

 

Twitter data 

  

 88% 

 

[61] 
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CHAPTER 3: NEURAL NETWORK 

This chapter explains different concepts and algorithms used for sentiment analysis. Neural 

networks details and concepts are explained along with basic module of it. Deep neural networks 

details are also mentioned along with different regularization and training techniques. Natural 

language has different concepts including sentiment classification and word embeddings. These 

concepts are also explained. For evaluation of different model different criteria are used like 

accuracy. 

  Basics 

  This section explains about a neural network, its architecture and different models of neural 

networks used in this research. 

Artificial neural network has different layers and the layer is also comprised of single neuron. The 

single neuron is denoted by the following equation: 

𝑦𝑗 = 𝑓 (𝑏 +∑𝑥𝑖𝑊𝑗

𝑛

𝑖=1

) 

In the above equation X= [X1, X2, X3………  Xn] and W= [W1, W2, W3……… Wn] are 

vectors representing input and weights respectively. Different weights are assigned to input and 

the result of multiplication of input and weight is temporary. This temporary result having input 

and some weight value is added to the bias value which is denoted by b. n shows number of inputs 

and j specifies the jth neuron in the layer. The equation is to calculate output value of input having 

specific neuron (jth neuron) [62]. 

 

Activation function is also a part of deep neural network and take input in numerical form. 

After performing some mathematical calculations, it gave the final output. Different activation 

functions exist for the neuron like sigmoid, Tanh and ReLu. 

Sigmoid function has the range of 0 and 1 for input. This activation function outputs 1 and 0. For 

the negative value it output 0 while for a positive value it outputs 1. In our proposed framework 

we have to predict the labels for sentiments present in text. And this function is also used for better 
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performance. Tanh is also an activation function of nonlinear type having its range for output as -

1 and 1 [62]. 

 

Figure 3.1-1 Activation function of sigmoid 
 

 

 

 

 

Figure 3.1-2 Activation function of Tanh 
                                                              

 

 

There also exist some linear activation functions like ReLu. They differ from other two 

activation functions mentioned before. The constant gradient of ReLu is the reason that it does not 



43 
 

saturates like sigmoid and tanh functions. ReLu has an advance version that results in more fast 

training of the input data than simple ReLu. This advance and more improved ReLu is called as 

leaky ReLu function [63]. 

 

 

 

Figure 3.1-3 Activation function of ReLU 
 

 

Figure 3.1-4 Activation function of Leaky ReLU 
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The basic layers that comprise a neural network includes an input, hidden and an output 

layer. The hidden layers can vary in different architectures of NN models and this variation of 

hidden layer number results in deep neural network. Figure 3.1-5 shows architecture of MLP 

having three layers [63]: 

  

Figure 3.1-5 MLP Typical Architecture 

 

There exist different deep neural networks that are also used in our proposed hybrid model. 

These models include RNN, LSTM, Bidirectional LSTM, GRU and CNN [64]. Each of this model 

has its own pros and cons thus giving different results for same datasets or inputs given to them. 

These models can have different architecture as needed to improve the accuracy. 

RNN is a deep neural network. Sequence data (text data) is processed by this network.  

These different types of RNNs can be seen in different frameworks. In our framework prediction 

is made with the use of many-to-one type, in this type the output value is only one value as 

predicted label in SA while every word is given as input to the model.   

 LSTM is an advance form of RNN that eliminates the long-distance problem i-e if the gap 

between two input words become large in RNN it becomes difficult to capture contextual and 

semantic meaning of it. BiLSTM improves the result for SA task as it captures contextual meaning 

using previous as well as the words appearing after the word of interest. Using both previous and 
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forward direction the network finds the semantics and contextual meaning of the word of interest 

[65]. 

CNN or convolution neural network comprises of different layers like convolution layer, 

pooling layer. The convolution layer basically reduces the overall number of parameters by sharing 

parameters [66]. In our framework pre-trained word-embedding is used as first layer of model. For 

instance, for MR data this layer has initially number of parameters equals to 5718400 and after 

applying the convolution layer and using parameter sharing the number of parameters is reduced 

to 64128.  

The next layer of CNN is pooling layer. It can perform pooling by either max pooling or by 

average pooling. Max pooling takes the maximum value out of the feature map while average 

pooling takes out features in a smooth way by taking all values in feature map and taking average 

of them [67].” 

3.2 Neural Network Optimization Techniques 

       Optimizing neural network model is an important factor that helps in giving better results and 

thus better accuracy value by reducing loss value. Loss function also has impact on model 

performance. The less the loss value the more is the accuracy of the model. Objective or loss 

function is basically an optimization function for NN model. 

Training of a neural network results in also done to reduce the loss function value. Parameter 

tuning of model also result in loss value reduction. 

        Adam optimizer is used by us in proposed framework to optimize. The training phase is the 

crucial phase and depending on the data and data size, training may take from several hours to a 

day or sometimes even more. For each parameter it adjusts the learning rate [68]. 

Next in neural network there are also regularization techniques to regulate the model problems. 

Overfitting of data is a problem that mostly occur in a model with increasing number of layers in 

a network. The model is well trained on training data but the general patterns are not learned so 

the training accuracy is good than the testing accuracy. The model does not perform well on test 

data. For regularization dropout layer is used in our model [69]. 
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CHAPTER 4: PROPOSED METHODOLOGY 

This chapter explains about the proposed methodology, the datasets used and the pre-processing 

steps involved. The different steps involved for pre-processing are explained briefly. 

 Datasets 

For testing our model (RNN-LSTM-BiLSTM-GRU-CNN) different datasets specific for 

sentiment analysis tasks are used which are also available publicly. Following datasets are used: 

• MR Dataset 

• SST-1 

• SST-2 

• IMDB 

        

Each dataset has its own characteristics. These are all labelled datasets. Following are the 

important details of each dataset: 

 

4.1.1 MR Dataset: 

This Movie review sentence polarity dataset is about different movies reviews and is of 

v1.0. It includes positive and negative reviews. Negative snippets are collected using Rotten 

Tomatoes by researchers and positive snippets from 345 websites pages. There are 5331 number 

of positive and negative reviews. 

4.1.2 SST-1 

Stanford Sentiment treebank dataset has a total of 11855 sentences. “All of these sentences 

have originally five types of labels namely positive, very positive, neutral, negative, very negative. 

All the sentences are extracted from files obtained from the original pool of Rotten Tomatoes page. 

For experimental purposes positive and very positive both are denoted as positive label and 

negative and strongly negative are denoted as negative label while Neutral comments are 

dropped.” 
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4.1.3 SST-2 

This dataset has total of 9645 sentences having binary labels. For experimental purposes 

these numerical labels are assigned with positive and negative label. The neutral comments are 

already removed for experimental purposes. 

 

 

4.1.4 IMDB  

This dataset has a total of 50k entries of movie reviews of customers and is available for 

the purpose of sentiment analysis task. 25k data is training data and the other half is meant for 

testing purposes. Ratings are given on the scale of 1-10 and two classes namely positive and 

negative are present in it. No neutral class is present. Table 4.1-1 shows dataset description: 

 

Table 4.1-1 Datasets Description 

 

Dataset 

 

Labels 

 

No. of Reviews 

 

Classes 

 

Source 

Reference 

 

MR 

 

Positive, negative 

 

Positive=5331 

Negative=5331 

 

Total=10662 

 

 

2 

 

[70] 

 

SST-1 

“positive, very 

positive, 

neutral, negative, 

very negative” 

 

 

11855 

 

 

5 

 

[71] 

 

SST-2 

 

Positive, negative 

 

 

9654 

 

 

2 

 

[71] 
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  Sentiment Classification using proposed model: 

    The proposed hybrid model having five different models is than applied to all the datasets 

and prediction is made based on the obtained results. The obtained results are than compared to 

state-of-the-art results. 

Pre-trained word embedding helps in giving better results by improving accuracy. The pre trained 

embedding used in our proposed framework is Glove [73]. It is trained on large corpus that helps in 

finding syntactic and semantic meaning of the word. This unsupervised pre trained word embedding 

method is useful specifically when the data available for training is small. Figure 4.2-1 shows the 

overall framework for our model:  

 

 

Figure 4.2-1 Proposed Framework 
 

IMDB Movie 

Review 

 

Positive, negative 

 

50000 

Positive= 25000 

Negative=25000 

 

 

2 

 

[72] 
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4.2.1 Datasets 

 

Datasets used for proposed framework experimentation are IMDB, MR, SST-1 and SST-2. 

These datasets have reviews of movies available online. The datasets selected are available online 

 

4.2.2 Pre-Processing 

 
The next step involves conversion of un-structured data to a processed and well-structured form. 

Stopword removal, stemming and lemmatization etc. is also performed in this step. 

 

4.2.3 Word Embedding 

 

The pre-trained embeddings are also used. The embedding used in proposed framework is Glove 

100d. It is used as input to the proposed hybrid model. 

 

4.2.4 Classification 

 
Using proposed hybrid framework classification is performed. Majority voting helps to improve 

the final result. 

 

4.2.5 Evaluation of Result 

  

The results obtained are evaluated by using accuracy metrics. Improvement in accuracy is 

observed using proposed methodology. 

 

 

 

 

 

. 
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  CHAPTER 5: IMPLEMENTATION 

This chapter explains about implementation of the proposed model and the different deep learning 

models involved in making hybrid. Word embeddings used are also mentioned and explained. 

  Models 

   Different models are used to generate the final result. Our proposed model is a combination 

of five models. Each model is individually trained and tested firstly. All models do not produce 

same results. But our proposed model is more reliable as it is generating final output by involving 

all the individual model outputs. So that the output that gets majority votes is the final output 

thus results in reliability of results. 

Each individual model has its own characteristics, each of the models used are discussed below: 

5.1.1 RNN 

        Natural language use Recurrent neural networks (RNN) as popular neural network technique 

for sentiment analysis task. RNN can utilize information from previous time steps due to its 

recurrent nature. RNN exist in different forms with advancement in its structure like LSTM and 

GRU. RNNs are widely used for text classification tasks because they can be used for text for 

variable length which ultimately helps in analysing reviews of variable lengths. RNNs are 

basically artificial NN having directed cycles. In the first step the input is passed through weight 

matrices U and W respectively than the previous time step hidden state and current input is fed 

as an input to next step. This version of RNN is called as Vanilla RNN [74]. 

5.1.2 LSTM 

LSTM (Long short-term Memory) are advance form of recurrent neural networks for 

remembering information for short as well as long time period. This network is efficient in a way 

as it uses various gates to regulate the propagation of activations in the network and efficiently 

learns when to save information or to ignore the past state. 

LSTM (Long short-term Memory) are advance form of recurrent neural networks for 

remembering information for short as well as long time period. This network is efficient in a way 
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as it uses various gates to regulate the propagation of activations in the network and efficiently 

learns when to save information or to ignore the past state [74]. 

 

5.1.3 CNN 

 

   Classification and feature extraction are performed using deep neural network specifically 

CNN. Sequence of words from text or document is extracted and each sequence is represented 

using one-hot encoding into vector form. Each word is represented by a vector and thus 

forming a sequence of dense vector which is than fed as input to different models of Neural 

Networks. These sequences are than processed further for better prediction accuracy using 

different layers of NN model. 

Hyper-parameter tuning has a major impact on increasing the accuracy of the model. Our 

model also has stacked Convolution and Max-pooling layer and used Rectified linear unit 

(ReLu). The standard layer structure of CNN is shown below having an input layer, 

convolution layer and a pooling layer.  

Max pooling is used as a pooling layer and it helps to extract most important and relevant 

features. Fixed size output is also a result of this layer thus reducing dimensionality of output 

produced [39]. 

 

5.1.4 GRU 

It is another deep learning model that is used for different tasks including sentiment analysis. 

It is an advance version of other deep learning model especially LSTM. It has a gate rather than 

memory cell of a LSTM. The update gate controls the updates of the other gate called as hidden 

gate. The control of influence of previous and current hidden state on each other is also control 

by the reset gate [74]. 

 

  Experimental Environment setup 

Python is a high level, object-oriented scripting language. Compared to other languages it   

For our model construction python libraries that are used are mentioned below [74]: 
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5.2.1   Pandas 

Pandas is a python package and a tool to analyze data. It is an open source library with 

high-performance. It is easy to use data analysis tool. 

5.2.2 NLTK 

 To work with human language, Natural language tool kit (NLTK) act as a platform to build 

programs. It provides libraries for text processing tasks like tokenization, stemming, parsing and 

tagging. For dealing with natural language it is a widely used library. 

5.2.3 scikit-learn 

It is a tool for data mining and to analyze data. It is used for different purposes like 

classification, clustering and Regression etc.  

5.2.4 keras 

Keras is a high-level neural networks API, written in Python and capable of running on   

top of TensorFlow, CNTK, or Theano. It was developed with a focus on enabling fast 

experimentation. Being able to go from idea to result with the least possible delay is key to doing 

good research. 

5.2.5 Matplotlib: 

It is a library of python. It is used to make graphs, histograms, pie charts, tables, scatter 

plots and bar charts etc. Matplotlib.pyplot is used to make metrics. 

   Proposed Solution 

5.3.1    Input data 

              Three datasets are used as input to the proposed model namely SST-1, SST-2, Movie 

Review and MR data. The datasets are in the form of csv files. The data that is used is reviews 

(Text) against rating. Sampling is done to make data balanced. Varying length size is handled 

using padding. Padding is done using zeros. The max length set is 200. The ratings that are neutrals 

i-e 3 are firstly removed as they do not carry any opinion either positive or negative but both. The 
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purpose of this research is to help business analyst in improving their business in the light of 

opinions given by people. Negative sentiments of people are mostly suggestion indirectly and also 

show demands of customers. By working on these aspects that are lacking, a handsome profit can 

be made. 

While positive reviews actually show the strengths and positive aspects in any business 

that must be maintained to generate good revenue. 

For our methodology the rating below 3 are categorized under negative Sentiment while above are 

categorized as positive sentiment. Some Sample reviews with the rating from MR dataset are 

shown in table 5.2-1: 

Table 5.3-1 Sample Reviews (MR Dataset) 

 

Review Polarity/Score 

“first think another Disney movie, might 

good, it's kids movie. watch it, can't help 

enjoy it. ages love movie. first saw movie 

10 8 years later still love it! Danny Glover 

superb could play part better. Christopher 

Lloyd hilarious perfect part. Tony Danza 

believable Mel Clark. can't help, enjoy 

movie! give 10/10!” 

 

              

  

 

                                 (positive) 1 

 

“Shakespeare fan, appreciate Ken Branagh 

done bring Shakespeare back new 

generation viewers. However, movie falls 

short conveying overall intentions play 

ridiculous musical sequences. Add Alicia 

Silverstone's stumbling dialogue 

(reminiscent Keanu Reeves Much Ado 

Nothing) poorly cast roles, equals 

excruciating endurance viewing.” 

 

 

 

 

 

 

                                 (Negative)0 
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5.3.2 Pre-processing 

Data available online is mostly in un processed form. Pre-processing is used to make this 

data useful and to improve the accuracy and classification task. Extraction of features from reviews 

is also done by processing the available data by using following steps: 

 

5.3.2.1 Tokenization 

   Natural language toolkit (NLTK) is an open source library of python. It provides help in 

processing of data. It has different tasks to implement including tokenization i-e converting long 

sequences of text into tokens. Tokenization results in separating each word, number, stopword, 

phrases etc in the form of tokens [74]. 

Depending on the number of words tokens can be unigram, bigram, trigram etc. For instance, token 

having only one word is unigram, having two words are bigrams and having three words are called 

as trigram. 

5.3.2.2 Stop word Removal 

    Stop words are the word which make a sense of text but when tokens are made, these stop 

word tokens are of no use. So, these words are programmed to be ignored and they are the most 

common words like is, am, are etc. To make input data understandable by the computer pre-

processing is done. NLTK library is used to remove stop words from the data.  

5.3.2.3 Stemming: 

The next step is stemming of words. The input data words are stemmed to their root 

words. The Suffix of words is mostly removed for stemming purposes. Snowball stemmer is used 

in our model. 

5.3.2.4 Convert to Lower Case: 

  Next all the reviews are converted to small case. For instance, if a word is written as 

‘review’ as well as ‘Review’, it will be treated as only one word ‘review’.  
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5.3.2.5 Removing HTML tags 

  Using regex (re) HTML tags are removed from the input text. Everything inside < > is 

removed. 

 

  Punctuation marks are used to make the sense of sentences. Some examples of 

punctuation marks are '[. |, |) | (|\|/]' For making data useful these punctuation marks are removed 

using NLTK toolkit and regex. 

 

5.3.3 Feature extraction 

For applying Deep neural networks on sentiment classification there are three general steps. 

Firstly, Pre trained word embedding are applied. Glove is used in as a pre trained word embedding. 

Glove is an unsupervised learning algorithm for learning word vectors. It is trained using 

Wikipedia and Gigaword. It is of different dimensions including 50d, 100d and 300d. For our 

model glove of 100d and 300d are used for experimental purpose. In the next step features are 

extracted from glove word embedding. Against each word a vector is generated. In the third and 

the last step classification is performed for prediction purposes. The specification of glove 

embedding is given below in table 5.2-2: 

Table 5.3-2 Glove Specifications 

 

Model Vocabulary Dimension Corpus Tokens 

Glove 400k 100 Wikipedia, 

Gigaword 

6 Billion 

  

The following flow chart shows complete methodology of proposed framework. All the steps are 

mentioned below in fig. 5.2-1: 
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Pre-processing

• Stop word removal

• Tokenization

• Stemming

• converting to lower case

• Removing punctuation

Sentiment classification and prediction By Proposed Hybrid Model  
(RNN-LSTM-BiLSTM-CNN)

Evaluation Criteria
Accuracy
precision
Recall
F-Meaure
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Figure 5.3-1 Proposed Framework 

 

 

5.3.4 Word Embedding 

ebe used to calculate the similarity between words. Cosine similarity is an example of a 

distance metrics. For generating word vectors two types of methods exist namely Statistical 

methods and Language models. 

Language models considers the semantics and context information while generating word 

vectors. It includes Neural network language model (NNLM), word2vec, Glove, Fastex and Elmo. 

For our research Glove is used. Furthermore, statistical models include Bag of words, Tf-Idf and 

Singular value decomposition SVD. Figure 5.2-2 shows a review of word embedding techniques 

[76]: 

 

 

 

 

Figure 5.3-2 Word Embedding Techniques 

 

Word2vec has two variant methods namely continuous Bag of words (CBOW) and skip gram. 

In skip gram method the target word can be found by using the words near to it, but in it not all 

the words are considered but a random and near word is chosen. While in CBOW the target word 

can be found using surrounding words. For example “ I am purchasing these fine cotton clothes” 

is a complete sentence and the word that is targeted is “fine”. CBOW model predicts the target 

word using all surrounding words like “purchasing”, “cotton”, “clothes”. The sum of all the 

TEXT

LANGUAGE
MODEL

Glove FastText word2vec NNLM ELMo

STATISTICAL
MODEL

Bag of 
Words Tf-idf SVD
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surrounding words vectors is used to predict the target word. While skip gram predicts using 

random word. Skip gram is considered to be more accurate than CBOW model for prediction [77]. 

 

 

 

Figure 5.3-3 Word2vec Methods 

 

     

     

Our proposed model hyper parameters are shown in table 5.2-3: 

        

Table 5.3-3 Model HyperParameters 

 

Model hyper parameters Value 

Word embedding dimensions 

 

100 

               Dropout rate 0.25 

               Epoch size 10 

               Batch size 128 
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For the purpose of regularization dropout rate of 0.25 is added using dropout method. It 

helps deep neural network to regularize. 

All the five models used and their trainable parameters are mentioned in table 5.2-4: 

 

Table 5.3-4 Models Parameters 

 

 

   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

           The two types of parameters are [78]: 

• Trainable parameters 

           These are the parameters that can be optimized during training of data. The weights of 

neural networks can be updated by algorithms like back propagation. For instance, the weights 

assigned to input can be of variable size and the weights can be estimated as for different weights 

value the cost function also get affected. So, weights are basically variable can be represented by 

w and the input matrix can be represented as x. the final function is: 

Y= wx 

Sr. no.  

Models 

No. of 

parameters 

(SST-1) 

No. of 

parameters 

(SST-2) 

No. of 

parameters 

(MR) 

 

1 

 

RNN 

 

9,445,902 

 

 

9,294,702 

 

 

13,939,602 

 

  

 2 

 

LSTM 

 

1,333,402 

 

 

1,333,402 

 

 

1,973,402 

 

  

 3 

 

BiLSTM 

 

1,386,802 

 

 

1,386,802 

 

 

2,026,802 

 

  

 4 

 

GRU 

 

 

1,320,102 

 

 

1,320,102 

 

 

1,960,102 

 

 

       5 

 

CNN 

 

 

1,290,140 

 

 

1,138,940 

 

 

5,783,840 
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• Non-trainable Parameters 

These types of parameters can be made trainable from non-trainable. The nodes of each layer 

and the number of hidden units are example of it. These types of parameters can be changed at 

input time but cannot be modified and updated during training. 
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Chapter 6 

  

Results and Discussions 
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Chapter 6: Results and Discussions 
  

Section 6.1 

Results Evaluation 

Section 6.2 

Comparisons 
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CHAPTER 6: RESULTS AND DISCUSSIONS 

 Results Evaluation 

Results are evaluated on our datasets including SST-1, SST-2, and MR datasets. The results 

obtained shows that our proposed hybrid model outperforms existing models for sentiment 

analysis and prediction of sentiments. Users leave a lot of free-text reviews that’s why there is a 

need to predict the score or rating against each review accurately. This is also useful because it 

helps in business analysts to have a quick review of their customers opinions. 

It is also observed that use of pre trained word embeddings for word vectors initializing has a 

positive effect on the prediction. We have used Glove in our experimentation and helps in 

generating better results. 

The results of our proposed model along with the model to be compare on same dataset as our 

model are shown in the table 6.1-1. Results shows that our proposed hybrid model is the most 

accurate. 

Table 6.1-1 Proposed Model Results 

 

Datasets Accuracy Precision Recall F1 Score 

MR 86.6 87.02 86.64 86.59 

SST-I 88.6 83.64 88.63 85.89 

IMDB 88.9 86.5 88.94 87.4 

SST-II 90.6 89.4 90.6 87.2 
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All four datasets are run on the proposed hybrid model. The model is evaluated using different 

evaluation measures including Precision, Recall, F1 and Accuracy. The result shows that 

proposed model outperforms in terms of accuracy. SST-II dataset reached highest accuracy of 

89.4%. Figure 6.1-1 demonstrates accuracies achieved using proposed model. 

 

 

 
 

Figure 6.1-1 Proposed Model Accuracy 

         

Our results are to be compared to the latest model of RNN-LSTM []. The datasets used are 

same for both models i-e the proposed model and the previous model proposed recently. Our model 

outperforms in accuracy when used on MR, SST-1, SST-2 dataset. The increase of 4.5%, 18.3% 

and 0.1% accuracy are observed using our proposed hybrid model. 

For generating final results, each model is run individually and prediction is made. Then using 

majority voting final result is generated. Based on a fixed criteria binary labels against each review 

is made. If the predicted result is less than 0.5, it is declared as negative and the final label assigned 

to it is 0. In a same way when the value of predicted label is greater than or equal to 0.5, than the 

final label assigned to it is 1 (positive).  Figure 6.1-2 shows review at index 2 for each dataset and 

prediction made against it. 

 

84

85

86

87

88

89

90

91

SST-1 SST-2 MR Movie Review(50k)

proposed Model Accuracy
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Table 6.1-2 Predicted Final Labels for MR Dataset Review at Index [2] 

 

Sr. 

no. 

Review at index [2] of MR 

Dataset 

Model Actual 

Label 

Predicted 

Label 

Final 

Label  

1 “big fan Stephen King's work, 

film made even greater fan 

King. Pet Sematary Creed 

family. moved new house, 

seem happy. pet cemetery 

behind house. Creed's new 

neighbor Jud (played Fred 

Gwyne) explains burial ground 

behind pet cemetery. burial 

ground pure evil. Jud tells 

Louis Creed bury human (or 

kind pet) burial ground, would 

come back life. problem, come 

back, person, they're evil. Soon 

Jud explains everything Pet 

Sematary, everything starts go 

hell. wont explain anymore 

don't want give away main 

parts film. acting Pet Sematary 

pretty good, needed little bit 

work. story one main parts 

movie, mainly original 

 

 

 

RNN 

 

 

 

1.0 

 

 

 

 

 

 

 

1.0 

 

 

 

1.0 

 

 

 

 LSTM 

 

 

 

 1.0 

 

 

 

    0.572 

 

 

 

     1.0 

 

 

 

 

BiLSTM 

 

 

 

1.0 

 

 

 

0.999 

 

 

     

     1.0 
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gripping. film features lots 

make-up effects make movie 

way eerie, frightening. One 

basic reasons movie sent chills 

back, fact make-up effects. one 

character film truly freaky. 

character Zelda. particular 

character pops film three times 

precise. Zelda Rachel Creed's 

sister passed away years before, 

Rachel still haunted her. first 

time Zelda appears movie isn't 

generally scary isn't talking 

anything, second time worst, 

honest, second time scares 

living  me. absolutely nothing 

wrong movie, almost perfect. 

Pet Sematary delivers great 

scares, pretty good acting, first 

rate plot, mesmerizing make-

up. truly one favorite horror 

films time. 10 10.” 

 

 

 

  GRU 

 

 

 

1.0 

 

 

 

0.999 

 

 

 

1.0 

 

 

 

 

 

 

 CNN 

 

 

 

 

 

 

1.0 

 

 

 

 

 

 

0.4 

 

 

 

 

 

 

0 

 

 

Table 6.1-3 shows review of SST-2 and SST-1 dataset at index 2. Against this review the 

predicted labels and the final labels thus generated by individual models of hybrid are shown. 

In the similar way other reviews labels are also predicted and then using majority voting final label 

against each review is assigned. 
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Table 6.1-3 Predicted Final Labels for SST-2 and SST-1 Dataset Review at Index [2] 

 

Sr. 

no. 

Review at index [2] of SST-2 

Dataset 

Model Actual 

Label 

Predicted 

Label 

Final 

Label  

1 “singer composer bryan adams 

contributes a slew of songs a 

few potential hits a few more 

simply intrusive to the story 

but the whole package 

certainly captures the intended 

er spirit of the piece.” 

 

  RNN 

 

    1.0 

 

 

 

 

 

1.0 

 

1.0 

 

LSTM 

 

   1.0 

 

0.292 

 

0.0 

 

 

BiLSTM 

  

     1.0 

 

0.998 

 

1.0 

 

GRU 

 

1.0 

 

0.999 

  

 1.0 

 

CNN 

 

1.0 

 

0.994 

 

1.0 

Sr. 

no. 

Review at index [2] of SST-1 

Dataset 

Model Actual 

Label 

Predicted 

Label 

Final 

Label  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  RNN 

 

1.0 

 

 

 

 

1.0 

 

1.0 

 

LSTM 

  

 1.0 

  

 0.292 

 

0.0 
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1 Effective but too-tepid biopic  

 

BiLSTM 

 

1.0 

 

0.998 

 

1.0 

 

GRU 

 

1.0 

  

 0.999 

 

1.0 

 

CNN 

 

1.0 

 

0.994 

 

1.0 
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 Comparison 

Table 6.2-1 shows models that are also run on same datasets to compare the results and for 

experimenting with different models possible: 

 

Table 6.2-1 Comparison of proposed Model Results with other Possible Model Results 

 

 

Model 

 

Datasets 

 MR SST-1 SST-2 IMDB 

RNN-LSTM-

BiLSTM-GRU 

83.3 83.4 80.8 87.4 

RNN-LSTM-

BiLSTM-CNN 

83.9 87.5 83.2 87.7 

RNN-LSTM-

BiLSTM 

80.80 87.9 83.4 86.12 

 RNN-BiLSTM 82.1 82.9 81.6 86.19 

LSTM-CNN 82.92 78.5 79.22 86.89 

BiLSTM-CNN 82.56 81.5 80.8 86.4 

RNN-LSTM-

BiLSTM-CNN-

GRU(Proposed 

Model) 

86.6 88.63 90.6 88.9 
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Figure 6.2- 1 shows graph showing comparison of proposed methodology results with other 

models accuracy which is tested for predicting sentiment of reviews. 

 

 

Figure 6.2-1 Comparison of Different Models Results 

 

Table 6.2-2 shows detailed experimental results for MR dataset showing values for precision, 

Recall and F1  
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Table 6.2-2 Detailed Result For MR Dataset 

 

Model Precision Recall F1 

RNN-LSTM-

BiLSTM-GRU 

83.3 83.3 84.3 

RNN-LSTM-

BiLSTM-CNN 

83.6 83.9 83.5 

RNN-LSTM-

BiLSTM 

81.2 80.80 80.8 

 RNN-BiLSTM 83.1 82.1 81.9 

LSTM-CNN 82.9 82.9 81.7 

BiLSTM-CNN 82.5 82.56 82.0 

RNN-LSTM-

BiLSTM-GRU 

84.0 83.3 83.1 

 

Table 6.2-3 shows different models present in literature and their obtained accuracies. 

Different models use different sets of datasets. We have chosen mostly the models having same 

datasets as used in our model. 

 

 

 

 



76 
 

 

Table 6.2-3 Results of Different Models From Literature 

Models MR SST-1 IMDB 

Movie 

Review 

SST-2 Reference 

 

Ensemble 

Model 

 

 

- 

 

- 

 

86.4 

 

- 

 

[34] 

 

Deep CNN 

 

 

- 

 

85.7 

  

 - 

 

- 

 

[42] 

 

GRNN-

Sentiment 

Relation 

 

 

 

82.7 

 

 

51.6 

 

 

- 

 

 

89.0 

 

 

[45] 

 

 

 

   RNNTN 

 

 

 

- 

 

 

85.4 

 

 

- 

 

 

80.7 

 

 

[46] 

 

Bi-LSTM-

CRF-CNN 

 

 

82.3 

 

48.5 

 

- 

  

 88.3 

  

 [48] 

 

RNN 

 

 

78.0 

 

- 

  

 - 

 

- 

 

[51] 

 

CNN-LSTM 

 

 

81.59 

 

- 

 

88.49 

 

- 

  

 [79] 
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There are different evaluation metrics used in literature like error rate for evaluation of 

models [83]. Some of the evaluation metrics are Accuracy, Precision, F-Measure and recall. Text 

classification can also include sentiment classification also known as polarity classification. And 

accuracy is the most important criteria to evaluate. 

For evaluation purposes these evaluation metrics are used in our proposed methodology especially 

accuracy. Each of the evaluation metric has its own formula using which model can be evaluated. 

These formulas are explained below.  

Confusion matrix for binary classification is shown in Fig 6.2-2: 

 

Actual Label Prediction 

True False 

True TP FN 

False FP TN 

Figure 6.2-2 Confusion Matrix 
                                                                                    

SD-RNN 

 

 84.7          - - -  [80] 

 

MV-RNN 

 

 

- 

 

44.4 

-  

82.9 

 

       [81] 

 

DCNN 

 

 

        - 

  

 48.5 

 

- 

 

86.8 

  

    [82] 

 

RNN-LSTM 

 

 

82.1 

 

70.3 

 

82.1 

 

89.3 

 

- 

Proposed 

Approach 

86.6 88.6 88.9 90.6          - 
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A brief explanation of each term is following: 

 

True Positive (TP) 

TP is the number of labels that are actually true and are also predicted true.” 

 

 False Negative (FN) 

“FN is the number of labels that are actually true but are predicted false.” 

 

False Positive (FP) 

FP is the number of labels that are actually false but are predicted true.” 

 

True Negative (TN) 

TN is the number of labels that are actually false and are also predicted false. 

 

Accuracy 

Accuracy is the number of correct predictions made divided by the total count of data. 

Accuracy is the most commonly used metric for evaluation purposes. The more number of 

correctly predicted values, results in improved accuracy.it can be shown by following equation: 

 

Accuracy= 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 

Precision 

   The proportion of correct positive prediction in all of the positive prediction is known as     

precision.   

It can be shown with the formula given below  

Precision=  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 

It can be seen that precision is number of true positives divided by the sum of true positive and 

false positive. 
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Recall 

The number of correct positive predictions divided by all of the positive cases numbers in 

test data is called as Recall. 

Recall= 
𝑇𝑃

𝑇𝑃+𝐹𝑁
 

 

F-Measure 

The weighted average of precision and recall is known as F-Measure. It results in 

accurately determine the model performance. 

 

F-Measure=
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 

 

 

 Discussion 

Sentiment analysis is a vast field of research and different models and frameworks are 

proposed in literature for improving accuracy of correctly predicting polarity against reviews 

available online. Machine learning has another new area called deep learning and is being explored 

for the task of sentiment analysis. Deep learning approaches performs better perform better than 

tradition machine learning approaches and models exists in literature. Natural language processing 

(NLP) is an important task in analysing sentiments present in text. Deep learning techniques use 

in NLP results in better results in term of accuracy. Regardless of the use of deep learning 

approaches in sentiment analysis, a lot of improvements can still be made in this field and accuracy 

can also be improved. Existing models can be improved by improving architecture of the deep 

learning models and this motivation is the main reason to conduct this research and for proposing 

the hybrid framework. 

This research study evaluates different models available in literature for sentiment analysis 

and to overcome the shortcomings in these models a hybrid model is proposed in this thesis. Our 

proposed model comprises of different deep learning models and overall accuracy is improved 
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using hybrid having different models. The proposed framework provides better results when 

compared to other approaches exist in literature. Maximum accuracy achieved is of 90.6 for SST-

2 dataset. 
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Chapter 7 

  

Conclusion and Future work 
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CHAPTER 7: CONCLUSION AND FUTURE WORK 

 Conclusion 

For analysing and predicting sentiments from text-only reviews different models exists in 

literature. Some models perform better results than others. Predicting sentiments of people is an 

important task in many fields. Therefore, a more accurate model is proposed providing better 

results than existing models. Many models involving deep learning are already present in literature 

but they involve individual models mostly CNN. Performance of the existing models can be 

improved. Better models showing improved performance is still the need in the field of Sentiment 

Analysis. A novel hybrid model is proposed in this research study to predict sentiments against 

text-only reviews. 

The proposed model is a hybrid of five different models including RNN-LSTM-BiLSTM-CNN-

GRU. Extensive experimentation is done using different datasets and results are than compared 

with existing models results in literature. Five cross validation is also performed on the given 

datasets to generate valuable results. The results show that our model outperforms existing results 

I literature and provide more reliable results. The final results also show that hybrid model 

involving pre-trained word embedding provides better results. Different evaluation metrics are also 

used like accuracy, F-measure, Recall and precision to evaluate our results. 

 

 Future Work 

The future work involves improving the performance of model for predicting the 

sentiments from text. Furthermore, new combination of deep learning models can also be 

experimented. Our proposed model can also be tested on other datasets. We have tested our model 

only on four datasets available online including IMDB, SST-1, SST-2 and MR dataset. 

Furthermore, the proposed model is tested only on English language datasets, it can be tested on 

other languages datasets including Spanish, Chinese, Arabic etc. 
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Sr. No Approach 

and Idea 

Datasets  Model  Main 

Contribution 

Accuracy Ref. 

1 Different 

types of 

Ensemble 

using basic 

classifiers 

and deep 

learning 

models are 

proposed. 

Seven public 

datasets are 

used including 

movie review 

(IMDB), STS-

Gold, 

SemEval(2013) 

and (2014), 

PL04,  

Sentiment140 

and PL04 

 

Ensemble 

Models 

using 

Bigrams 

Improvement 

in 

Performance  

 

 

 

 

 

 

 

 

 

87.87 

Araque, Oscar, 

et al. 

"Enhancing 

deep learning 

sentiment 

analysis with 

ensemble 

techniques in 

social 

applications." 

Expert Systems 

with 

Applications 77 

(2017): 236-

246. 

 

2 A neural 

network 

model that 

can capture 

behavioural 

information 

is used 

(CNN)  

Two Datasets 

from twitter are 

used  

- SemEval-

1(2016) 

-SemEval-

2(2016) 

 

 

 

    CNN Provides 

much better 

results than 

baseline 

method as 

Naïve Bayes 

and 

outperformed 

in capturing 

behavioural 

information 

than other 

models 

 

 

 

 

   88 

 

Alharbi, 

Ahmed 

Sulaiman M., 

and Elise de 

Doncker. 

"Twitter 

sentiment 

analysis with a 

deep neural 

network: An 

enhanced 

approach using 

user behavioral 

information." 

Cognitive 

Systems 

Research 54 

(2019): 50-61. 

 

 

 

3 Aspect 

based 

Benchmark 

dataset of 

 PSO 

based +  

Proposal of 

model 

 

 

Akhtar, Md 

Shad, et al. 

"Feature 
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sentiment 

analysis 

using 

cascaded 

framework 

of 

classifiers 

and feature 

selection is 

proposed. 

PSO is used 

for this 

purpose.   

SemEval(2014) 

is used for two 

domains of: 

-Restaurant 

-Laptops 

SVM independent 

of domain 

proving 

efficient 

results than 

existing 

methods and 

models. 

 

 

84.52 

selection and 

ensemble 

construction: A 

two-step 

method for 

aspect based 

sentiment 

analysis." 

Knowledge-

Based Systems 

125 (2017): 

116-135. 

 

 

 

 

 Approach 

and Idea 

Datasets  Model  Main 

Contribution 

Accuracy Ref. 

1 Different 

types of 

Ensemble 

using basic 

classifiers 

and deep 

learning 

models are 

proposed. 

Seven public 

datasets are 

used 

including 

movie review 

(IMDB), 

STS-Gold, 

SemEval(201

3) and (2014), 

PL04,  

Sentiment140 

and PL04 

 

Ensemble 

Models using 

Bigrams 

Improvement 

in Performance  

 

 

 

 

 

 

 

 

 

87.87 

Araque, Oscar, et 

al. "Enhancing 

deep learning 

sentiment analysis 

with ensemble 

techniques in 

social 

applications." 

Expert Systems 

with Applications 

77 (2017): 236-

246. 
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2 A neural 

network 

model that 

can capture 

behavioural 

information 

is used 

(CNN)  

Two Datasets 

from twitter 

are used  

- SemEval-

1(2016) 

-SemEval-

2(2016) 

 

 

 

    CNN Provides much 

better results 

than baseline 

method as 

Naïve Bayes 

and 

outperformed 

in capturing 

behavioural 

information 

than other 

models 

 

 

 

 

   88 

 

Alharbi, Ahmed 

Sulaiman M., and 

Elise de Doncker. 

"Twitter sentiment 

analysis with a 

deep neural 

network: An 

enhanced 

approach using 

user behavioral 

information." 

Cognitive Systems 

Research 54 

(2019): 50-61. 

 

 
 

3 Aspect 

based 

sentiment 

analysis 

using 

cascaded 

framework 

of 

classifiers 

and feature 

selection is 

proposed. 

PSO is used 

for this 

purpose.   

Benchmark 

dataset of 

SemEval(201

4) is used for 

two domains 

of: 

-Restaurant 

-Laptops 

 PSO based +  

SVM 

Proposal of 

model 

independent of 

domain 

proving 

efficient 

results than 

existing 

methods and 

models. 

 

 

 

 

84.52 

Akhtar, Md Shad, 

et al. "Feature 

selection and 

ensemble 

construction: A 

two-step method 

for aspect based 

sentiment 

analysis." 

Knowledge-Based 

Systems 125 

(2017): 116-135. 

 

 
 

4 Cascaded 

model 

having 3 

stages is 

Four datasets 

from Amazon 

are used: 

-Books  

Hybrid 

Model 

(PSDEE) 

A hybrid 

model and a 

polarity shift 

elimination 

 

 

 

 

 

Xia, Rui, et al. 

"Polarity shift 

detection, 

elimination and 

ensemble: A three-
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proposed to 

deal with 

polarity 

shift 

problem for 

the task of 

sentiment 

analysis. 

-DVD 

-electronic 

-Kitchen 

method are 

proposed. 

87.1 stage model for 

document-level 

sentiment 

analysis." 

Information 

Processing & 

Management 52.1 

(2016): 36-45.  
 

5 Sentiment 

analysis is 

performed 

using 

• vis

ual  

•  

text

ual 

con

tent

. 

Datasets using 

Flickr and 

Getty Images, 

visual 

sentiment 

analysis 

dataset. 

Progressive 

CNN(PCNN) 

Performance 

improvement 

in task of 

sentiment 

analysis for 

datasets of 

joint visual and 

textual 

information.  

 

 

 

78% 

 

You, Quanzeng. 
"Sentiment and 

emotion analysis 

for social 
multimedia: 

Methodologies 
and applications." 

Proceedings of the 

24th ACM 
international 

conference on 

Multimedia. 
ACM, 2016. 

6 A novel 

approach 

for 

Sentiment 

analysis for 

visual 

analysis is 

proposed.   

Twitter 

Dataset of 

images (1269) 

CNN This model 

outperforms 

other state-of-

art models 

available in 

literature. 

86% Islam, Jyoti, and 

Yanqing Zhang. 

"Visual sentiment 

analysis for social 

images using 

transfer learning 

approach." 2016 

IEEE International 

Conferences on 

Big Data and 

Cloud Computing 

(BDCloud), Social 

Computing and 

Networking 

(SocialCom), 

Sustainable 
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Computing and 

Communications 

(SustainCom)(BD

Cloud-

SocialCom-

SustainCom). 

IEEE, 2016. 
 

7 Images as 

well as text 

is analysed 

using a 

deep 

learning 

model. 

Twitter 

Dataset is 

used having 

images and 

text. 

combination 

of CNN and 

paragraph 

vector model 

are used. 

 

Results and 

experimentatio

n show 

improvement 

in accuracy of 

results when 

both image as 

well as text is 

used for 

sentiment 

analysis 

77%  

You, Quanzeng, et 

al. "Joint visual-

textual sentiment 

analysis with deep 

neural networks." 

Proceedings of the 

23rd ACM 

international 

conference on 

Multimedia. 

ACM, 2015. 

 

 

 

 

 

 

 

 
 

8 Framework 

to find the 

malware 

sellers 

using deep 

learning to 

find 

sentiment 

analysis of 

customer 

along with 

snowball 

sampling 

Data is 

collected from 

Russian 

forums 

containing 

69,385 

threads and 

485,019 posts 

(2004-2013) 

Word2Vec +   

RNTN(Recur

sive Neural 

Tensor 

Network) 

Results 

outperform-ed 

using this 

framework of 

deep learning 

based 

sentiment 

analysis.  

88.9% Li, Weifeng, and 

Hsinchun Chen. 

"Identifying top 

sellers in 

underground 

economy using 

deep learning-

based sentiment 

analysis." 2014 

IEEE Joint 

Intelligence and 

Security 

Informatics 

Conference. IEEE, 

2014. 
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and 

classificatio

n. 

9 Short text 

based 

sentiment 

analysis is 

perfrmed 

using deep 

CNN. 

“SSTb 

(Stanford 

sentiment tree 

bank)and 

STS(stanford 

twitter 

sentiment 

corpora)” 

Deep CNN 

model 

Compared to 

traditional ML 

and 

Information 

Retrieval (IR), 

training time is 

less and 

classification 

performance is 

enhanced. 

86%  

Dos Santos, 

Cicero, and Maira 

Gatti. "Deep 
convolutional 

neural networks 

for sentiment 
analysis of short 

texts." 

Proceedings of 
COLING 2014, 

the 25th 

International 
Conference on 

Computational 

Linguistics: 
Technical Papers. 

2014. 

 

10 Different 

sentiments 

of people 

related to a 

brand are 

analysed 

using 

Artificial 

neural 

network 

Twitter 

corpus 

(10,345,184 ) 

DANN 

(Dynamic 

Artificial 

Neural 

Network. 

Customers 

reviews about 

a specific 

brand are 

identified to 

improve 

business. 

80% . 

Ghiassi, 

Manoochehr, 

James Skinner, 

and David Zimbra. 

"Twitter brand 

sentiment 

analysis: A hybrid 

system using n-

gram analysis and 

dynamic artificial 

neural network." 

Expert Systems 

with applications 

40.16 (2013): 

6266-6282 

11 For the 

purpose of 

“Reviews 

form four 

WSDNNs(w

eakly shared 

“Improvement 

in task of cross 

58.9  

Mikolov, Tomas, 

et al. "Efficient 
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