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Abstract 

 

CCTV surveillance is essential in guaranteeing the safety and security of buildings, 

particularly big and complex structures. The existing manual layout design approach is 

subjective, prone to human mistake, and lacks exact visualization of camera views, resulting 

in blind areas and excessive camera overlap. This study provides a novel way to optimize 

camera location utilizing GA and BIM. This research is divided into three sections. First, The 

data extraction module extracts relevant information from the BIM model using pyRevit. 

Second, the optimization framework, written in Python, uses GA to optimize camera 

placement depending upon user-defined parameters such as number of cameras or desired 

coverage percentage. Third, the visualization module uses pyRevit to incorporate the 

optimized camera placements and orientation back into the BIM model, allowing for a visual 

depiction of the camera configuration. A case study was conducted on the ground floor lobby 

of River Garden Hospital to validate the suggested framework. The manually designed 

camera layout was compared to the optimum layout obtained by the suggested framework. 

The results showed that the optimized arrangement outperformed the manual design in terms 

of coverage percentages and overlapping regions. Furthermore, optimizing the number of 

cameras resulted in improved coverage with a smaller number of cameras
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Chapter 1: Introduction 

 

Section 1.1: Background 

 

Closed Circuit Television (CCTV) surveillance is now a days a fundamental part of the 

design process of new and especially large buildings. A CCTV layout indicates the position 

of individual cameras and their respective orientation and Field of View (FOV) in real time. 

Every building has certain areas which require constant monitoring. These areas are termed 

as regions of interest (ROIs). While designing a camera network layout, it is important to 

take into consideration these ROIs and technical specifications of individual cameras to 

obtain maximum coverage. In practice, client specific needs, such as budget, number of 

cameras or percentage of coverage required, also affect the arrangement of cameras [1]. 

Currently in the industry, surveillance systems or camera networks are designed manually 

by experts based on 2D plans and site visits of the relevant building, however the manual 

placement has certain flaws. First, the surveillance system is designed by experts based on 

their personal experience and judgement, which makes the surveillance layout highly 

subjective. Second, the lack of precise visualization of cameras’ FOV results in several blind 

spots. These blind spots are later identified in the view of installed cameras and the relocation 

process is expensive and time consuming [3]. Third, more cameras are provided to increase 

the coverage area resulting in greater overlap region and subsequently, higher cost. 
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Section 1.2: Problem Statement 

 

To overcome the above-mentioned flaws, there is a need to implement an optimization 

algorithm that develops a surveillance camera network by maximizing the coverage with 

minimum number of cameras, reducing the overlap and blind spots. This will also eliminate 

the human error associated with manual design of surveillance system. For precise 

visualization of the FOV of individual cameras in the network, Building Information 

Modelling (BIM) can be used. 

BIM has been widely adopted in the construction industry in recent decades however its 

integration with CCTV is very limited [4]. The usage of BIM in development of camera 

networks can improve its performance and help identify various elements that surround the 

coverage area [5]. BIM enables us to visualize cameras’ view before its actual installation. 

For this, a virtual 3D model of building is required in any BIM based software. Revit was 

the best suited BIM software for the scope of this study. It was chosen for its simplicity of 

exporting building information such as coordinates in a separate file. Revit also has a built-

in camera tool making the visualization of camera’s view simple and easy. 

Optimization of camera coverage is a complex problem requiring many calculations and 

iterations. This can be done effectively by using Genetic Algorithm (GA). It is a search-

based optimization algorithm based on the principle of genetics and natural selection. GA 

has proven to be highly effective for dealing with large search spaces and reducing their 

optimization time [6]. Optimizing the location of multiple cameras in a network and their 

respective orientation generates a significantly large solution space making this problem 
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difficult to be solved by traditional methods, hence GA is used to reduce time and providing 

better convergence towards the most optimal solution.  

This study aims to optimize camera placement based on Genetic Algorithm (GA) and user 

defined data. The user can input the number of cameras as per their budget and find their 

most optimal position within the region, or the user can input the percentage coverage and 

find the minimum number of cameras required and their respective positions to achieve 

desired coverage, while keeping into consideration the obstacles and region of interests 

(ROI), present in the optimization area. The field of view and range of each individual 

camera can also be customized making the optimization process of a camera network like 

actual site conditions. 

Section 1.3: Objectives 

This study has following goals: 

1. To develop a framework for exporting building data from BIM model and 

implementing results back on it. 

2. Develop an optimized CCTV layout using algorithms considering relevant 

constraints.  

3. Application of results on the case study of a hospital. 
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Section 1.4: Scope and Limitations 

Every study has its restrictions and limitations. In our study they are: 

1. Pan and Tilt of the cameras not considered: The project's limitation of not considering 

pan and tilt movements of the cameras somewhat restricts its ability to optimize 

camera placement, potentially overlooking the optimal coverage and angles required 

in real-world scenarios. 

2. Limited to 2D space: By confining the optimization process to a 2D grid, the project 

fails to account for the vertical dimension, neglecting crucial factors such as varying 

heights of objects and their impact on camera placement, which could affect the 

overall effectiveness and accuracy of the optimized camera positions. 

3. Resource Intensive approach: The project's utilization of a grid-based representation 

for the search space proves to be resource-intensive, particularly when scaling up the 

number of cameras or employing high-resolution grids. This can lead to longer 

computation times and increased computational resource requirements, impeding 

real-time or large-scale deployment scenarios. 
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Section 1.5: Research significance 

The contribution of this study includes.  

1. Integration of BIM and CCTV  

2. Application of GA to optimize the placement of camera network, considering 

relevant constraints.  

3. Development of a cheaper and efficient method to design a camera layout 

reducing the cost, site visits, number of cameras and human error associated with 

manual design of a surveillance system, while providing the most efficient 

coverage. 
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Section 1.6: Thesis Structure 

This document is divided into five chapters: 

1. Started with providing the context of the study area, problem statement, outlining 

the research objectives, defining its scope and limitations, and research 

significance in Chapter 1. 

2. Chapter 2 provides an in depth and thorough review of the literature. The chapter 

also outlines research holes in this field. 

3. Chapter three explains the methodology framework that was adopted to 

implement the project.  

4. Chapter four showcases the results of the project and provides a detailed 

discussion on the outcomes.  

5. Finally, chapter five concludes the project and offers recommendations for future 

research. 
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Chapter 2: Literature Review 

 

Section 2.1: Traditional Methods 

The integration of BIM and CCTV is an area that has received limited attention in the 

existing literature. However, studies have been conducted on the optimization of coverage 

and automatic camera placement. The Oldest coverage optimization is the Art Gallery 

problem (APG) [7]. It involves measuring the position and minimum number of guards to 

fully supervise important areas in a polygon. Guards do not have any view restrictions as 

compared to the restricted FOV of cameras so solutions of AGP cannot be directly applied 

to camera networks. To solve this, Horster and Lienhart [8]. proposed a liner programming 

model. They assumed the polygon to be a simple rectangle and did not consider the presence 

of any obstructions or constraints inside the polygon.  

Section 2.2: Introduction to ROIs 

Yabuta and Kitazawa [9]. proposed a segmentation approach for the automatic placement of 

cameras. Their approach involved dividing the polygon into rectangular segments allowing 

for coverage in irregular shaped polygons. They suggested that for effective monitoring only 

selective areas need to be observed through cameras, they named those selective areas as 

‘essential regions. To the best of our knowledge, these were the first ones to introduce the 

concept of region of interests in the problem of optimizing camera coverage. However, their 

approach did not consider rest of the constraints and could not be generalized to other 

scenarios. 
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Section 2.3: Usage of Optimization Algorithms 

Xu and Lei (2009) [10] studied the optimization of a camera layout’s field of view using 

Particle Swarm Optimization. In their research a fixed number of cameras were initially 

distributed across an area and then their respective positions were fixed, and no movement 

was allowed. As a result, the optimization process was considered solely on enhancing the 

orientation of these cameras. 

Their work was further extended by Xu et al. [11]. by incorporating the position of cameras 

in the optimization process. They assumed every camera to be installed on wheels allowing 

it to move in space. After defining constraints, they applied following three operators in the 

particle’s movement penalty, absorbing and reflecting for the optimization process. Even 

though their study is close to our problem definition, they had oversimplified assumptions 

for a general Camera Placement Problem. Their approach only considers rectangular 

surveillance area and assumes that all cameras are of the same type i.e., fixed FOV and range. 

Also, their approach to manage the coverage in presence of obstructions in the area was 

unclear and vague which made their method not applicable to ours. 

Unlike previous mentioned studies focusing on minimizing overlap FOV, Yao et al. [12]. 

suggested that in certain scenarios it is necessary to have uniform overlap between camera 

FOVs. One such application of their study is object tracking. To maintain trajectory of a 

moving object across different cameras view it is necessary to have uniform overlap between 

adjacent cameras for automated and successful handover.  
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Section 2.4: Similar optimization problems 

Zhang et al [14]. proposed a divide-and-conquer scan planning method which was based on 

pre-defined point goals to achieve minimum data collection time, which was able to greatly 

reduce the computation time compared to previous approaches. Kang et al [15] optimized 

the method of censor placement using partheno-genetic algorithm. Han et al [13]. optimized 

and analyzed camera coverage by maximal Coverage Location Problem-Complementary 

Coverage (MCLP-CC) model. Their approach effectively tackles the presence of Region of 

Interests and obstructions but is based on basic assumption that all cameras used have fixed 

specifications making their approach very challenging to be used in practical real-life 

situations.  

Section 2.5: Constraints 

By identifying the location of different constraints on the placement areas we can provide 

valid coordinates of camera placement to the optimization algorithm. This will reduce the 

time of optimization process by making the camera placement restricted to valid positions 

and avoiding the positions of constraints. Following are the constraints common for all 

building:  

• Geometrical Constraints (signboards, columns etc) 

• Logical Constraints (Positions in which camera is directly facing the walls)  

• Legal Constraints (e.g in case if the monitoring area includes privacy areas) 

 

 

Given below are the constraints associated with health care buildings. These are not to be 
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covered by CCTV:  

• Doctor Chambers 

• Examination Room 

• Restrooms 

• Changing Room 

By putting these constraints, we guide the algorithm to search through the arrangements that 

prevent coverage of these areas.  

Section 2.6: BIM in Construction Industry 

Construction projects are challenging to plan and execute due to technical, organizational, 

and management issues. Traditional methods of design-bid-build procurement and non-

integrated software can result in low productivity, delays and cost overruns. Since all 

information is not integrated on a single platform there will be communication gaps which 

will make it difficult to incorporate any chances to the project this can lead to 

discrepancies in the project coordination which will lead to low productivity, delays or 

even cost overruns (Aibinu & Venkatesh, 2014). 

BIM is a major technological advancement in the construction industry that offers a wide 

range of functionalities and is gaining acceptance due to its ability to address various 

issues in project delivery BIM facilitates integration and collaboration, which can lead to 

reduced project duration and cost. BIM is an intelligent model-based process that provides 

insight for creating and managing building and infrastructure projects efficiently, 

economically and with less environmental impact. BIM stores all project information in 

a single digital model, which reduces design errors and omissions and significantly 

reduces design time. The enriched data model provides detailed information for each 
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project element, in addition to its use as a 3D visualization tool. (McCuen,2009). g 

Autodesk Revit is considered as one of the most important and widely used tools of BIM. 

Revit is an efficient Building Information Modeling (BIM) software used to model 

shapes, structures, and systems in 3D with parametric accuracy, precision, and ease. Revit 

drives efficient BIM workflows and includes specialized tools and automation for every 

AEC discipline, with tools for sketching, scheduling, annotating, and document 

production. Some of the uses of Revit are described in detail below. 

1. Better Collaboration: Autodesk Revit allows multiple project stakeholders to 

collaborate seamlessly in real-time, which ensures that every concerned entity is on 

the same page. 

2. Improved Productivity: Revit’s parametric design tools and building elements 

library help reduce design time and increases productivity, as users can easily 

generate and modify building elements. 

3. Enhanced Visualization: Revit’s 3D modelling and rendering capabilities allow 

users to create highly accurate and realistic building models, enabling clients to 

better visualize the final product. 

 

 

4. Improved Project Delivery: Revit’s BIM capabilities help identify and resolve 

design issues early in the project lifecycle, resulting in fewer delays and cost 
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overruns. Additionally Revit’s integration with other Autodesk products such as 

Dynamo, Navisworks and BIM 360, streamlines project delivery and helps ensure 

a successful outcome. 

Autodesk Dynamo is an open-source graphical programming environment for 

computational BIM design that enables one to use visual logic to design workflows and 

automate tasks. Dynamo consists of various nodes, each having a specific function of its 

own. By connecting different ‘nodes’ with each other using ‘wires’, to indicate the logical 

flow of the resulting visual program, Dynamo allows us to develop programs that perform 

the desired tasks. Dynamo allows users to create systematic relationships to manipulate 

model elements and parameters in ways that would be impossible with traditional Revit 

tools. 

Section 2.7: Research Gap 

Most of the studies on this topic do not address both constraints and ROIs while those that 

do incorporate both aspects lack user customization of individual cameras making the 

practical implementation of these studies very difficult. Hence there is a need for a single 

BIM based framework that optimizes and automates the placement of camera network layout 

while considering relevant constraints and ROIs and then provides visualization of cameras 

view before installation. 
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Chapter 3: Methodology 

This study proposes a novel approach to optimize placement of camera network in buildings. 

The proposed methodology has a systematic approach consisting of three key components. 

Fig(1). (1) Module A: Data extraction (2) Module B: Optimization framework (3) Module 

C: Visualization of optimized camera placement. In data extraction, information is extracted 

from the BIM model using custom extension after which it is filtered to relevant data. Next, 

optimization framework is implemented on the relevant data. Implementation uses GA to 

obtain optimized placements along with their respective coverage and overlap. Lastly, 

optimal placements are visualized back in the BIM Model of the building using another 

custom extension. The details of the three key components in the proposed methodology are 

demonstrated in the following sections. 

 

Figure 1 Methodology flowchart 



20  

Section 3.1: Module A - Data Extraction 

The data extraction module involves the retrieval of data from BIM through the 

implementation of python plugin. BIM model represents the accurate and comprehensive 

information about the building including valuable information about its components and 

attributes. Through the implementation of Python plugin necessary information is efficiently 

extracted from the BIM Model, serving as basis for the subsequent stages of the framework 

for analysis and further processing. The purpose of Module A is to produce significant input 

for Module B. Module A has three major components: BIM Development, information 

extraction from BIM and Filtering of relevant data. 

Section 3.1.1: BIM Development 

Accurate extraction of data is important to yield feasible results. Due to precision and other 

numerous elements, BIM is an efficient method to represent accurate and detailed 

information about the building in a virtual environment. Before data is extracted, an accurate 

model of the building needs to be constructed. For this purpose, this study used Autodesk 

Revit for BIM modelling of the building. Autodesk Revit offers a wide range of add-ons and 

extensions that enhance its functionality; Therefore, it was the most suitable for 

implementation in this study. 
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Section 3.1.2: Information Extraction from BIM 

Once we have the BIM model, the next step is extracting information from the model. For 

this purpose, an Autodesk Revit add-on pyRevit is used to gain access and manipulate the 

Revit’s API. The information extracted will include the coordinates of the room and doors. 

Room where surveillance is required will be obtained from this exported data and the 

remaining rooms on that specific level will be considered as obstacles. The coordinates of 

the doors will play an important role in determining the Region of Interest (ROI) within the 

room. The ROI includes specific points and areas that require constant surveillance, 

regardless of other factors. Obtained door coordinates will help in establishing the ROI 

region, assuring their surveillance which is a significant aspect of the surveillance network. 

To obtain these coordinates an extension utilizing the python code is created. Room 

boundary segments coordinates are retrieved, and X Y coordinates of the segments are 

appended to the room coordinates. The data is exported in an organized format which allows 

for easy manipulation of the collected information. The extracted data, including room and 

door coordinates, is exported to a spreadsheet for further analysis.  
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Section 3.1.3: Filtering of Relevant Data 

The exported spreadsheet contains coordinates of all the rooms and doors; Therefore, python 

script is created to filter the exported spreadsheet to contain only the necessary data. Script 

prompts the user to define the level at which they intend to install cameras. This ensures that 

the extracted information is tailored to their requirements. All rooms in that level are then 

displayed and the user is then prompted to enter the name of the room they are interested in. 

However, it's important to note that certain case-specific constraints are implemented to 

ensure that only appropriate rooms are selected. If they enter a room name that is within 

these  

restrictions, the user is informed that the room is not permitted and is asked to input an 

alternative room name After the user chooses a valid room, the script moves on to show the 

doors and prompt the user to define regions of interest (ROI). The script makes sure that the 

information being collected is in line with the user's requirements and follows the use case's 

unique limitations. On completion, the relevant information is exported and stored into a 

spreadsheet. This information will be used as input for Module B. 
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Section 3.2: Module B - Optimization framework 

Module B consists of 4 major components: Variable selection, search space, execution 

sequence, objective function, and optimization algorithm. This module makes use of python 

and performs all the main steps required to reach an optimal camera placement within the 

model. 

Section 3.2.1:  Variable Selection  

The variables of camera placement include the position and orientation of camera. X, Y represents 

the position of camera and Z (Height) will not be considered in the optimization process. Camera 

orientation is relative to the x-axis inside a cartesian plane.  

Section 3.2.2: Search Space 

Before optimizing camera placement, a search space must be defined. In our proposed 

optimization, the search space is defined by a set of grid points that are uniformly generated 

within the boundaries of the room. The number of grid points along x and y axes affects the 

accuracy of the solution. A higher number corresponds to better optimization results and 

longer computational time. Grid points are generated based on the minimum and maximum 

x, y values of the room and it is unavoidable that some points are generated outside the 

defined boundaries of the room. To address this issue and ensure precise camera placement, 

a robust algorithm known as 'Point in Polygon' is utilized. Point in Polygon algorithm 

analyzes the geometric relationship between the point and the polygon's edges, counting the 

number of intersections between them. This algorithm efficiently identifies and removes 

cameras that lie outside the designated room boundary, thereby optimizing the accuracy and 

integrity of the grid point generation process. Grid points inside the obstacles are again 

removed using the point in polygon algorithm. This algorithm will again be utilized multiple 
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times further down the module. [16] 

Section 3.2.3: Execution Sequence 

Two options are available at the start, either specify the number of cameras or specify the 

camera coverage percentage. In the first option, the total number of cameras available is 

entered along with their respective FOVs. If the second option is selected, the code begins 

with a single camera and continues iterating through cameras until the desired coverage is 

achieved. In both scenarios, the execution sequence required for optimized results is the 

same. 

Section 3.2.4: Objective Function 

 

𝒎𝒂𝒙𝒊𝒎𝒊𝒛𝒆 𝒇(𝒊𝒏𝒅𝒊𝒗𝒊𝒅𝒊𝒂𝒍) =
𝒄𝒐𝒗𝒆𝒓𝒂𝒈𝒆 + 𝒓𝒐𝒊𝒄𝒐𝒗𝒆𝒓𝒂𝒈𝒆 − 𝒐𝒗𝒆𝒓𝒍𝒂𝒑 𝒑𝒆𝒏𝒂𝒍𝒕𝒚 ∗ 𝒐𝒗𝒆𝒓𝒍𝒂𝒑

𝒕𝒐𝒕𝒂𝒍 𝒈𝒓𝒊𝒅 𝒑𝒐𝒊𝒏𝒕𝒔 𝒘𝒊𝒕𝒉𝒊𝒏 𝒂 𝒓𝒐𝒐𝒎
 

 

individual = list of tuples, each tuple representing a camera position and orientation  x, y, 

theta, coverage = total number of grid points within the room covered by the cameras , 

roicoverage = total number of grid points within the regions of interest covered by the 

cameras., overlap= total number of grid points within the room covered by more than one 

camera, overlap penalty= constant value that penalizes overlapping grid points between 

cameras, Total grid points within room=total number of grid points within the room, 

excluding any points inside the obstacles. 

Grid points are included in coverage based on the following criteria: 
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1. 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  √ⅆ𝑥2 − ⅆ𝑦2  

Calculates distance between a camera and a grid point. 

If Distance<Range, Criteria satisfies. 

2.𝐴𝑛𝑔𝑙𝑒 = tan−1 𝑑𝑦

𝑑𝑥
− 𝜃 

Calculates difference in angle of line segment (camera, grid point) and orientation of camera. 

If 
−𝐶𝐴𝑀𝐸𝑅𝐴 𝐹𝑂𝑉

2
< 𝐴𝑛𝑔𝑙𝑒 <

𝐶𝐴𝑀𝐸𝑅𝐴 𝐹𝑂𝑉

2
 , Criteria satisfies. 

3.Blocked by obstacle 

𝐿(𝑡) = 𝐶 + 𝑡 ∗ (𝐺 − 𝐶)              where L(t) =Line Segment between camera & grid point 

𝐸𝑖(𝑠) = 𝑝𝑖 + 𝑠 ∗ (𝑝𝑖+1 − 𝑝𝑖)       where E= Edge of obstacle polygon 

𝑡, 𝑠 𝜖 [0,1]    such that L(t) = E_i(s), then L intersects the Obstacle  

Else Criteria Satisfies 

 

If all three criteria are satisfied, the point is included inside the camera coverage. This process 

is repeated for each individual grid point and coverage of the camera is calculated. Similarly, 

the region of interest and overlap coverage are calculated. Grid points covered by multiple 

cameras are included in the overlap coverage. 

Section 3.2.5: Optimization Algorithm 
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Our study adopts Genetic Algorithm (GA) to address the optimization problem. GA is a 

global search technique that is based on the principle of natural selection and natural 

genetics, appropriate for solving our problem.GA starts initially with generating an initial 

set of solution called population. Individuals inside the population are called chromosomes 

and individuals inside the chromosome are labeled as genes. Previously defined objective 

function is used to calculate chromosome’s fitness values and evaluation is performed based 

on this fitness value. Once population has been initialized, genetic operations like selection, 

elitism, crossover, and mutation are iterated on this population to converge the solution to 

an optimized placement. Certain parameters like number of generations, population size, 

mutation rate and elitism rate are selected through testing.  

In our optimization problem, parameters are set to the following values: Number of 

generations= 100, population size=500, mutation rate=0.3 and elitism rate=0.02. Increasing 

generations and population will produce more optimized results at the cost of processing 

time. Overlap penalty is introduced in the fitness calculation to discourage overlap between 

cameras and its value is set to 0.5. Integer representation of GA is used in our study. Genetic 

algorithm starts with generating the initial population, random positions ranging between 

minimum maximum x y and orientations ranging [-180,180] with respect to x-axis are 

generated to ensure diverse population. Point in polygon algorithm is utilized to make sure 

no camera is generated inside the obstacle and outside the room boundaries. (Fig) shows the 

chromosome. Selection operation is performed on the population in which three 

chromosomes are selected from the population and one with highest fitness is selected. This 

process is iterated for  
𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛

2
 , which is 250 times in our case. Elitism is performed on 

the selected chromosomes to preserve and pass the best solutions from the current generation 
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onto the next one without performing other genetic operations on it. Single point crossover 

is performed on the selection population which involves selecting two parents/chromosomes 

and swapping them at a random point. Children generated in this process are passed on for 

mutation. In mutation, a random value is generated between 0 to 1 and is compared with the 

mutation rate. If it is lesser than the mutation rate, then random changes are made to the 

child’s position and orientation. Range for mutation: Position [-5.5] and for orientation [-

30,30]. Point in polygon utilized here to ensure changes in position doesn’t place the camera 

outside the room or inside an obstacle. 

Whole cycle is repeated for the specified number of generations and after the last generation, 

the best chromosome is selected from the population which is essentially the optimal 

solution. Optimal solution is stored on a spreadsheet and will be accessed in Module C. 

Section 3.3: Module C - Visualization of Optimized cameras  

The purpose of this module is to visualize the optimized camera placement on to the BIM 

model of the building. Autodesk Revit add-on pyRevit is utilized again here to import the 

results back into the model. Before the code snippet is run, a camera family needs to be 

loaded into the project and such family is loaded from a free open-source website. Once the 

family component is loaded into the project, the code snippet is modified to include the 

family name. Custom extension pushbutton is pressed which prompts to select the level and 

upon selection, position and orientation are imported from the Module B output spreadsheet. 

Camera component is added on the exact coordinates and then rotated using the orientation 

from the csv file. Camera height is specified in the code snippet which can be modified to 

ensure placement at ceiling level.  
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Chapter 4: Validation 

 

Section 4.1: Case study of a hospital 

To validate the proposed framework of optimized camera placement a case study was 

conducted on River Garden Hospital. Surveillance system in healthcare facilities has grown 

increasingly necessary in recent years. Unfortunately, crimes against people and property do 

occur in hospitals. For example, patients are abused, infants are abducted from nurseries, 

patient’s valuables are stolen, drugs and medical supplies are stolen, lost or misused, 

equipment and facilities are vandalized; and violent behavior against hospital staff occurs in 

emergency rooms [2]. This requires a well-established surveillance system for the safety and 

wellbeing of patients, staff, and visitors. 

Section 4.2: Validation Experiments 

Validation experiments were carried out on Ground floor lobby of the hospital. This 

particular area was selected based on its complex and irregular shape, presenting a unique 

set of challenges. It has several corridors and comprises of both narrow and wide spaces 

making it suitable to compare the results of manual and optimized camera placement. 
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For manual placement of the camera layout, a professional having over 11 years of Industrial 

experience in camera layout design, was consulted to design a manual layout using 2D drawings 

and 3D model of the building. Fig (2) shows the 2D plan of ground floor of the hospital. There 

may be some general constraints lying in the coverage area like restrooms and changing rooms. 

Also, in healthcare facilities there are certain areas like examination rooms and doctor chambers 

where camera coverage may breach privacy. These specific areas were termed as case-specific 

constraints. 

 

 

Figure 2 Plan view ground floor 
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Section 4.3: Experimental results: 

For experimentation, user defined camera specifications like the FOV and range of cameras 

were taken as 88o and 40ft, respectively. 

Section 4.3.1: Manual camera placement 

 The camera layout, manually designed by the professional on the ground floor lobby, is 

shown in the Fig (3). Nine number of cameras were placed to provide a total of 66% coverage 

and 41% overlap region. High overlap percentage shows that the cameras are not placed 

efficiently, and inadequate percentage coverage implies presence of blind spots in the 

coverage area.   

 

Figure 3 Manual Placement 
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Section 4.3.2: Optimized camera placement – Scenario A 

Next, camera layout was designed using the optimization framework on the same region. 

For module A, Number of cameras were kept the same as used by the professional and 

percentage coverage was the subject of optimization while minimizing overlap. Rooms lying 

inside the lobby were considered as obstacles and main entrances and exits were defined as 

ROIs. Next, real coded genetic algorithm was implemented by setting following parameters 

population size as 500, number of generations as 100, Mutation rate as 0.3, 0.5 overlap 

penalty and 0.02 elitism rate. 

The fitness of best individual increases throughout the generations, gradually converging to 

the most optimal solution. The fitness curve and the final results generated through the 

optimization process are shown in Fig (4 and 5). 82.18% coverage was achieved with 

15.63% overlap region. The percentage coverage when compared to manual placement has 

increased by 24.94% and the overlap region is reduced by 61.34%. 

 

 

Figure 4 Scenario A camera placement 
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Section 4.3.3:Scenario-A Fitness curve of GA 

 

This reduction in the overlap region indicates more efficient use of cameras and the increase in 

coverage area results in less blind spots when compared with manual camera placement. 

 

 

 

 

 

 

 

Figure 5 Scenario A fitness curve 
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Section 4.3.4: Optimized camera placement – Scenario B 

Next, the number of cameras was taken as the subject of optimization keeping the rest of the 

parameters same, to get the desired coverage with minimum number of cameras. Results 

produced through this optimization process are shown in the Fig (6). Six number of cameras 

were used to provide 73.01% coverage with 1.1% overlap region. Fitness curve of this 

optimization process is shown in Fig (7) 

The percentage coverage was increased by 10.6% while using three less number of cameras 

as compared to manually designed layout. All region of interests were also included in the 

coverage.  

 

 

 

 

 

 

 

 

 

 

Figure 6 Scenario B camera placement 
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Section 4.3.5: Scenario-B Fitness curve of GA 

 

 

This demonstrates that an optimized algorithm-based layout can achieve equivalent results 

as a manually designed layout but with reduced number of cameras.  

Section 4.4: Implementing Results on BIM:  

After the completion of optimization process, the resulting optimized cameras are integrated 

into Revit through the utilization of pyRevit plugin. Upon clicking the “import cameras” 

button within Revit, user is prompted to select the appropriate floor for camera placement. 

Once the floor has been chosen, the cameras are automatically positioned within the 

building’s plan view. Figure (8) illustrates the imported results of Scenario B 

Figure 7 Scenario B fitness curve 
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Figure 8 Camera placement in Revit 

Figure 9 Camera View 
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Chapter 5:Conclusion: 

A framework for optimized and automated camera placement is developed in this study. The 

proposed framework is able to generate the optimal position and orientation of cameras 

considering general and case specific constraints that specify user defined requirements. It aims to 

minimize the total number of cameras required and reduce any unnecessary overlap in their 

coverage areas. First the building coordinates including rooms and columns are extracted from 

BIM and coverage area and constraints are specified. Next, main program reads the required 

coordinates and prompts the user to input individual camera specifications, ROIs and percentage 

coverage required/number of cameras to be used. Then the camera network optimization problem 

is formed and solved using Genetic Algorithm. It starts with an initial population of potential 

solutions and then genetic operators are applied, enabling the algorithm to effectively explore 

through the search space gradually converging to the most optimal solution. The algorithm 

terminates when either the required percentage coverage is achieved, or the total number of 

generations are reached and returns the best solution. Lastly, the optimized results are imported 

back in BIM, cameras are automatically placed through a plugin in the position and orientation 

generated by the main program and their placement is visualized. 

A case study was conducted on the ground floor lobby of River Garden Hospital to validate the 

performance of proposed optimization framework. Camera layout was designed and placed on this 

area by both, the proposed framework and manually by an industry professional and a comparative 

analysis was conducted to evaluate the results. It was found that the layout generated through the 

optimized process gives better results than a manually designed layout. When optimizing the 

coverage while keeping number of cameras same (Scenario A), coverage increased by 24.94% and 

had 61.34% less overlap area as compared to manually designed layout. In the second scenario 



37  

number of cameras were also optimized and 10.6% more coverage than manual layout was 

achieved with three less number of cameras used. Also, the overlap was reduced by 97% which 

implies cameras being used to their full potential i.e., providing maximal coverage. In conclusion, 

the proposed method has shown better performance than the manual method including higher time 

efficiency, higher percentage coverage, reduced number of cameras and lower percentage of 

overlap. 

Although the experiments have shown promising results, this study still has some limitations. First, 

the pan and tilt of cameras was not considered. Second, the element of height was not incorporated 

into the optimization process and all cameras installed were assumed to be at the same height. 

Third, the framework is resources intensive, and demands considerable hardware specifications to 

perform optimization with higher number of generations and a large population size. Further 

research can be done to make the framework less resource demanding and develop a user-friendly 

interface for convenient usage. 
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