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Abstract 

 

 

The growth of data is considered to be at exponential rate in today’s advanced technological 

world where data is all around us in different forms. With the increase in number of records in a 

dataset there is increase seen in horizontal dimension also i.e. the no attributes are also being 

added up. When we perform data analysis or decision making activity, these attributes plays an 

important role. Sometimes, more the number of attributes vaguer the results are! Therefore, we 

have to select those attributes which contribute more in producing better results and leave those 

which are irrelevant. That is what we call dimensionality reduction or feature selection. 

Based on rough-set approach, direct dependency calculation algorithm is the primary procedure 

that reduces the no of attributes while preserving the key information. In this research study ,a 

direct dependency class calculation algorithm on unsupervised dataset is proposed, which has not 

been done before. The main goal is to extract useful features, reduce the code complexity and 

execution time while calculating dependencies of attributes on each other in a given dataset. This 

technique successfully performs feature selection by using two set of rules of direct dependency 

calculation. To verify the reduced execution time and algorithm complexity we carried out the 

experiment on standard datasets take from the UCI library. The results show great improvement 

in terms of feature selection accuracy and execution time with parallel processing. UDDC 

provides the accuracy above 95% when compared with other feature selection algorithms. 

 

Keywords: Direct Dependency Class (DDC), rough set theory, dependency rules, positive 

region, feature selection. 
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Chapter 1 

 

1 Introduction 
      

In various fields that involves data, especially huge datasets, feature selection is considered to be 

of sheer importance. In the procedure of feature selection, a subset of features is extracted that 

have massive contribution in the problem domain and problem analysis [1].This process 

eradicates the noisy, redundant  and misleading features that considerably distress the data 

analysis and causes the biasness in the model classification[2]  [3]. 

 

Considerable range of methods proposed for focus on the issues of insignificant attributes that 

does not contribute in efficient and accurate results. Several methods are available to perform 

feature selection, some of them includes; evaluation of all potential feature subsets and their 

practicability from the unified dataset. For this exhaustive search would be required and that is 

not favorable in case of larger values of n [4] . Therefore, random search can be used in 

substitution of exhaustive search that supports the random generation of candidate feature 

selection. Another frequently used approach for feature selection is known as heuristic approach 

[5]. Filter and wrapper approaches are used to resolve the difficulty of feature selection that uses 

preprocessing steps and optimal feature selection respectively [6]  

 

The goal of feature selection is to eliminate obsolete features typically referred to as irrelevant 

features and unnecessary features[7][8] [outliers have little effect on the target description, while 

large - scale do not add any new information to the target concept but have a detrimental impact 

on classification efficiency and processing time[4].  An informative feature is one that has a high 

correlation with the concept(s) of the decision but is highly uncorrelated with other functions. 

Similarly, if it is highly relevant and non-redundant a feature subset is considered useful. 

 

Selection of features[9] and reduction of generation[10][11] are the pre-processing techniques 

used in data mining[10][11][12] to discover knowledge from data stored. Optimum subsets of 

features are chosen according to a certain evaluation criteria  
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It is an exciting research area that has been revealed as being very successful in removing 

obsolete and redundant traits. Parameters such as its relevance and redundancy assess the 

importance of a feature subset. Most of the decision function is predictive of a task associated 

with it; otherwise it is deemed irrelevant for apps. A functionality is unnecessary when closely 

associated with other functions. 

 

We have implemented a direct approach to the calculation of dependence based on  rough-set 

theory. RST is systematic numerical technique , well applicable for selection of features and can 

also be used to identify objects. Rough-set theory is considered to be capable of minimizing 

dimensionality, while supplying the full detail. Direct dependency calculation algorithm is the 

primary procedure based on rough-set approach which reduces attribute no while preserving the 

key information. In this research report, we have extended direct reliance groups on 

miscellaneous data sets for unsupervised collection of features and have obtained better 

outcomes. Collection of features is the collection method for a collection of individual dataset 

features to display the selected subset on behalf of the entire data. Choosing subgroups of 

features thus enables to lessen sets of data by removing unnecessary and redundant information 

to a manageable scale. 

 

Over the last 20 years, the dimensionalities of the knowledge sets used in computer learning 

and data processing applications has explosively increased. For such a rise in data 

dimensionality, there are two main approaches: attribute reduction, and selection of features 

. Attribute reduction transforms underlying semance of results, because the name implies. 

Selection driven reduction, i.e. selection of features, chooses the parts to characterize the 

information as an alternative of converting the primary semics. Consequently, the 

fundamental semance is retained. Type picked in these domains support attenuate the 

dimensionalities of the thing gap, increase classification algorithms’ analytical performance, 

and increases the representation and interpretation of the thoughts induced here. Choice of 

features involves  only not  a discount in dimensionality, i.e. a discount within the attributes 

number ought to remember while building a pattern, attribute may be chosen or useless on 

the idea of criterion that specify the utility. In the real world data consist of information 

more than the actual required, Thus, the choice of features develop into a compulsory stride 
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in the direction to create the study convenient and to find out output [13]. It is necessary 

within the study of high-profile results [14], various uses function, like dropping 

dimensional data set, reducing the instant interval needed per registration and 

reclassification a classifier's sorting precision through eliminating unnecessary with 

inaccurate not to avoid errors [15]. 

 

In the literature , different selection methods for features were suggested. These include 

selection of correlation-based features [16,17], shared function collection dependent on 

details [18,19], varied range of apps [20], selection of features based on consistency [21], 

chart theoretical technique [22], function collection based o ACO [23], possible modeling 

[24], and SVM-based feature selection [25]. 

 

Pawlak 's suggested Rough Set Theory (RST) [26,27] is a statistical method for information 

processing. Reduction of RST based attributes methods [28–31] and function selection [32–36] 

were prevalent. RST provides a positive dependence measure for the region for selecting a 

feature, called "attribute dependence." Dependence on attributes determine the worth of a 

dependent element is calculated by the particular The attribute importance. A Dependent 's value 

variable varies from 0  to1, 0 defines one variable is not dependent on another, or one (1) means 

that one attribute is dependent entirely on another. However, positive area  is used to find out 

dependency by this technique, that is a long and compound stride that negatively affects the act 

of selecting functionality and makes choice practically impossible. works when datasets exceed 

size. 

 

Applications for machine learning are about extracting information from data. Inherently, 

data sets obtained from realworld applications are prone to contain both vague and 

incomplete data. In evaluating vagueness can be found in the subjective definitions such as 

beautiful, moist, intelligent, similar and so on. Insufficient data can be found when 

discerning between the There is no adequate feature set describing data samples, i.e. the 

dataset contains elements with the same values for all features but different values for the 

related result A typical example applies to patients with the same symptoms but with 

different diseases. It means that no definitive diagnosis can be made based on the 
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characteristics (symptoms) at hand. 

 

Such main source of ambiguity is integrated, respectively, into the fuzzy set theory A 

membership value, carried from the unit interval, communicates to a given group the degree 

to which elements belong to a category rather than a crisp yes or no membership of 

elements.Rough sets treat missing knowledge, on the other hand. You are  On the basis of 

the assumption that ideas are not necessarily modelable 

 

In the quest for unknown information, the hybridization of these two models into fuzzy rough set 

theory was first suggested in[43], and has since been widely used and extended. It involves 

approximating a vague and incomplete term by means of two blurry sets, lower and upper 

blurred rough approximations. This allows elements even to be discernible to others degree from 

one another  Extension, and not discernible or not. Across a wide range of machine learning 

domains, the exercise of fuzzy rough set theory is met. 

 

The most prominent emphasis in the text has been on algorithms for characteristic variety, which 

reduces the amount of attribute that identify the elements in a dataset to achieve a speed-up and 

potential act gain from later knowledge algorithms. 

 

Fuzzy rough sets used to shape strength of each attribute and direct the quest for an optimal 

subset of attributes. The history of those methods and their creation are checked, taking into 

account different quality measurements of features and search approaches.In addition to selecting 

attributes, we further study the orthogonal instance selection system, pre-processing data sets by 

deleting instances rather than functions. 

 

The proposed algorithms, in this case use the Fuzzy rough set theory notions to determine the 

usefulness of every element. Preprocessing methods are mutually attribute selection and instance 

selection. In our analysis we also consider learning algorithms themselves, building models 

based on the data at hand. They assess controlled, unmonitored, and semi-supervised fields. Our 

former definition includes the classification and regression approaches, as well as neural 

networks. We consider Self-organizing maps and clustering algorithms to the unsupervised 
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domain. Finally, we study a Fuzzy Rough Sets program Semi-supervised self-training. 

 

1.1 Research Objectives 
 

There are different methods to choosing functionality, one of them is rough-set theory, which 

offers a basis for minimizing dimensionality while retaining data semics and producing more 

precise outcomes. There is however a complexity of code or the complex operations of rough-set 

theory and complexity of time that makes it difficult. Hence the key aim of this research study is: 

 

• Minimize code complexity and improve the time. The rough-set theory-based function selection 

algorithm is efficient. 

 

• Selection of unsupervised data set results obtained after execution of the algorithms on 

different datasets showed that our proposed method yields satisfactory ends up in conditions of 

amount of features selected, calculation instance and categorization accuracy of a variety of 

classifiers. 

 

1.2 Research Contribution 
 

Rough-set theory is considered to be capable of minimizing dimensionality, while supplying the 

full detail. Selection of unsupervised feature is measured a a great deal issue because of the 

difficulties in determining trait relevance. Rough-set theory feature selection strategies use two 

primary methods; heuristic approach and conventional methods use constructive region-

dependence measures. Heuristic is considered to be more efficient out of these two. 

 

 Based on rough-set approach, direct dependence calculation algorithm is the primary technique 

that reduces the no of attributes while retaining the key information. For unsupervised feature 

selection, in this research study, we have applied direct dependency classes on miscellaneous 

data sets and achieved better results. 

 

In our research we have proposed unsupervised direct dependency class calculation feature 

selection algorithm that works for unsupervised dataset. Through this approach we do not have 
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to calculate the positive region calculations as that is the time consuming effort instead we use 

direct dependency calculation to calculate the dependency measures. This helps in examining 

straight away the number of unique classes. This direct method is suitable for larger datasets as 

compare to positive region.  

 

1.3  Thesis Organization 
 

The whole thesis document is divided into five chapters. 

 

Chapter 1: Introduction. This chapter submitted a description of rough set theory and the 

collection of features by means of rough set theory. Calculation strategies for the direct and 

indirect dependence groups are also included in this chapter. Part of this chapter is also a target 

for study 

 

Chapter 2: The Study of Literature deals with the work pertaining to selection of features using 

rough set theory approaches. 

 

Chapter 3: Research Methodology. This chapter briefly describes our research methodology 

that what methods we used to address our research problem. It also describes our research design 

along with system flow. It also elaborates on our proposed conceptual framework including the 

concepts and components associated with it. 

 

Chapter 4.  Dataset, Implementation and Results.  This chapter revolves around validating the 

suggested conceptual structure for selecting features using rough set theory approach. Our 

analytical structure is checked and it explains findings. 

 

Chapter 5. Conclusion and Work Forward. provides the overall review and concludes the 

thesis along with  future  study. 
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Chapter 2 

 

2 Related Work 

 

2.1 Machine Learning 
 

Machine learning systems auto-learn computer Applications. Designing them manually is often 

especially appealing to alternate, machine learning has spread rapidly across the computer 

science and beyond over the last decade. 

In Internet search, spam filtering, recommendation systems, , credit rating, deception detection, 

stock trading, product plan, machine learning is used. 

 

2.1.1 Machine Learning importance 

 

Most companies using the large data came to  know the importance of machine learning. 

Enterprises can work more efficiently and thus become more competitive advantage by gleaning 

secret insights from the data. In addition, reasonable and good  processing and low cost  enabled 

the development of models that analyze huge chunks of complex data quickly and accurately. In 

addition to enabling organizations to recognise patterns and patters from a variety of data sets, 

ML also helps businesses to automate analyzes that have historically been performed by human. 

The  companies can deliver customized product ad servce which differentiate specifically 

respond to changeable customer requests. However, ML also allows businesses to pursue 

prospects that could be profitable in the long run. 

 

2.1.2 Machine Learning Applications  
 

Companies across several industries have recognized the importance of machine learning 

technology which handles vast data amount. By using the insight gained from the data, 

companies can work efficiently in managing costs and maintain a lead over their rivals. It is how 

other fields / domains apply learning machines- 
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2.1.2.1 Financial Services 

 
 

Financial-sector businesses are able, with the aid of machine learning technology, to recognise 

key trends in financial data and avoid any incidence of financial fraud. The platform also helps to 

recognize investment and trade opportunities. Using cyber surveillance helps identify certain 

persons that are vulnerable to economic risk, that get the appropriate measures to avoid fraud in 

good time. 

2.1.2.2  Sales and Promotion 

 

The industries use machine learning technology to evaluate their customers ' purchasing patterns. 

The future of sales and marketing is the skill to track, evaluate and use consumer data to have a 

modified skill. 

2.1.2.3 Government 
 

Public departments such as safety and other  also need machine learning, as they have numerous 

data source that to be  analyzed to recognize valuable trends and observations. Sensor data , for 

example, to analyse to find behavior to cut expenses and improve performance. However, it  

avoid data breaches and  discourage fraud. 

2.1.2.4 Healthcare 
 

 

ML is becoming a fast-growing phenomenon Wearable devices and software are implemented in 

healthcare and use data to monitor patient well-being in real time. Wearable apps offer medical 

information in real time, respiration, high bp, critical parameter. Physicians and medical 

professionals may use this knowledge to evaluate an individual's health status, derive a trend 

from the patient's past and anticipate any possible diseases. In addition , the skill empowers 

health expert to evaluate data and determine patterns that enable improved diagnosis care. 

2.1.2.5 Transportation 

 

Regarding the traffic history and travel pattern ,problems can be highlighted by machine 

learning. People can choose longer path. In this field machine learning teciques are used to 

analyze and process data. People can make better choice through it. 
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2.1.3 Effectiveness of machine learning 
 

Although controlled and unsupervised learning by companies today are two of the most 

commonly recognized forms of machine learning, numerous other techniques available. Below is 

a list of few of the ML method used most frequently. 

2.1.3.1 Supervised Learning 

 

It include a position of contribution  of instructions  with the exact tests needed. The  algorithm 

then equates the real result to the expected outcome and, if any discrepancy exists, marks a error. 

Utilizing various method such as regression , classification, gradient enhancement and 

estimation, supervised learning use various patterns to proactively predict extra mark values 

unmarked information. The above approach is widely used in environments where historical data 

are used to forecast likely events.  

2.1.3.2 Unsupervised Learning 

 

The ML approach finds its use in areas where data does not have any past label. The machine 

will not be given the "correct answer," and the algorithm will classify what is displayed. Primary 

want  is to find a way ,plan for the data available. Transactional data functions as a strong source 

of data collection for unsupervised learning. Likewise, Features that differentiate consumer 

segments from each other may also be recognized. It's a matter of finding a particular structure in 

the available data collection, either way. Additionally, outliers can be solved in the given data. 

Among the commonly used unsupervised methods of knowledge are- 

 

i. Clustered k-means  

ii. Autonomous maps  

iii. The decomposition of values  

iv. Map of nearest neighbor 

 

While all of these methodologies have a common aim to extract observations, pattern, 

technologies to have known decision, they have different techniques. A few can be seen 
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2.1.3.2.1 Data Mining 

 
This approach is a generalized form of various approaches to extract valuable insights from the 

available data, which may include machine learning and conventional statistical methods. It is 

mainly used to discover certain patterns that were previously unknown in a data set. 

 

This methodology covers machine learning, mathematical algorithms, study Regression analysis, 

text classification, and other areas of computation. Furthermore, data mining includes data 

manipulation, storage studies and practices. 

 

2.1.3.2.2 Machine Learning 

 

The key goal of machine learning on the market to establish, better recognize the secret data 

structure and patterns. However, to achieve a deeper understanding, statistical distributions are 

applied to the data sets. 

 

Almost every prediction test is backed by theories which are mathematically proven. 

Nevertheless, machine learning is largely dependent on the capacity on the ability of computers 

to dig deeper into the data available to unleash a structure, even in the lack of a principle of what 

the file system is. 

 

The techniques are assessed with a mistake of validation, as opposed to passing a academic test 

that supports a unacceptable suggestion. Because machine learning is iterative in nature, it is 

easy to automate the learning process in terms of data learning, and the data is analyzed until a 

consistent pattern is discovered. Machine learning models are tested on new data sets using a 

validation error, as opposed to Theoretical test which establishes the hypothesis of nullity. Since 

machine learning is iterative in nature, the learning process can be simply programmed with 

respect to data learning; and the data will be analyzed in anticipation of a consistent guide is 

establish. 
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2.1.3.2.3 Deep Learning 

 

The method is to classify terms contained by sound and artifacts within images, through the 

ability to combine computational power and special neural networks in vast amounts of data to 

learn complex patterns. Many scholars are trying to replicate the success in identifying patterns 

to solve difficult problem such as health finding, industry challenge, verbal communication 

transformation etc. Such a crucial technical innovation, machine learning is embraced by 

numerous businesses across the globe. 

 

Several researchers are trying to replicate the success Through identifying patterns, more 

complex activities such as medical diagnosis, market issues, language translation and other social 

problems are resolved. 

 

2.2 Rough Set Theory  
 

It is considered to be capable of minimizing dimensionality, while supplying the full detail. 

Owing to the difficulties of determining function significance, unsupervised feature collection is 

considered a much harder problem [37]. Rough-set theory feature selection techniques use two 

main approaches; heuristic approach based and traditional approaches use positive measurements 

of region dependence. Heuristic is considered to be more efficient out of these two, positive 

region is a costly approach which make it unsuitable on the way to exercise for large datasets. 

Direct dependency calculation algorithm is the primary procedure based on rough-set approach 

which reduces attribute no while preserving the key information. In this research report, we have 

extended direct reliance groups on miscellaneous data sets for unsupervised collection of features 

and have obtained better outcomes. In our research we suggested an unsupervised calculation of 

direct dependency type function selection algorithm that works for unsupervised dataset. 

Through this approach we don't have to calculate the positive region calculations as that is the 

time-consuming effort instead we use the calculation of direct dependency to calculate the 

dependency measures. This allows the number of distinct groups to be tested right away. This 

direct approach is ideal when compared with positive area for larger datasets. Over the last 

decade, rough set is interesting topic  that is successfully applied by researchers to many 
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domains. A smaller collection of attributes (called reduct) that includes much of the information 

that be used for a given dataset. Thus attributes other than reduct set with minimal loss of 

information can be removed from the dataset. 

 

Pawlak proposed RST on the discovery of knowledge in datasets[7,66]. Unlike standard discrete 

sets, RST, as discussed below, is base on the principles of upper and lower approximations. 

There may be redundant attributes in a dataset which can be eliminated without much of the 

essential loss of information. Rough sets [7,66] allow one to identify high and weak levels of 

significance in order to exclude redundant attributes. In RST the reduct principle is fundamental. 

 

Being a subset of attributes, it will differentiate all the objects in a dataset that are discernible in 

comparison to the entire set of attributes. Another essential notion of center is in RST. A core is 

common set of attributes in all a dataset's reducts. Reduction as well as core are important 

concepts used in selection of features and reduction of dimensionality. The following section 

discusses reductions and cores in more detail. 

 

 

Figure 2.1:   Approximation Diagram 

 

Rough set theory former suggested a theory for data analysis to address uncertain 

knowledge[27][66]. The classical theory of rough set is based on uniformity relationships. It is 

formed in same classes created by the relations of equality. The minor and higher 

approximations are created by adding the granules of information for attribute reduction. 

 

However, the functions for separate data. The unprocessed information have to be discreted 

foremost for continuous information. Discretization of data leads to great loss of information. 
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Consequently the discrete information donot tell the actual result. Thus, the current rough set 

theory was comprehensive as of different perspectives [67], rough set neighborhood models [68], 

rough set models [69,70], etc. The rough set model of the neighborhood was implemented for 

dealing with numerical attribute reduction. The degree of dependence was established on the 

basis of the neighbor-hood relationships to determine the importance of attribute. And 

characteristic lessening algorithms were developed. In [71]  two-form taxonomy method  is 

proposed that at first classified the data using the lower approximation and then classified the 

non-classified data using the rough membership functions from the upper approximation 

collection at the first stage. 

 

In [72] neighborhood k-step models explored as extensions to Pawlak model [73] distinct the 

positive region as a set of samples that can be classified without uncertainty, built the degree of 

dependence as the positive region's cardinality ratio to the sample space, and applied their degree 

of dependence to reduce various attributes. In other words, numerical and categorical 

attributes[74] explored a multi-district granularity model and proposed a method for selecting the 

appropriate granularity by optimizing margin distribution.. [75] developed an efficient rough 

range neighborhood model and developed a cost-sensitive feature selection backtracking 

algorithm based on a trade-off between the cost of research and the risk of misclassification. [76] 

The gene selection method was based on a rough set of neighborhoods and entropy measures to 

address uncertainty and noise in the gene data. 

 

Machine learning can present a data mining problem. From a set of functions (attributes) that 

define the measurable assets gathered during a phase. Such attributes of  

enable the extraction of information by evaluating the classification, regression, and pattern clust

ering.  The bulk of the real globe troubles have great dimensional characteristics, but only a  

small proportions of these are significant or appropriate features to outline the operation. Some 

algorithms for learning a machine high deficiencies present when the collection of features is 

substantial good, such as decreasing precision, computational increase Belasting, and biasing, 

among others. These issues fall under the curse of the consequences of dimensionality . The 

curse of dimensionality was dealt with according to purpose Selection methods which can most 

discriminate features of the process which use different methods. It shown where the authors 
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define the functions set  in the modules Filter, Cover, and Embedded. Search approaches are 

based on ranking techniques which provide a score the deletion of irrelevant features is set for 

each function and threshold; correlation and reciprocal analysis of information belong to that 

group. The wrapper approach looks for relationships among the characteristics and function  to 

preserve the feature  actually influence the purpose job. Methods of choosing features are often 

split into two key groups, such as those regulated and unsupervised. The samples are classified in 

the Game Supervised based techniques, and the discrimination of main features is fairly 

significant Fast. Using supervised techniques, the wrapper approach and other embedded 

approaches could be called unregulated. 

 

We are especially interested in unmonitored function select algorithms. An unsupervised 

approach is a clustering of attributes, which attempts to collect alike attribute in cluster; only one 

feature is defined at the end of the process as a symbol for each cluster, this method allows the 

characteristic space to be every. A summary of the job ,a Genetic Algorithm on attribute 

clustering, using two  Metrics as health feature ensuring the right composition for such clusters. 

An unsupervised functional algorithm Selection based on a clustering based on local learning is 

proposed. 

 

Writers use clustering of swarm intelligence and consensus as the Choosing feature. Some 

methods combine clustering algorithms by diverse theory to get feature selection devoid of a 

priori informing about the objective function, but progress is still limited in this field. Smart in 

studying theory and information technology applications the transmission of information is a hot 

matter. Owing to Computer Development Science, in particular the creation of a computer 

network, provide people with a large amount of knowledge. With the that amount of information, 

the information analysis tools requirement is also getting higher and higher, and people are 

hoping to automatically gain the possible knowledge from the data.In the field of artificial 

intelligence in particular, information discovery (rule extraction, data mining , machine learning, 

etc.) has attracted considerable attention over the past 30 years. The rough set theory, introduced 

by Professor Pawlak in 1982, is an important mathematical method for treating imprecise, 

contradictory, incomplete knowledge and information.The basic concept of the rough set theory 

can be divided into two parts, derived from the simple knowledge model. The first step consists 
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of creating definitions and laws by classifying relational databases. Section two is the exploration 

of insight by classifying the equivalence relationship and classifying it For Objective 

approximation. The rough set theory, as a theory of data analysis and processing, is a new 

mathematical tool for dealing with uncertain information following probability theory, fuzzy set 

theory, and evidence theory. 

 

However, membership function selection is unclear. Hence the fuzzy set theory is, in a way, an 

ambiguous mathematical method for solving the ambiguous problems. Two specific boundary 

lines are defined for representing the imprecise concepts in rough set theory. The rough set 

theory is thus, in a sense, a certain mathematical tool for solving the unsure Discussion. 

 

The rough collection because of creative thought, special process and simple operation theory 

has been an important method for handling information in the area of intelligent Data processing 

information[2-3]. And it has been widely used in machine learning , knowledge discovery, data 

mining, decision support, analysis and so on. The first International Conference on rough set 

theory was organized by Poland in 1992. 

 

2.3 Rough Set Based Feature Selection Techniques 

 
Rough set theory was effectively used for the techniques of selecting apps. The underlying 

concepts provided by RST help by eliminating the redundant ones to find representative features. 

We will now be presenting numerous selection techniques of apps using RST concepts. 

 

2.3.1 Hybrid Feature Selection Algorithm Based On Particle Swarm Optimization (PSO) 

 

 

Hanna et al . presented a supervised Particle Swarm Optimization ( PSO) and RST selection 

algorithm for the hybrid features. Algorithm computes reductions without generating all possible 

subsets exhaustively. The algorithm begins with an empty set, and adds one by one attributes. It 

creates a population of particles in S dimensions with a random position and velocity. In space 

for problem. This then uses RST-based dependency measure to determine fitness function of 

each particle. The highest-dependency feature is selected and the combination of all other 

features is constructed with this one. Every of these combinations is selected for its fitness.  
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When it is better than gbest then the gbest position is set to current the position of the current 

particle with the best fitness improved worldwide. This location represents the best subset of 

features found up to now, and is stored in R. The algorithm then updates the velocity of each 

particle and its position. This persists until conditions to avoid are met and in typical cases is the 

maximum number of iterations. The dependence of each subset of attributes is calculated based 

on the dependence on the decision attribute and the best particle is selected according to the 

algorithm. Algorithm uses positive region based dependency measure and is QuickReduct 

algorithm enhancement. 

 
Figure 2.2: PSO-QR Algorithm 



25 
 

 

 

2.3.2 Genetic Algorithm 

A rough set-based genetic algorithm ( GA) for selecting features is provided in [24] authors. The 

selected set of features had been given to the artificial neural network classifier for further study. 

The method employs optimistic region-based measure of dependence as fitness in the proposed 

framework for developed candidates.  

 

2.4 USQR Algorithm 

For data mining implementations the judgment type identifiers are often unclear or missing. In 

this situation, the uncontrolled selection of features plays a vital role in selecting features. There 

are two input parameters of the current supervised QR algorithm: uncertain characteristic and 

decision attribute, and its determination of the degree of dependency value contribute to the 

decision attribute. But there is only one input parameter in the proposed USQR which is a 

conditional attribute. 

Here the calculation of the degree of dependency value for the subset of a function refers to each 

conditional attribute and calculates the mean of the dependency values for all conditional 

attributes. 

The USQR algorithm attempts to determine a reduct by creating All feasible subsets are 

exhaustive. This begins from an empty set and integrates certain attributes in turn, one at a time, 

which leads to the greatest rise in the rough set dependence metric before the highest possible 

value is generated for the dataset. 

For each subset of attributes the mean dependency is calculated and the better alternative is 

selected according to the algorithm: 

 

                                                     
           

   
                                                          (2.6) 

 

Algorithm : The USQR algorithm 
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Table 2.1: Decision System Example 

 

 

 

 

 

 

 

 

 

The method seeks to calculate a reduct without generating sets exhaustively. This begins from an 

empty set and integrates certain attributes in turn, one at a time, which leads to the greatest rise in 

USQR ( C ) 

C, the set of all conditional features 

(1) R { } 

(2) do 

(3) T      R 

(4)             

(5)        

(6) –
             

   
 

(7) if                             

(8)         

(9)     

(10) until                             

(11) return R 

x U a b c d 

1 1 0 2 1 

2 1 0 2 0 

3 1 2 0 0 

4 1 2 2 1 

5 2 1 0 0 

6 2 1 1 0 

7 2 1 2 1 
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the rough set dependence metric before the highest possible value is generated for the dataset. 

The WEKA method is used to classify data and the performance of classification is analyzed 

using precision classification and absolute mean error. This method compares with an existing 

supervised program, as it reveals that inefficiently removing redundant features may. 

It is generated by this unsupervised approach are similar in volume to that of the supervised 

method, and the decreased data grouping indicates that the system chooses usable features of 

equal consistency. In the future, the same method for breast cancer detection can be applied to 

mammogram image datasets. In [38] authors introduced a new unsupervised algorithm for 

selecting features specifically designed To treat the large data collections. This approach uses a 

weight of the feature identified using samples from a given collection of data to model the degree 

of significance of each feature at each cluster. To order to determine the features should be 

chosen and the should be omitted, Then, a defined level applies to certain weights of the 

function. We empirically show that our method is able to eradicate unnecessary components, 

resulting in lower mean entropy and more condensed units. The key benefits of our approach is 

that it produces these outcomes by storing just A proportion of a given set of data and not 

requiring that the whole collection of data be high sufficient to fit into a computer's memory. 

These techniques are valuable for those involved in evaluating the broader data sets by removing 

relevant features from them. In a complex context, the newly created data group will be 

evaluated along For the determination of the most significant and important features of the entire 

data collection, the information derived from previous data. Consequently the efficiency and 

acceptability of the incremental feature selection model in the field of data mining increases. [39] 

suggested an incremental sorting algorithm base on a genetic algorithm for the collection of the 

optimized and appropriate subset of functions, The optimal solution for the genetic algorithm 

used to incrementally select features is defined by the use of rough set theory principles, the 

reduced and positive area of the target set that was previously generated. The method can be 

applied in the dynamic environment on a regular basis after The low to moderate amount of data 

is applied to the framework and hence the processing time, the key issue of the genetic 

algorithm, does not affect the proposed process. Test findings on baseline methods illustrate that 

the proposed solution provides satisfactory results in terms of the number of features selected, 

the calculation time and the results in terms of accuracy of the various algorithms. 
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2.5 Selecting Features in Supervised Learning  

 

Feature Space is found by feature subset selection, candidates are the result and then on the basis 

of criteria they are evaluated   in unsupervised learning. Redundancy and relevancy measures the 

value of a feature[7]. If a decision feature 's significance is determined then the feature is 

relevant otherwise it is irrelevant. The one that is highly correlated to other features is redundant. 

A best subset of apps, connected but not connected to each other with the decision function. 

Mostly with rapid growth of digital technology, increasingly large volumes of data like film , 

images, manuscript, tone and common media interaction,  Internet Things and the growth of 

cloud computing have been generated by massive new computer and internet technologies. 

These data often have high-dimensional characteristics which present a great The data analysis 

and decision-making challenge. Variety of Functions Efficient processing of high-dimensional 

data and increasing learning performance has been proved in both theory and practice. These 

data often have high-dimensional characteristics which present a great challenge for data analysis 

and decision-making. Selection of Functions Efficient processing of high-dimensional data and 

increasing learning performance has been proved in both theory and practice. Selection of 

features Refers to the process of obtaining a subset based on a selection from the original set of 

features Choose criterion for the relevant features for the dataset. It plays a role in compressing 

the huge amount of data processing, where unnecessary even obsolete properties. 

Selection of features can enhance studying accuracy, lessen learning time and simplify the 

learning effects of raw input learning techniques and the outcomes of better selecting features 

[4–6]. Notably, collection of the apps and Extraction of the function [7,8,9] be two methods of 

minimizing dimensionality. 

Depending on performance, features to be separated into preference app ranks (weightings) and 

sub-sets. The filter model find relationship among an attribute and a class name. Compared to the 

standard wrapper it has the Least in cost of computing. A assessment criterion is important for 

the Plan filter. Meanwhile, in the learning model recruitment process, the embedded model[54–

56] selects feature and the features selection automatically results when the training process is in 

progress terminated. 
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The evaluation scheme being used in supervised and unsupervised approach of selecting features 

can be separated in two category[7, 48]: 

1. Filter technique 

2. Wrapper technique 

 

2.6 Filter Techniques 

 

Features in filter technique are selected without learning algorithm. For selection of features the  

term rank or ranking is used. For example, the definition of the term given to the individual chara

cteristic is called a score, entropy measure, consistency measure[49]. Type selection strategies re

lated to the function filter have been proposed in literature[50-54].Univariate and multivariate 

are the filter based approach according to Alelyani et al. Univariate method / ranking UFS 

method, uses certain ways to find out its features to find the last list and the ultimate  

subcategory of features is chosen by sort. These methodologies can not take away redundant 

ones, as they do not recognize potential dependencies between apps. But certain methods can 

identify and delete unnecessary features efficiently. Whereas the methods of multivariate filters 

measure the features' applicability jointly.Multivariate methods are also able to handle redundant 

and irrelevant features as univariate method, but in most of the problems, the precision achieved 

through the algorithm by means of multivariate selected features is much better than UFS . 

 

2.6.1 FOCUS 

 
First search large is used to find subsets of features in View. It provides the training and data 

labeling. FOCUS[55] uses breadth-first search to find subsets of features which provide clear 

training data labelling. This compares all of the existing size subsets (initially one) and excludes 

those with the least sum Ignorance. The process continue pending a reliable subset is establish 

and  all of the evaluated 
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2.6.2 SCARP 

 

SCRAP[56] conducts sequential searches to determine the pertinence of features in instance 

space. This aims to classify certain characteristics that alter the boundaries of decision in the 

dataset These characteristics are considered most informative by taking into account one entity at 

a point. The algorithm starts with the selection of a accidental item, that is the first instance . 

Then next point is selected  normally the closest point with unlike group tag. After this closest 

object has a distinct class mark which is the next PoC. It demonstrate a boundary of 

neighborhood of decision and dimensionality among the two groups is defined by the 

characteristics to modify among them. Then consideration is given if only one characteristic 

changes between them. 

   

If only one function varies between them, it is considered completely important and is integrated 

in the group of features ifnot incrementing the 

related point of significance (which is initially zero). 

 

2.7 Wrapper method 

 

The critique that filter approaches have faced the characteristics to select are independent of the 

learning algorithm. Wrapper approaches use performance to tackle this problem 

of the classifier to direct the search. [57]. 

 

Four common strategies [7,57] were: 

1. Forward Selection :preliminary from an blank group  of features, all features are compaard 

then best is chosen ,mixed among others. 

 

2. Backward Elimination :  In the start ,all features are selected, edited unless the best is 

selected..  

 

3. Genetic algorithm is used in genetic search to find for space on the feature.  

Every state is described by chromosome, which in fact represents a subset of features. For 
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finding the features Genetic search is very easy with this representation.  

However, evaluating the classification  accuracy is costly. 

 

4. Contrary to Genetic Algorithm  that maintain  

the chromosome people .Simulated Annealing ( SA) considers just single answer. Advance 

elimination and backward elimination stop as new features are introduced or removed will not 

affect the accuracy of classification. Simulated Annealing  and Genetic Algorithm possibly 

advanced tools that might be used to understand search space properly. 

 

2.8 Unsupervised Feature Selection 
 

It is designed to wrap the expected categorization of facts plus progress cluster correctness by 

identifying a subset of features based on either clustering for doing so. Unattended methods of 

selection of apps may be unsupervised methods of selection of filters or wrappers. In the last part 

it was mentioned that feature selection unsupervised approach can be classified to the policy 

used to select  groups such like wrapper, filter and approaches which are synthetic. First of all, in 

this part we set the UFS methods into the taxonomy.. After that we define all the methods and 

their characteristics and ideas.  

However, it can be difficult to pick features of unsupervised learning, as the requirements for 

quality are not clearly established. The literature suggested many unsupervised feature selection 

methods, e.g.[58-62]. Unattended learning feature selection was classified as supervised learning 

. 

 

2.8.1 Unsupervised Filters 

 

The selection methods for the unsupervised filter function pick features according to the design of 

the data. In the process of selection, knowledge  and  cluster algorithms are not used, minimizing the 

time and the complication of the algorithms. The unsupervised collection technique of the filter 

function explicitly uses the statistical output of the training data as an assessment tool, that is well 

scalable,  ideal for huge datasets.  
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Generally the selected function sub-set is lower than the wrapper model since the assessment 

parameters are self-governing of the particular algorithm suggested to use entropy to determine the 

value of features and to choose the most important sub-set of features using the trace criterion. An 

unsupervised array of filter functions.  

 It  is devised for regular class distribution and average class-scatter distance. In every case the value 

of the decision functions the subset of features is determined, and the subset of features to optimize 

The function value of the decision is chosen for deciding the candidate work. The function and 

function selected is calculated. Unless the value of determination is greater than 0.75, then the 

nominee function is discontinued. The distribution of the function was analysed by Alibeigi et 

al.data using the density of probability of different function spaces in uncontrolled climate. The 

function is preferred through the information relative of distribution . Mitra et al established an 

unsupervised set of features system which uses the highest compression index for information 

measure similitude between characteristics. That method works quickly. 

That extends to datasets of different types, as it does not scan.  Chan , Zhou planned an unmonitored 

algorithm for clustering attributes, along with an unmonitored one task selection process. To 

construct an attribute distance matrix, determines the maximum in sequence Ratio to every group of 

qualities, and afterwards cluster all characteristics again using cluster maximum K. Whereas the 

number of clusters is automatically determined. Li et alproposed an unsupervised clustering based 

Function selection system called FSFC which follows the same process as clustering supervised 

selection models. FSFC is also good for high-dimensional datasets. 

Techniques of unsupervised collection of features, including   Laplacian-based filtering techniques 

were also suggested. Such techniques pertain to the local data topology creating clusters. 

He et . suggested an approach that was base on the assumption with the aim that work would be 

similar to each other within the same class. In addition, the Laplacian Score used  to determine the 

quality of the functions. Saxena et chosen  a genetic algorithm  that uses features  with the stress 

function of Sammon, thus the topology structure of the original data is retained in a reduced space 

for application. 

Features of filter based strategies are which  they select groups  that rely on a certain level or 

ranking that stays separate from the cycle of grouping or clustering. One example of this technique 
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is the Laplacian Score (LS), which can be added to DR when reinforcement reaches the locality. 

The LS is using the concept for the collection of unsupervised features[63]. Features are selected by 

LS by keeping space among the objects in input ad output area. it ensure that all details are to the 

point and may be unnecessary, 

 Graph G is used to find out LS.  In it the closest neighborly relation is seen. 

square matrix S = G 

 

Sij = 0 if not neighbors are xi and xj, whereupon:                                              

         
         

 

                                                        (2.1) 

 

 

t is a constraint for the bandwidth here 

. L = D-S represent graph Laplacian and D = diagonal matrix level as shown below                                                            

                                                                          (2.2) 

 

To find out LS , we use following 

 

                                         
  

    

     
                                                                        (2.3) 

 

                                                                         
   

         

   
        

 
                                                          (2.4) 

Where mi is the value vector for  ith feature, and where 1 is a length n 1s. 

On this criterion all the features can be findeout. The concept could be suitable for domain where 

protection of localities is an important inspiration[63]. 

 

2.8.2 Univariate filter methods 
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In univariate technique, two fundamental to be underlined: strategies to evaluate the significance 

of every component dependent on Data Hypothesis , what's more, the techniques which assess 

highlights dependent on Phantom Investigation utilizing the likenesses amongst things. The 

previous go after the thought of surveying the level of scattering of the information through 

measures, for example, entropy, dissimilarity, and common data, among others, to distinguish 

group structures in the information. On the other hand, techniques dependent on Unearthly 

Examination—Closeness, otherwise called Phantom Highlight Determination techniques, follow 

displaying or recognizing the neighborhood or worldwide information structure utilizing the 

eigen-arrangement of Laplacian . 

 

2.8.3  Multivariate Filter Method 

 
This method is classified to three fundamental gatherings: Measurable/Data, Bio-enlivened, and 

Otherworldly strategies. Previously, the name proposes, incorporates Univariate Feature 

Selection strategies which play out the determination utilizing measurable or potentially data 

hypothesis measures, for example, change covariance, straight connection, entropy, shared data, 

among others. The subsequent gathering, then again, incorporates UFS strategies that utilization 

stochastic search procedures dependent on the multitude insight worldview for finding a decent 

subset of highlights, which fulfills some rule of value. At long last, the third gathering 

incorporates those UFS strategies dependent on Otherworldly Examination or on a mix of 

Ghostly Investigation and Scanty Learning . It is significant that a few regularly label the final 

strategies as implanted on the grounds that highlight choice is accomplished as some portion of 

the learning procedure, normally through the streamlining of an obliged relapse model. Be that as 

it may, in this examination, we like to order them as channel multivariate, since in expansion to 

together assess highlights, the essential goal is to perform include choice (or positioning) instead 

of finding the bunch marks. In addition, we imagine that implanted techniques might be 

measured a sub-class inside the fundamental methodologies (channel, covering, cross breed), not 

thwarting the chance to have implanted strategies among three methodologies.  

 

2.8.4 Unsupervised Wrappers 

 
Wrapper-based approaches use the method of grouping or clustering as part of the collection of 
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features to test the subsets. One of those techniques is suggested in [64]. The concept of a CU 

(category unit) [65] has been used by authors presenting unsupervised Subcategory optimization 

for selecting subsets like wrapper. The CU was used as an optimization technique to direct the 

process of concept development and can be listed as follows: 

 

           
 

 
                

   
                    

   
                                           (2.5) 

C = {C1,………Ck} is the set of cluster 

 F = {F1,…….Fi,……Fp} is the set of feature. 

 

Category Unit measures the breakdown among the qualified likelihood of a function I in cluster l 

having value j and its preceding likelihood. The deepest number is above r characteristic value, 

the center is above p characteristics ,the last is above k clusters. It is used as the main term in a 

wrapper like quest to rank the consistency of the clustering. 

 

UFS techniques dependent on the covering approach can be separated into three general 

classifications as indicated by the element search technique: successive, bio-roused, and iterative. 

In the previous, highlights are included or evacuated consecutively. Strategies dependent on 

consecutive inquiry are anything but difficult to execute and quick. Then again, bio-motivated 

strategies attempt to consolidate haphazardness into the inquiry procedure, expecting to escape 

from nearby optima. At long last, iterative techniques address the solo component choice issue 

by giving it a role as an estimation issue and hence maintaining a strategic distance from a 

combinatory inquiry. 

 

Unsupervised selection approach to the wrapper feature Is now using a clustering algorithm to 

modify search reliability of features. The sub-set of feature with the best clustering output will be 

known as the ultimate optimal subset of features. In the past, subset clustering efficiency of 

features chosen using the wrapper way is frequently higher than selected feature using the filter 

method. Every subset features however the clustering algorithm needs to be tested, this approach 

has a high computational complexity and could present a problem when additionally,  have 

looked through the wrapper system Using EM clustering to pick subsets of functions. This 
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algorithm is used to approximate the parameter of a finite Gauussian combination with full 

probability. Separability and scattering is then used with Maximum probability to assess sub-sets 

of candidate characteristics. Gennari built-in feature selection into CLASSIT, an algorithm for 

hierarchical information computational clustering. Unsupervised set of functions approach 

searches for the best feature subset based on the clustering functionality of the features from the 

most important features. The quest for the feature continue until the current clustering feature 

you have selected can no longer be changed findings. To find subsets of functions Using 

clustering algorithm determine the sub-set of features, and clustering accuracy selects the best 

subset of features. 

 

 Dom ,Vaithyanathan developed use the Bayesian statistical evaluation model to select a sub-set 

of features. To find optimum number of clusters in the document clustering problem. For each 

cluster They constructed a polynomial model, and extended the clustering concept algorithm. 

 

2.8.5  Sequential techniques  

 
In  Brodley work, two component choice models were assessed: the measure of utmost 

Likelihood  and the disperse distinguishableness basis . The technique look throughout the gap of 

highlight subsets, assessing every applicant subset ,bunching calculations are functional on the 

information depicted by every applicant subset. At that point, the got bunches are assessed with 

the ML or TR rules. The strategy utilizes a forward choice quest for producing subsets of 

highlights that will be assessed as portrayed previously. The technique closes when the 

adjustment in the estimation of the pre-owned rule is littler than a given limit.  

A strategy which utilizes another enhancement measure for, individually, limiting and 

augmenting the intra-bunch and between group idlenesses was proposed in  Luchain. The 

creators suggest a capacity, impartial . the quantity of groups and highlights, base minimization 

augmentation of the change of dissipate frameworks acquired from the groups worked by the k-

implies bunching calculation. This capacity allots a positioning gain to every segment that might 

be characterized in the hunt room of every single imaginable subset of highlights and number of 

bunches. The rule proposed in this technique gives both a positioning of pertinent highlights also, 

an ideal parcel. 
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2.8.6 Bio-propelled techniques  

 
In this grouping a Delegate UFS technique was proposed in Kim et al. (2002) where a 

transformative neighborhood determination calculation (ELSA) was proposed to look through 

subsets of components as well as the number of groups dependent on the Gaussian Mixture 's k-

implies and bunching calculations.Every arrangement gave by the bunching calculations is 

related with a vector whose components speak to the nature of the assessment standards, which 

depend on the attachment of the groups, between class division, and greatest probability. Those 

highlights that enhance the target capacities in the assessment stage are chosen. Another strategy, 

additionally dependent on a transformative calculation, highlight choice perform whereas the 

information is bunched utilizing a multi-objective hereditary calculation. The strategy propose a 

multi-target wellness work that limits the intra-group separation (consistency) and expands the 

between bunch division. Every chromosome speaks to an answer, which is created by a set of k 

group centroids (bunch community for constant highlights and group mode for straight out 

highlights) portrayed by a subset of highlights. The quantity of highlights utilized for every 

centroid in every chromosome is haphazardly produced, and the group communities and bunch 

methods of chromosomes in the underlying populace are made by producing irregular numbers, 

and highlight values from a similar component area, individually. At that point, for assigning  

group centroids again, MOGA utilizes the k-models bunching calculation that  acquires the  

contributions among  underlying populace produced in the past advance. A short time later, the 

hybrid, change, and replacement administrators be practical, and the procedure is rehashed until 

a prespecified stop rule is met. In end, strategy restores component group which improves the 

wellness work mutually along the groups that are  delivered.  

2.8.7 Hybrids 

 
Using a measure the inherent property of the facts, the features are ranked or selected in a filter 

stage to take benefit of the filter and wrapper approach, hybrid methods. Some subsets of 

features are tested by a common clustering algorithm to find the right one in wrapper phase. 

Hybrid methods of two type may be distinguished: method focused on rating, and method not 

focused on function rating. Here , we describe certain method belonging to this method, of both 
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types. It was one of the first methods for picking unsupervised hybrid function dependent on 

rating. The approach function, one by one, is extracted from the entire collection of features in 

the filter level, and after removing the function, the entropy produced in the dataset is measured. 

A sorted list of characteristics is created to the quantity of disorder generated by each 

characteristic when removed from the whole set of functions. When every functions are sorted a 

forward selection test is conducted in the wrapper stage in conjunction with the k-means 

clustering algorithm to create clusters and find out  using the separability criterion for scattering 

2.8.8 Fuzzy c-means Clustering 

 
The goal for clustering approaches, the function space partition must be formed, assigning each 

training point set to a single cluster. Furthermore, the fuzzy C-Means clustering methods, a 

technique of fuzzy clusters build as a fuzzy-set for each of the c cluster. In which all the training 

instances have some degree of accession. The main aim of the clustering algorithm is to divide 

the dataset into classes of similar features. To evaluate the similarity of the fuzzy clusters 

between clusters, the fuzzy C-Means technique was supplemented by a fluffy rough assessment 

check. Using this indicator, the results of many runs of the process can be compared with varying 

values of c, to obtain the optimum number of clusters that needs to be created. However, 

clustering technique also tries to certify that two features have a high degree of membership in 

the same fluffy cluster. 

 

2.9 Supervised Feature Selection Using DDC 

DDC can also be used in any selection algorithm, simply replace the measurement of positive 

region based dependency with DDC. Just as in IDC, we re-implemented all the different 

algorithms discussed in the related section of the research using DDC approach. In short, we'll 

discuss these algorithms here, as these have already been discussed in detail in previous sections. 

 

2.9.1 Quick Reduct PSO: 

 

 PSO on Quick Reduct [32], PSO-quick reduct was originally designed to use the measure of 

positive region based dependency. The algorithm was implemented again using the method of 
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calculating direct dependence. 

 

2.9.2  Genetic Algorithm: 

 

Genetic Algorithm is same as described above. The only improvement made was that models 

based on DDC were used in fitness model, in comparison to the initial approach of measuring 

positive regional dependency. 

 

2.9.3  Incremental Feature Selection Algorithm: 

IFSA[32] use the calculation of positive region-based dependency. Like IFSA based IDC, 

implemented it again with DDC based process. Every measures measuring positive area 

dependent dependency have been replaced by DDC based process. Rest of algorithm details have 

been kept intact. 

 

2.9.4 Fish Swarm Algorithm: 

Fish Swarm [44] used swarm based optimisation on the way to select apps. For all searching, 

swarming and subsequent behaviour, positive region based dependency measure is used. Criteria 

meant for stopping were also based on a positive approach based on region. We substituted all 

the measures focused on positive area with DDC. 

 

2.9.5 Rough Set Improved Harmony Search Quick Reduct  

In [45], a technique is submitted combined with a better search algorithm for harmony based on 

the Rough set theory. The positive region-based methods, it also uses a predictable measure of 

positive region-based dependence. Yet we did make this algorithm work with DDC-based 

process. 

 

2.9.6 Tolerance Rough Set Firefly based Quick Reduct 

Another method was developed and implemented for mind imagery with MRI [46] that follow 

Tolerance rough firefly. An integrated clever device seeks to leverage the profit of the simple 

model while still moderating their limits. 
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The attributes taken from brain tumor Images are actual concepts. Therefore Rough Tolerance 

collection is added in this work. In this analysis, the imperative characteristics of the brain tumor 

are chosen using a combination of two techniques, Resistance Rough Range and Firefly 

Algorithm . TRSFFQR efficiency is compared to Colony of Artificial Bees , Cuckoo Search 

Algorithm. 

 

2.9.7 Improve Quick Reduction for Function Selection 

 
Researchers in [47] have suggested new approaches for reducing FRFS estimates. This new 

method was proposed based on Fuzzy Lower Approximation-Based Feature Selection, which 

selects smaller subsets of features, improves classification accuracy and runs faster than the base 

method , especially on large datasets. 

This is done using a threshold based stop criterion that prevents the addition of additional 

features in the QuickReduct algorithm. Performance and effectiveness of our proposed method 

are confirmed by experimental results on UCI datasets. 

 

Supervised selection of hybrid features based on PSO and rough medical diagnostic sets  FS is  

vital element of the detection of knowledge.  A novel methods  is proposed Particle Swarm 

Optimization (PSO) hybridization, for the diagnosis of diseases. The experimental results on 

more than a few regular medical datasets demonstrate the competence of the projected method 

and improvements above the presented techniques for selecting features. 

 

2.10 Clustering algorithm using rough set theory for unsupervised feature 

selection 
 

In this  an unsupervised feature selection algorithm is proposed using: (a) Relative dependence 

on finding similarities between characteristics, (b) a clustering algorithm for grouping related 

characteristics, and (c) a method for selecting mainly ambassador characteristic to get a cheap 

space. The comparative quantity of dependence among characteristic pairs is used to calculate a 

similitude calculation. A clustering algorithm utilizes this measure to perform clustering 

attributes By KNN and clustering based on prototype. The concept is experienced using familiar 
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criteria and matched to traditional methods of selecting apps that are supervised and 

unsupervised. In fact, our plan assesses a real-world framework for spinning machines in fault 

diagnosis. One of the accepted feature selection algorithm is K-means  [40-43] . It makes K 

clusters of N-entities related features. For example: It allows the number of clusters, K, to be 

determined beforehand; (ii) it can be stuck in local minima; (iii) it expects the degree of 

significance of each element to be the same; (iv) it can not cluster wide data sets at an 

appropriate level. 
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Chapter 3 

 

3 Research methodology 

 

"Methodology of science is the formal, analytical review of the procedures applied to a study 

area. Methodology requires methods to describe, explain and forecast phenomena in order to 

solve a problem; it is the "how;" the analysis method or techniques.” (Kothari, 2004) 

 

3.1 Problem statement 

In previous literature direct dependency calculation (DDC) technique was proposed for feature 

selection of supervised data set. In this research study I have carried out feature selection for 

unsupervised data set using direct dependency calculation. This approach provides accurate and 

efficient results. DDC was applied on 5 different types of datasets of different domains. All the 

datasets were unsupervised. This approach shows better results as compare to supervised DDC.  

Proposed technique mainly consists of 4 steps  

– Dataset collection 

– Preprocessing 

– Direct Dependency Calculation (DDC) 

– Feature selection 

– Measuring execution time and accuracy  

These steps are represented in figure below. 
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Figure 3.1: Feature Selection from unsupervised dataset using DDC 
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3.2  Dataset collection 

Data collection is one of the most significant activity in any kind of research, especially in 

machine learning where everything we do is dependent on data. Therefore for this fundamental 

step we have collected few data sets of different domains from UCI machine learning repository 

and Kaggle. The figure below shows the sample datasets used in our study.  

 

3.3 Preprocessing 

a. The redundant and noisy data was normalized in this step. 

b.The textual attributes in the datasets were mapped to numerical form as the DDC algorithm 

works well on numerical data therefore to get accurate calculation we mapped the textual data to 

numerical one.  

 

3.4 Direct Dependency Calculation (DDC) 

a. In this step we have applied two rules of direct dependency class calculation whereas, in 

incremental dependency calculation there are four rules. Using these two rules gives precise 

calculations over incremental approach.  

 

b.  DDC calculates the amount of single  groups in a data collection for an trait C. A special class 

reflects the values of the attributes that refer to a particular class of decisions in the dataset, and 

this classification may be used to correctly classify the class of decisions. Non-unique groups 

reflect the meanings of attributes belonging to specific groups of decisions, but they can not be 

used specifically to evaluate the class of decisions.  

Table 3.1: Calculates dependency using DDC 

 

 

 

Dependency 
amount of groups that 

are unique / non-unique 

0 no unique class 

1 no class which is not unique 

n Where otherwise 0 < n<1 
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DDC Dependency to be determined using the procedure below: 

 

 

 

 

 

 

Where 

({att}, D) is the "D" attribute dependency on the {att} attribute. 

{att} is the existing attribute of decision (Decision class) under consideration D. 

M is sum of values which lead to specific classes of decisions 

    N is the whole of data records leading to the non-unique decision class N 

 

The assumed attribute D here is dependent on attribute C with a measure of K. 

 

Table 3.2 gives an example of an unsupervised data set 

 

Table 3.2: Unsupervised dataset 

U a b c d 

11 1 0 2 1 

12 1 0 2 0 

13 1 2 0 0 

14 1 2 2 1 

15 2 1 0 0 

16 2 1 1 0 

17 2 1 2 2 

   

            
 

 
    

 

   
 

              
 

 
    

 

   
 

If we take into account the number of unique classes :  

If we consider the classes which are not unique: 
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Take into account the decision system set out in the table above           
 

 
     

    

For Unique Class: 

 

First Iteration: 
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Second Iteration: 

 

 

 

 

 

 

 

 



48 
 

Third Iteration: 

 

 

 

 

 

 

 

 

 



49 
 

For non unique class 

First Iteration: 
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Second Itertaion: 
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       No unique classes + no non uniqueness classes = universe size  

So we have to either compute the amount of single classes or non-single classes 

Dataset further divided into three subsets on which direct dependency class calculation was 

performed in parallel. Through this, the execution time will be enhanced without effecting the 

accuracy of the results obtained in step b.   

 

3.5 Feature selection 

We get dependency score along each attribute and the relative attribute of the decision making 

attributes will be the one whose score is high.  As per the rules of DDC, the greater the 

dependency the more relevant that attribute is. That illustrates the selected features we get from 

this whole process. 

 

3.6 Implementation Environment 

 

3.6.1 Tools and programming languages used:  

 
The following python libraries were used to implement direct dependency classes calculation 

algorithm: Numpy, Pandas, Operator, Scikitlearn, Dask, Scipy, Time, Matplotlib, XGBoost. 

  

3.6.1.1 Python: 
 

Python is one of the programming languages most widely used, and has overshadowed other 

languages in the industry. 

There are several reasons why developers are popular with Python, and one of them is that they 

have a large set of libraries with which users can use them. 

Here's just a handful major causes why Python is widely known: 

•Python has extensive library collections  

•Python is regarded as a programming language for beginners because of its simplicity and 

ease of use  
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•From deployment to maintenance Python requires the developer to be more competitive  

• Flexibility is just another reason for the enormous success of Python 

•Python syntax is easy to understand, and strong in contrast to C , Java and C++ 

This allows for the development of new software by script smaller amount of code. 

Simplicity in Python has involved many developers into building new libraries for machine 

learning. Python is becoming more and more popular among experts in machine learning 

because of the large selection of libraries. 

3.6.1.1.1 Numpy 
 

Numpy is well-liked machine-learning library of Python's . Tensor Flow and other libraries 

use Numpy internally to perform procedures on trigonometric functions. Numpy 's best, 

most important component is the interface to an array. 

3.6.1.1.1.1  Numpy Features 

 

1. Interactive: Numpy is very interactive and very user friendly. 

2. Mathematics: Makes complex implementations of mathematics very simple. 

3. Easy to understand: Coding really simple and it's easy to grasp the concepts. 

4.Communication: Widespread use, thus much open source participation.. 

 

Such a module is used to express imagery noise waves etc as an collection of N-dimensional 

real numbers. For full stack developers it is important to implement machine learning 

library, which has Numpy expertise. 

3.6.1.1.2  Pandas 
 

It is Python machine learning library providing a wide array of high-level analytical tools 

and data structures. One of this library's great features is its ability to use one or two 

commands to translate complex data-based operations. Pandas have many streamlined 

methods for classification, merging and manipulating data and the features of the time 

series. 

Pandas make sure the entire data manipulation process gets easier. Operations help such as 

Re-indexing, Iteration, Sorting, Aggregations, Concatenations and Visualizations are among 

Pandas' function highlights. 



53 
 

 

3.6.1.1.2.1.1 Use of Pandas  

 

There are currently fewer pandas library releases that include fresh features , Bugs are fixed, 

modifications and updates to the API. The enhancements to the pandas relate to its ability to 

combine and sort data, chose the best output for the application process, and support custom 

activity forms. If it comes to the use of Pandas, data analysis takes the spotlight over 

everything else. Pandas still maintains high levels when used in conjunction with other 

libraries and tools accessibility and versatility. 

3.6.1.1.3 Scikit-learn 
 

It is a compatible Python library with NumPy, and SciPy. It is considered one of the best libraries for 

working with complex data. There are plenty of improvements in this library. One update is the cross-

validation feature which allows more than one metric to be used. Many training methods such as logistics 

regression and nearest neighbors have been moderately improved. 

3.6.1.1.3.1 Scikit-Learn Features   
 

1.Cross-validation: Different methods exist for checking The accuracy of tracked models on 

different data sets 

2.Unsupervised learning algorithms: the selection of algorithms is once again widespread – 

starting with clustering, factor analysis, key component analysis, and uncontrolled neural 

network. 

3.Extraction feature: Its helpful to remove image and text functions ( e.g. word bag). 

3.6.1.1.3.1.1 Use of Scikit-Learn 
 

It has several algorithms for Basic machine learning and data mining activities such as noise 

removal, classification , deterioration , cluster and selection of model. 

3.6.1.1.4 SciPy 

 

A library which Provides programmers and experts with data science. The difference 

between the library and stack, however, tio be identified. This library includes the modules 

for  performance tuning, algorithm design, mathematics and implementation. 
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3.6.1.1.4.1 SciPy Features   

 

The major characteristic of the library is to built by NumPy, it set uses NumPy to the max. 

Furthermore, It use own sub module to give the important arithmetical routine such as 

optimisation, numerical incorporation and several more. Many of the functions are well 

defined in all SciPy submodules. 

3.6.1.1.4.1.1 Use of  SciPy 
 

SciPy is a library that utilizes NumPy to solve math functions. SciPy employs NumPy 

sequences as the simple data structure, and provides modules for different commonly used 

science programming tasks.  

SciPy easily handles activities include mathematical principles, calculus integration, 

standard differential equation solution, and signal processing. 

3.7   DDC Algorithm 

Step 1: U= Universe Set with all features 

Step 2: Distribution of U 

 |U| = |U1|, |U2|, |U3|,...….,|Un| such that number 

of subsets depend on number of instances in |U| 

Step 3: Assume D = C such that D   C 

Where C= Conditional attributes 

Such that C = {C1,C2,C3,....Cn}  

Step 4: Calculate attribute dependency based on two 

pre-defined DDC rules: 

Unique Classes 

p= Y(C,D)=   unique classes sum            

                           I U I 

Non-Unique Classes 

k = Y(C,D)= 1 - non-unique classes sum                                    

                            I U I 

Step 5: Generate Reduct R   C with highest K score 

Where, 

p = 1; maximum dependency 

p = 0; not dependent 

0<p<1; partial dependency 
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Chapter 4 

 

4 Dataset, Implementation and outcome 

The section is  about the tools , environment used ,dataset, the specific implementation steps 

which are taken, and the results of the model search and transfer learning tasks. 

 

4.1  Dataset Collection 

 
For the purpose of dependency calculation we have used python. It has seen that Python become 

most popular language of data sciences in the year of 2018. Then a UCI dataset is used for that 

purpose. From UCI Repository Machine Learning Database, the datasets are collected.  The 

details of the datasets are given in Table 4.1. 

 

Table 4.1: Set of Datasets used 

 

S.No Datasets Attributes Instances 

1 Student Assessment 5 173912 

2 Telecom 19 3333 

3 Adult census income 15 32560 

4 Australian weather 24 142193 

5 Breast cancer 33 569 

 

4.2 Feature Selection Accuracy and Execution Time 
 

Table 4.2 shows the accuracy of different datasets based on implemented feature selection 

method. A given dataset contains both redundant and relevant features where the relevant 

features needs to be extracted for further processing. The irrelevant features are those 

features which has minimum dependencies and does not seem useful for gaining useful 

information. On the other hand, attributes with highest dependencies in a given data set 
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illustrates that they are highly useful and provides knowledgeable information. These 

dependencies can be easily calculated in supervised datasets with given class labels and 

decision attribute. In unsupervised datasets dependencies calculation poses a great problem 

due to absence of D. Code and time complexity increases since D has to be assumed 

multiple times depending on the size of the dataset. Therefore, DDC algorithm is able to 

calculate dependencies by executing only two rules where a set of unique and non-unique 

classes are determined on attribute values. The datasets were distributed into multiple 

subsets depending on the size of the overall dataset. The algorithm was implemented on 

these subsets in a parallel way so that execution time can be further minimized as shown in 

Table 4.3.  

Table 4.2 shows feature selection accuracy of different datasets when DDC was applied on 

them. Using NumPy we have done preprocessing on the selected datasets and removed the 

redundant and duplicated data.  

Table 4.2: DDC Algorithm classification accuracy 

S.No Datasets Accuracy 

1 Student Assessment 100% 

2 Telecom 91% 

3 Adult census income 98% 

4 Australian weather 100% 

5 Breast Cancer 100% 

 

  

Figure 4.1: Unsupervised Feature Selection Classification Accuracy  

Student Assessment Telecom Adult census income Australian weather Breast Cancer 

100% 91% 98% 100% 100% 

86% 

88% 

90% 

92% 

94% 

96% 

98% 

100% 

102% 
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Table 4.3: DDC algorithm execution time 

 

S.No Datasets DDC 

Execution Time 

With Parallel 

Processing 

DDC 

Execution Time 

Without Parallel 

Processing 

1 Student Assessment 2.92052 4.953837 

2 Telecom 92.510057 156.139446 

3 Adult census income 7.158889 11.231004 

4 Australian weather 48.050717 63.365123 

5 Breast Cancer 113.943083 126.713946 

 

 

 

 

Figure 4.2: Execution time of DDC Algorithm with parallel and without parallel processing 

 

 



58 
 

4.3 Comparison with other algorithms 
 

Table 4.4 : Comparison with other algorithm 

 
No. Datasets UDDC Decision 

Tree 

KNN Random 

forest 

MLP 

1. Breast cancer 100% 92%[80] 95.27[80] 95.61%[85] 95.42[80] 

2. Diabetes 99% 87%[79] 0.78[78] 91%[82] 97.65[88] 

3. Wine quality 99.9% 94.51[86] 98.93[88] 81.96[81] 78.78%[81] 

4. Census 99.8% 85.5%[83] 93.934[87] 88.71[84]  

 

The method is contrasted with findings of popular standard classification algorithms already 

published in literature to assess the efficacy and efficiency of the proposed DDC system. Such 

algorithms include the Random Forest, Decision Tree, KNN, MLP etc. The algorithms 

mentioned were applied to the miscellaneous dataset, and the same datasets were used in DDC. 

 

Results of the proposed DDC method are assessed and compare on the base of sorting accuracies 

on the condensed classifier datasets. In our work, , K-nearest neighbors, Multi-layer Perceptron 

(MLP) ,Random Forest, Decision Tree are considered classifiers. The worth of K-NN is set 

inside the square root of the data element. In the table are already calculated the Number of 

original attribute, a after the proposed one DDC and the accuracies (percent) of the reduced data 

sets of the above classifiers.. It is observed from Table 2, that in most cases the proposed 

DDC Method selects fewer classification attributes of greater accuracy than other methods. 

The suggested solution known as Direct Dependency Calculation measures dependence 

estimate directly without the time-consuming positive area analysis being done.  

 

 

It checks the amount of specific groups in a dataset by means of characteristic value 

explicitly, and measures dependency. Dependency estimate in this way allows us to keep 

away from the positive region, making DDC based selection feature algorithms appropriate 
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for regular and better datasets. In this way measuring dependency helps us to escape the 

positive zone, allowing DDC based choice function algorithms ideal for normal and better 

datasets.The planned method is an option Calculates regular optimistic region-based 

dependence, and a rough set-based dependence measure can be used safely in any selection 

of features algorithm. Calculation of dependencies in unsupervised datasets creates a major 

problem due to the absence of D. Complexity of code and time increases because D has to 

be inferred several times depending on the dataset size. Therefore, the DDC algorithm can 

determine dependencies by executing only two rules while evaluating a set of unique and 

non-unique classes based on attribute values.  Depending on the amount of the overall 

information set, the datasets were distributed into multiple subsets. The algorithm has been 

implemented in parallel on these subsets, so that execution time can be further reduced as 

seen in Table 4.4above. 

 

 

Table 4.5 : Accuracy Comparison 

Accuracy 

Datasets Feature 

Selection 

Methods 

# of 

Instances 

# of 

Features 

Accuracy  (%) 

Naïve 

Bayes 

XgBoost kNN 

Diabetes UDDC 768 9 96.2 98 91.77 

Univariate 768 9 76.62 78.35 69.69 

PCA 768 9 70.562 74.45 70.129 

Student 

Assessment 

UDDC 173912 5 93.1 95 90.5 

Univariate 173912 5 78.2 79.32 70 

PCA 173912 5 69.14 71.52 72.5 

Breast Cancer UDDC 569 32 95.17 96 90.45 

Univariate 569 32 82.7 84.5 80.4 

PCA 569 32 74.58 78.7 72.3 

Telecom UDDC 3333 19 93.5 94.74 89.2 

Univariate 3333 19 80.3 82.4 80.6 

PCA 3333 19 70.3 75.2 73.7 
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Figure 4.3: Accuracy Comparison  
 

 
 

 
 

Another comparison was drafted to assess the accuracy of proposed feature selection algorithm. 

In this method, we have selected feature selection techniques for unsupervised datasets. These 

techniques include; principal component analysis for feature selection and univarate feature 

selection along with proposed UDDC feature selection technique. These feature selection 

techniques were applied on five miscellaneous datasets taken from UCI machine learning data 

repository. With the help of these techniques important features were extracted on the basis of 

their scores. the extracted features were then passed to classifiers. The classifiers we used 

include; Xgboost, kNN and Naïve Bayes. 
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Table 4.6 : Execution Time of different techniques on different datasets 

 

Execution Time 

Datasets Feature Selection 

Methods 

# of Instances # of Features Execution 

Time  (s) 

Diabetes UDDC 768 9 6.75 

Univariate 768 9 19.4 

PCA 768 9 17.12 

Student 

Assessment 

UDDC 173912 5 14.1 

Univariate 173912 5 22.5 

PCA 173912 5 18.4 

Breast Cancer UDDC 569 32 4.73 

Univariate 569 32 14.7 

PCA 569 32 8.35 

Telecom UDDC 3333 32 9.1 

Univariate 3333 32 12.5 

PCA 3333 19 11.4 

Australian 

weather 
 

UDDC 142193 24 12.4 

Univariate 142193 24 40.4 

PCA 142193 24 26.7 

 

 

Results of the proposed DDC method are assessed and compare on the base of sorting accuracies 

on the condensed classifier datasets. The worth of K-NN is put to the square root of the sample 

data element. The table 4.3 presents the results of our comparison by displaying the names of the 
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datasets, feature selection techniques used for comparison along with proposed UDDC, the total 

no of instances and amount of features in the dataset and then the quantity of selected with each 

technique. The accuracy achieved with each classifier upon all datasets is also presented in the 

said table. 

 

It is observed from Table 4.3, that in most cases the proposed DDC method gives advanced 

categorization accuracy compared to the other method. The highest accuracy for DDC with 

XgBoost classifier is calculated as 98% then Univariate given second highest value of 78 % 

using diabetes dataset. Similarly, this trend can also be seen with other datasets as well.  

 

The suggested solution known as Direct Dependency Calculation measures dependence 

estimate directly without the time-consuming positive area analysis being done. It checks 

the amount of specific groups in a dataset by means of characteristic value explicitly, and 

measures dependency. In this way , dependency calculation allows us to keep away from the 

positive region, making DDC based selection feature algorithms appropriate for regular and 

better datasets. In this way measuring dependency helps us to escape the positive zone, 

allowing DDC based selection function algorithms ideal for normal plus better datasets. The 

planned method is an option to the predictable positive region-based dependence calculates, 

and a rough set-based dependence measure used carefully in feature selection algorithm. 

Calculation of dependencies in unsupervised datasets creates a major problem due to the 

absence of D. Complexity of code and time increases because D has to be inferred several 

times depending on the dataset size. Therefore, the DDC algorithm can determine 

dependencies by executing only two rules while evaluating a set of unique and non-unique 

classes based on trait standards.   

 

4.4 Time Complexity using Big O notation 

Big O notation is used to describe performance, or complexity, of an algorithm. Big O 

specifically describes the worst-case scenario and can be used to describe the execution time or 

space required for the algorithm 
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Table 4.7 : Time Complexity using Big O notation 

Step by Step Algorithm  Big-O  

U=1000     

df_=df[cols].iloc[:U]     

count=1     

final_dict=dict()     

scores_=dict()     

U_name='U'     

for D in df_.columns:  O(U)  

    # D='a'     

    if D!=U_name:     

        for x in df_.columns:  O(U
2
)  

            dic=dict()     

            if x!=U_name and x!=D:     

        for i,j in zip(df_[D],df_[x]):  O(U
2
)  

                    if (i,j) in dic.keys():     

                        dic[(i,j)]=dic[(i,j)]+1     

                    else:     

                        dic[(i,j)]=count     

                temp_df=pd.DataFrame(columns=['col1'])     

        for x1 in dic.keys():  O(U
2
)  

                    temp_df=temp_df.append({'col1':x1[1]},ignore_index=True)     

       

li=list(temp_df.col1.value_counts().reset_index(name="count").query("count 

== 1")["index"])  

   

                final_li=[]     

         for x2 in dic.keys():  O(U
2
)  

                    if x2[1] in li:     

                        final_li.append(x2)     

                sum1=0     

         for item in final_li:  O(U
2
)  

                    sum1=sum1+dic[item]     

                final_dict[x]=sum1     

        score=(sum(list(final_dict.values()))/U)/(len(df.columns)-1)     

        scores_[D]=score       

 

To compute the Big-O time complexity we will consider the highest degree term. Therefore, time 

complexity of proposed algorithm is: 

Big-O Time Complexity =O(U)+O(U
2
)+O(U

2
)+O(U

2
)+O(U

2
)+O(U

2
)+O(U

2
) 

                            = O(U
2
) 
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Chapter  5 

 

5 Conclusion and Future Work 

 

5.1 Conclusion 

 

In this research study, direct dependency class algorithm was implemented on unsupervised and 

unlabeled datasets for the purpose of characteristic selection based on rough set theory. The 

foremost goal be toward to reduce code complexity and execution time while calculating 

dependencies of attributes on each other in a given dataset. The attributes with maximum 

dependencies can be extracted for further processing methods in machine learning. Decision 

attribute has to be selected from the given conditional attribute set due to which execution time 

and algorithm complexity becomes a challenge. DDC is able to calculate dependencies of 

attribute for an assumed D from the conditional attributes dataset by utilizing two rules of 

determining unique and non-unique classes. The results show great improvement in provisions of 

feature selection accuracy and execution time with parallel processing. Parallel processing was 

also implemented in addition to further reduce the execution time of DDC algorithm.  

Direct dependency classes specify how dependency value change as new record is read in 

dataset. It means that reading a record belonging to unique class will increase the dependency and 

reading a record belonging to non-unique class will decrease dependency. 

 

In our research we have proposed unsupervised direct dependency class calculation feature 

selection algorithm that works for unsupervised dataset. Through this approach we do not have 

to calculate the positive region calculations as that is the time consuming effort instead we use 

direct dependency calculation to calculate the dependency measures. This helps in examining 

straight away the number of unique classes. This direct method is suitable for larger datasets as 

compare to positive region.  

 

We have proposed a direct dependency class calculation algorithm on unsupervised dataset, 
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which has not been done before. The main goal is to extract useful features, reduce the code 

complexity and execution time while calculating dependencies of attributes on each other in a 

given dataset. This technique successfully performs feature selection by using two set of rules of 

direct dependency calculation. To verify the reduced execution time and algorithm complexity 

we carried out the experiment on standard datasets take from the UCI library. The results show 

great improvement in conditions of feature selection correctness and execution time with parallel 

processing. UDDC provides the accuracy above 95% when checked with other algorithm of 

feature selection. 
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5.2 Future work 

 

 Collection of features helps the learning strategies to work more efficiently by reducing the 

impact of unnecessary knowledge to increase classification efficiency. Unlike controlled and 

semi supervised feature selection, unmonitored characteristic selection is deemed a a great deal 

tougher trouble owing to the difficulties of determining feature relevance[37]. 

 

In our research we proposed a non-supervised calculation of direct dependency class feature 

selection algorithm that works for unsupervised dataset. Our future research will attempt to 

refine our method's memory management to handle spare datasets better, the detail that it 

consider at that time. There are next few more problems related to this research to be addressed; 

We don't have sufficient former information regarding the bunch structure of the facts in 

Unsupervised Feature Selection. While some recent efforts have been made to analyze the 

stability of feature selection methods in the unsupervised contexts there is much effort to be done 

in this path. 

 

One big problem in Unsupervised Feature Discovery is to pick the appropriate features for 

troubles when both numeric and non-numeric features (mixed data) define data at the same time. 

Mixed data is very popular and appears in many real life problems.. like, industry, software cost 

estimates ,in medicines and health care system etc. 

 

However, as we saw in this study, the majority of the existing methods  has been considered for 

mathematical figures only. Unsupervised Feature Selection Approaches for mixed results can 

also be developed. 

 
Unsupervised feature selection base on rough set theory is  able to generate very effective results. 

The dependencies of feature illustrate how relevant and significant their inclusion is for future 

analysis. In this thesis, we aim to generate feature subsets based on their dependency calculations 

for unsupervised data sets. The datasets used were mostly numerical/ integer based whereas 

preprocessing was done on feature with real attribute type. Datasets with other attribute 
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characteristics were not suitable for hid type of algorithm where calculations are more numerical 

type data.  The algorithm can be further adapted for such datasets with diverse characteristics.  

There are several other unsupervised algorithms which aim to generate features base on rough set 

theory. There are other prospects for the extension of this research work where algorithm and 

proposed framework will be performed on more datasets and other techniques will be included 

for the purpose of feature extraction and optimization.  

 

In future, the goal would be to compare the results with other unsupervised feature selection 

methods and apply the proposed modified algorithm on larger datasets. 
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