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Abstract 

In the medical field, medical images are the visual representation of the organs and their 

functions. The medical images are used for finding the medical problems present in human 

being and highly trained professionals interpret these images into reports with a lot of time 

required in a day, as each report take around 4-6 minutes. Other than that, the reports were used 

to highlight the diseases, and writing a summarized report nowadays is very important for other 

inexperienced persons in understanding so that it can help them in better treatment. The 

automated summarization of radiology reports has tremendous potential. This operationally 

improve the diagnosis process of diseases. An image-text joint embedding extraction from 

chest x-rays and radiology reports, in producing summarized reports along with findings/tags 

will significantly reduce the workload of doctors and help them in treating patients. Because 

of the sensitivity of the process, the existing methods/techniques are not adequately accurate 

and limitation of data effects in training the models. Therefore, the generation of a 

summarization radiology report is an exceedingly difficult task. A novel approach is proposed 

to address this issue. In this approach, use pre-trained vision-and-language models like 

VisualBERT, UNITER, and LXMERT to learn multimodal representation from chest x-rays 

or radiographs and reports. The pre-trained model classified the findings/tags in the chest x-

rays (CXR) using Gated Recurrent Units as a decoder to generate a summarized report based 

on them. The Chest X-rays images and reports data are publicly available Indiana University 

dataset. There are also different methods for automatic report summarization and findings/tags 

classification from CNN-RNN-based models but mostly based on text or image only with less 

accuracy. The image-text joint embedding using the pre-trained models helps in more accurate 

report generation and improve performance in thoracic findings and summarized report 

generation task. Experimental results obtained by utilizing Indiana University (IU) CXR 

dataset showed that the suggested model attains the current state-of-the-art efficiency as 

compared to other existing solutions to the baseline. As evaluation metrics, BLEU and ROUGE 

have been applied along with AUC for findings/tags. The experiments are performed in 

multiple ways and the accuracy achieved in diseases findings is about 98%, BLEU score of 

0.35 and ROUGE score of 0.65 for the summarized radiology report.  

 

Key Words: Bottom-Up Top-Down (BUTD), Chest X-rays Radiology (CXR), Convolution 

Neural Network, Deep Learning, Gated Recurrent Units (GRU), Recall-Oriented Understudy 

for Gisting Evaluation (ROUGE), Visual Question Answering (VQA). 
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1 CHAPTER 1: INTRODUCTION 

In human life, the chest diseases are fatal and many people face common chest diseases like 

pneumonia, cardiomegaly, pneumothorax, effusion, etc. [1]. Chest X-rays (CXR) and 

Computed Tomography (CT) scans are used to diagnose the chest related diseases. The chest 

abnormalities are captured through these images and after a proper pathological process, the 

experts get the results in form of reports. An analytical examination conducted by a radiologist 

through a process finds the presence of abnormalities in the images. A radiologist concludes 

all the abnormalities in the form of a detailed report which is a textual representation of these 

abnormalities in the X-ray image of the patient. In the radiology report, the details about the 

condition of the chest, diseases, and other findings are written. The manual reports are shown 

in Figure 1.1. Writing a detailed report based on the finding from the images is a very difficult 

and time-consuming task. Along with that, the young doctors are not skilled enough to get 

understand reports. This can cause serious errors, so the radiologist converts the reports into 

summarized form for their understanding and also highlights the disease captured. The number 

of patients is much more than number of radiologists available. Especially, in the developing 

countries where large populations and fewer resources are more common. The problem is 

increasing day by day and countries like Pakistan have no better solution. The patients wait for 

their turn to get a report from a radiologist and this routine becomes a huge problem for both 

radiologist and patient. 

  

 

 

 

 

 

 

 

 

 

 

The interpretation of CXR in the form of text or radiology report is not efficient. Even for 

a specialist of respective field the interpretation is not efficient. The shortage of staff in 

Figure 1.1 Examples of X-Ray reports by a radiologist 
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hospitals or excessive load of work in the hospitals will also cause errors in radiology 

reports [2]. Also, being less experienced in their fields and excessive workload will result 

in errors in reports. Many are working in rural areas with few health care facilities and are 

unable to read and understand a radiograph and describe it in form of text. To better 

understand and describe a report following skills must need [1].  

(i) The icomplete iinformation iand iknowledge irelated ito ithe ibasic iphysiology iof 

ichest idiseases ialong iwith ithe irequired iinformation iof inormality ior 

iabnormality iof ithorax ianatomy. 

(ii) The iskills iand iability ito ifind ithe irelation iwith iother idiseases i (respiratory 

ifunction itests, itest iresults iand ielectrocardiograms). 

(iii) The iability ito iidentify ithe ivariations iin ithe iradiographs iwith iperiod iof itime. 

(iv) The iknowledge iof ipatient iclinical ibackground i(complete imedical ihistory). 

(v) The iability ito istudy iand ianalyze ithe ifixed ipattern iof iradiograph. 

Briefly, the summarization of medical reports along with highlighting the abnormalities is an 

unpleasant task especially for inexperienced medical professional while in some cases for 

experienced professionals as well. The proposed methodology is, therefore, derived from the 

motivation to improvise the diagnostic process of medical system. Automatic radiology report 

summarization improvises this system and helps medical professionals. The existing radiology 

report summarization approaches suffering from different problems. Similarly, the 

identification of thoracic findings from CXR and reports is not much focused. These limitations 

must be addressed to complete this task and give a better solution to tackle the problems. One 

of the limitations is a proper knowledge of the diseases which may appear as the white 

projections of some well-understood patterns on chest X-rays. After the understanding, the 

patterns of the language semantics for expressing it in a natural language for the layperson. The 

training of models in this kind of task is exceedingly difficult and time-consuming and the 

existing models do not focus on image-text joint embedding. Therefore, besides the challenge 

of the visual and language understanding, a model is required which can understand these 

patterns and translate them in form of a summarized radiology report and the similar models 

used for generating the thoracic findings from them. 

In comparison to the available methods, the proposed methodology presents a model to solve 

the problems of the visual and language representation. As a first step, the proposed model 

takes chest x-ray images and radiology reports as inputs. In the second step, the radiology 

reports are converted in form of findings or diseases with similar pre-processing use by TieNet  
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[36] and the feature extracted by the process of Bottom-Up and Top-Down approach (BUTD) 

[25]. In the third step, the pre-trained vision and language models like VisualBERT [9], 

LXMERT [10] and UNITER [11] used for the joint embedding and self-attention mechanism 

help in highlighting the most relevant parts of text and image. From that, the pre-trained models 

are implemented in two ways one for generating the findings as a Visual Question Answering 

(VQA) [12] and secondly, the desired summarized report is generated by using these pre-

trained as encoder and applying gated recurrent units as a decoder. The proposed methodology 

work on the self-attention mechanism. The suggested research methodology is motivated by 

the recent advancements in the vision and language joint embedding techniques, where the goal 

is to use image and text as joint input and generate results from them using multiple pre-trained 

models. 

1.1 Motivation 

In the medical field, doctors use mostly Chest Radiographs for the diagnosis and treatment of 

Lungs, Heart, and other chest-related diseases. According to many reports, the number of 

patients increasing day by day in our country and this alarming situation encourage us to find 

an automated way of generating findings/tags from reports and images, along with a 

summarized medical report that will not only save a lot of time of professionals as well as a 

milestone in the field of medical science. Also, some less experienced professionals can 

understand those detailed reports to get the exact disease and finding from the report, so this 

research helps to improve healthcare and is the key method for getting better results at lower 

costs. Therefore the proposed method is derived from the motivation to improve the 

performance of the system, to get more accurate and fast summarized radiology reports to 

correctly identify the disease based upon the patient chest x-ray images and reports. 

1.2 Problem Statement 

The main purpose of this research is to automatically generate the summarized content of a 

medical image using a pre-trained model which not only captures the diseases in an image but 

also must express how these diseases relate to each other. The existing solution does not 

implement the image and text joint using the pre-trained models which results in a slow process 

and lower accuracies. 

1.3 Aims and Objectives 
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The major objectives of the research are as follows:  

• To utilize pre-trained models for correct finings/tags and generate summarized 

reports. 

• To use pre-trained model VisualBERT, UNITER, LXMERT along with bottom-up 

approach as a common encoder.  

• To add classification and text generation head-on pre-trained models for tags and 

summarized report generation.  

• To compare our system with state-of-the-art Methods. 

1.4 Structure of Thesis 

This work is structured as follows: 

Chapter 2 covers the importance of the lungs, heart, and chest wall in the human body and 

their brief anatomy. It further discusses some possible diseases in them. 

Chapter 3 gives a review of the literature and the significant work done by researchers in the 

past few years for the automated generation of radiology reports and the summarization of 

reports along with tags/findings. 

Chapter 4 consists of the proposed methodology in detail. It includes pre-processing of images 

and using multiple pre-trained vision and language models for findings/tags and GRU for 

report summarization. 

Chapter 5 introduces the databases used for evaluation purposes. All the experimental results 

are discussed in detail with all desired figures and tables.  

Chapter 6 concludes the thesis and reveals the future scope of this research. 
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CHAPTER 2: CHEST ORGANS ANATOMY & THORACIC FINDINGS 

In the human body, there are many vital organs behind the chest like the lungs, trachea, heart, 

esophagus, and thoracic diaphragm. The lungs and the heart are major organs. The respiratory 

system runs through the lungs and vital organs that exchange oxygen (O2) and carbon dioxide 

(CO2) between the atmosphere and body. Heart means the life of a human. It is an organ that 

transfers blood throughout the body. The trachea (a tube) connect the larynx and bronchi in the 

body. Esophagus is also a tube but a larger one that has a key role in supplying food (water and 

food) to the stomach. This chapter will briefly cover the heart and lungs anatomy, imaging 

techniques, diseases related to them. 

 

2.1 Structure of Heart 

 

A heart in a human body is a four-chambered muscular organ. A pericardial sac covers the 

heart which is lined with parietal layers. It looks similar to a man’s closed fist. It is the center 

of the circulatory system of the body, which pumps blood. A heart is formed from three layers 

named epicardium (the outer layer), myocardium (the middle layer) and endocardium (the 

innermost layer). The heart cavity is divided into four different chambers Left atrium, Right 

atrium, Left ventricle and Right Ventricle. Each chamber receives a different kind of blood. 

The deoxygenated blood is received in the right atrium while oxygenated blood comes in the 

left atrium. The role is quite simple, it takes blood from two atria through the veins and supplies 

the blood in the body through both ventricles. A valve set is required to pump the fluid in one 

way. Atrioventricular is a valve between ventricles and atria that keeps the blood flow easier 

while semilunar valves are at the bases of the ventricles. One atrioventricular is tricuspid and 

the other one is bicuspid.  

A pulmonary semilunar valve is between the pulmonary trunk and ventricle (right). The 

semilunar valve is between the aorta and left ventricle. In contraction and relaxation of the 

heart, the backflow is prevented through atrioventricular. To prevent the blood flow back into 

ventricles the semilunar valves play their role. A double sort of pump work simultaneously 

means the heart ventricles and atria both contract and relax at the same time. Blood from the 

right atrium flows to the ventricle (right) which is supplied next to the heart in the lungs to get 

the oxygen. The lungs supply the blood to the left atrium which then moved into the left 

ventricle. After the process, the blood is supplied to the body. The supply of oxygen and 

nutrients is very necessary for a heart to work efficiently. The waste products are removed, and 
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oxygen is supplied through a vast number of blood vessels. The structure of heart is shown in 

figure 2.1. 

 

Figure 2.1 Structure of Heart [28] 

2.2  Imaging Techniques to Analyze Heart 
 

Heart imaging techniques are used to diagnose heart problems. A radiologist (cardiac 

specialist) interprets the medical images in the form of reports and diagnose the heart diseases. 

The imaging techniques can be of diverse types like Computed Tomography (CT) scans, X-

rays, and Magnetic Resonance Imaging (MRI) scans. The difference in imagining is shown in 

figure 2.2. The chest x-rays can also be helpful for heart disorder findings [41]. Normally the 

x-rays are taken from the front and side. A beam is thrown on the chest of a human using a 

machine and collects the details in the form of an image (x-ray). Through this, the shape and 

size of the heart are found easily. The chest x-rays can easily highlight the abnormalities in 

shape as well as in the heart of a person. The condition can also be identified through an x-ray. 

X-rays can easily detect any abnormality in heart size. Heart enlargement which is common 

cause of heart failure can detect through it. Constrictive pericarditis can be diagnosed by x-

rays.  

The pulmonary arteries narrowing and enlargement can easily tell about the blood pressure. 

MRI on the other side is a more beneficial tool in medical imaging. High strength magnetic 

waves use to take images of the body. Without using the ionizing radiation which is harmful 
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in some other cases, MRI cardiac help in diagnosing the heart-related issues. A small bed like 

system attached to a tunnel-like machine take scan and give output in form of images. 

 

(a)                                             (b)                                              (c) 

Figure 2.2 Medical Imaging of Heart (a) X-ray (b) CT Scan (c) MRI 

2.3 Structure of Lungs 

Lungs are imade iup iof isacks iof itissues, iwhose ilocation ilies iin ithe ichest's ithoracic 

cavity ibetween ithe irib icage iand idiaphragm. iIn iorganisms, ieach ilung iis ienclosed iin ia 

thin imembranous istructure iknown ias ithe ipleura, iand ieach iof ithe ilobes iis ilinked iby 

its icentral ibronchus, iwhich iis ia isignificant ipassage iof iair iwith ithe itrachea ialso icalled 

the iwindpipe iand ipulmonary iarteries iconnect iit ito ithe iheart. iOn ieach ilung's iinner 

side, ithe ihilum iis ipreset inearly itwo-thirds iof ithe idistance ifrom iits ibase ito iits iapex, 

and ithis iis ithe ipoint iwhere ibronchi, ipulmonary iarteries iand iveins, ilymphatic ivessels, 

and inerves iare ijoining ithe ilung. iThe iblood ireceives ioxygen ifrom ithe ilungs; ioxygen 

is iextracted ifrom ithe iair iand ifinally idelivered ifrom ithe ilungs ito ievery iindividual icell 

of ithe ihuman ibody. 

In ithe ichest, isince ithe ileft ilung ishares isome ispace iinside ithe iheart; itherefore, ithe ileft 

lung iis iusually iconsidered ismaller ithan ithe iright ilung. iAir iflows ithrough ithe iroute iof 

nose ior imouth iinto ithe irespiratory isystem iand igoes ito ithe itrachea ithrough ithe 

pharynx. iThe iair imoves ithrough ithe itrachea iunless iit isplits iinto itwo ibronchi ithat 

connect iwith ithe ilungs. iThree ilobes iare ipresent iin ithe iright ilung, iwhereas itwo ilobes 

are ipresent iin ithe ileft ilung, ias ithe isize iof ithe ileft ilung iis ismaller icompared ito ithe 

right ilung. iThe ibronchi ibreak ifurther iwithin ieach ilung iinto iseveral itinier iair ipassages 

known ias ibronchioles, isignificantly iexpanding isurface iarea. iGrowing ibronchiole iends 

with ian iair isacking icluster itermed ias iveoli. iThe igas iexchange ioccurs iwith ithe 

bloodstream iin ithe ialveoli, iwhich icontains ivarious icapillary iveins iin itheir iwalls. 
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Typically ilungs icontain isome iair iafter ibirth, iand ithey iare ilight, iflexible, ifibrous, iand 

soft iorgans. iThey iwould ifloat iin iwater iupon ibeing isqueezed iwhen ihealthy, iand iif 

diseased, ithey ishall isink. iMoreover, iexcluding irespiratory ifunctions, ithe ilungs iare ialso 

involved iin iperforming iother itasks iof ithe ibody, iincluding iabsorption iand iexcretion iof 

alcohol, iwater, iand iother ipharmacological ifactors. 

The structure is shown in Figure 2.3. 

 

Figure 2.3 Structure of the lungs [29] 

2.4 Imaging Techniques to Analyze Lungs  

Medical iimaging iis ia iwell-known itechnique iused ifor ithe ivisual irepresentation iof ithe 

ibody ifor imedical ianalysis. iThe idifferent itypes iof imedical iimaging iare iX-rays, 

iComputed iTomography i(CT) iscans, iMagnetic iResonance iImaging i(MRI), iand 

iUltrasound i(Figure i2.4). iChest ix-rays iinclude ia iclear ioverview iof ithe iheart: ithe 

icardiovascular iorgan iand imain iblood ivessels, iwhich ican itypically ishow isevere ilung 

idisease iin ineighboring iareas, ior ichest iwall, ilike iribs. 

For example, most cases of pneumonia, lung tumors, chronic obstructive pulmonary disease, a 

collapsed lung (atelectasis), and air (pneumothorax) or fluid (pleural effusion) can be found in 

pleural space by the help of X-rays. Plain film radiography is a kind of radiations which, when 

passing through the body, produce an image on the x-ray film according to the density of 

striking objects.  

The radiations that pass through the objects strike the film and burn it that makes the film black. 

Bones appear whitest; as they are dense enough to absorb almost all the radiations, so very few 
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radiations pass through them and hit the film. Soft tissues such as muscles appear grey, and 

air/gas seems black. The bodily images, which are 360o cross-sectional, are provided with the 

help of plain film radiography. Magnetic Resonance Imaging produces details of body parts 

without the use of radiations by combining a strong magnetic field with radio waves and 

advanced computer systems. Ultrasound gives the internal structure of various parts of the body 

using sound waves of frequencies higher than the human audible range. It is significantly used 

for the detection of fluid present in pleural space. When a needle is used for fluid removal, 

ultrasonography can be used as guidance. Pneumothorax is also diagnosed through bedside 

technique. A material that can be seen on x-rays (called a radiopaque contrasting agent) can be 

administered intravenously or delivered by mouth during CT to help explain some chest 

anomalies. More advanced CT procedures are the high-resolution CT and helical (spiral) CT. 

Mostly CT scans and x-rays images are used for the analysis of lungs. X-ray images are 

preferred over CT scans because CT scan imaging uses a high dose of radiation, while x-rays 

use a low quantity of radiations, and it is a fast and reliable method. 

The CT angiography makes use of a radiopaque contrasting agent inserted into an arm vein to 

create a picture of blood vessels, such as the pulmonary artery that carries blood to the lungs 

from the heart. CT angiography is usually performed to treat blood clots in the pulmonary 

artery (pulmonary embolism) instead of nuclear lung screening. High detailed images are 

produced by MRI, which are particularly helpful when the doctors suspect blood vessel 

abnormalities like an aortic aneurysm in the chest. MRI also takes a longer time to do, however, 

and is more costly than CT. In a pulmonary artery, injection of contrasting radiopaque agent 

by a thin, long catheter tube passing through a vein in the heart and after that in the pulmonary 

artery is done, known as pulmonary artery angiography. Positron emission tomography can be 

used during the doubt of cancer [14]. Various metabolic rates of malignant as compared to 

benign tissues are dependent on this imaging radiographic procedure. 
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           (a)           (b)            (c)           (d) 

Figure 2.4 Medical imaging techniques (a) CT scan (b) MRI (c) Ultra-sound (d) X-ray 

2.5 Thoracic Findings 

There are many diseases which can be identified though a chest x-rays. The radiograph of each 

is different showing a specific pattern. Some of the pattern are shown in x-ray images. On a 

larger scale the irregular patterns can recognized as Atelectasis , Infiltration, & Consolidation, 

Cardiomegaly, Pneumonia, Nodules & Masses, Pleural effusion, Pneumothorax, Edema, 

Emphysema, Fibrosis, Pleural Thickening and Hernia [59], [18]. The detail of the some 

patterns is described below. 

2.5.1 Atelectasis 

Atelectasis is commonly known as the reduction in all or some parts of lungs. It is also named 

as Lobar Atelectasis. When alveoli (tiny air sacs) deflated in the lungs or filled with a fluid 

named as alveolar fluid. Mucus plug is one of the reason of this problem. The mucus plug 

grownup in the airways. After a person gone through a surgery, has not been able to breathe 

normally. The main reason is the use of such medicines during surgery while suctioning the 

lungs make the lungs clear. The mucus plugs most common in less age. One of the other reason 

behind Atelectasis is inhaling a small object like almond or peanut, most commonly by 

children. Another reason is the growth of abnormal tumor inside airway. Lung diseases like 

asthma and bronchiectasis or weak breathing capacity are major factors of this disease. 

Atelectasis is most common complication occur while breathing. This is often associated with 

abnormal displacement of fissures, vessels, bronchi, heart, and diaphragm. It can directly effect 

the breathing system. Atelectasis can be of two kinds one is Linear Atelectasis and second is 

Round Atelectasis. Round Atelectasis is fibrotic and thickened interlobular septa which is 

round collapsed. Linear Atelectasis is thickening of a focal area. The thickness may reach to 1 
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centimeter in size. There are different signs like Cough, difficult in breathing and shallow and 

rapid breathing.  

 

 

 

 

(a) 

 

(b) 

Figure 2.5 Atelectasis of (a) right lobe (b) left lobe [31] 

2.5.2 Infiltration & Consolidation 

Consolidation (or air-space opacity) represents a condition in which the air inside the alveoli 

has been substituted with an alternative material. That substance can be blood (pulmonary 

hemorrhage), pus (pneumonia), edema fluid, or tumor. It is recognized on a chest x-ray when 

one or more of the following features are seen: (1) vessels obscured by Ill-defined or irregular 

homogeneous opacity, (2) Lung / soft-tissue impairment system, (3) No volume loss, (4) 

Extends the fissure or pleura but does not cross it, and (5) Air-bronchogram. Consolidation 

may be present for the diagnosis of pneumonia. Consolidation includes some common signs 

like: 

1. On the affected side, thorax expansion is reduced upon inspiration.  

2. Increased vocal fremitus present on an affected side 



    
 

 

12 

3. Dull percussion is found on an affected side. 

4. Pleural rub and bronchial breath sounds can be present. 

5. An increase in vocal resonance 

Greater radiopacity is found in consolidated tissue, and it is a late-stage pulmonary 

complication. Figure 2.6 shows consolidation in different lobes of the lungs. 

 

(a)       (b) 

 

(c)      (d) 

Figure 2.6 Consolidation of (a) right upper lobe (b) right lower lobe (c) anterior segment of 

right upper lobe (d) left lower lobe [15]. 

2.5.3 Cardiomegaly 

Cardiomegaly is referred as enlarged heart. Normally this is not consider as a disease but a 

condition which refers to diseases. Through chest x-rays the enlarged hearts are identified and 

further test diagnose the actual condition which causing the heart enlargement. There are 

certain conditions that are causing the heart to enlarge, including  

• high blood pressure  

• heart valve diseases  
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• pulmonary hypertension 

• thyroid disorder  

• excessive input of iron in the body 

Sometimes the heart have to pump harder for the blood supply which can cause enlargement 

of muscles and eventually it weaken the heart muscles. The supply of blood is in regular pattern 

but sometime if the valve condition not well then an irregular heartbeat can cause enlargement 

in the heart. The supply toward the lungs is harder which can also cause the heart to enlarge. 

Thyroid disorders and low red cell count in the body can lead towards the enlarge heart. Enlarge 

heart leads toward many serious complications some of them are heart failure, heart murmur, 

blood clots and sometime death. 

 

(a) (b) 

Figure 2.7 Cardiomegaly  (a) Normal heart (b) Enlarged heart 

2.5.4 Nodules & Masses 

Nodules & Masses represent any space-occupying lesion, either solitary or multiple. They are 

mostly benign. The nodule is also known as "coin lesion" or "spot on the lung." A discrete, 

nearly circular opacity on a chest x-ray ranging up to 3 cm in size is defined as a nodule. A 

mass is essentially the same as a nodule but differs in size, as it is greater than 3 cm. 

There can be many causes of benign nodules, like many of them occur due to an infectious 

disease or inflammation in the lungs. Most infections occurring with nodules are not active like 

Mycobacterium tuberculosis and fungal infections like histoplasmosis, coccidioidomycosis, 

and aspergillosis. Nodules may be found actively or due to the formation of scar tissue. The 

non-inflammatory causes include rheumatoid arthritis, granulomatosis, or sarcoidosis. Figure 

2.8 points out nodules and masses on chest x-rays.  
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          (a)              (b) 

 

(c)          (d) 

Figure 2.8 Nodule and Mass (a) Nodule in left lung (b) Multiple calcified pulmonary nodules 

in right lung (c) Mass in left lung (d) Mass in right lung [18], [20], [32]. 

2.5.5 Pleural Effusion 

A thin membrane lines the inner side of the chest cavity called pleura that envelope the lungs. 

Their function is lubrication and facilitating respiration. Mostly, pleural space contains a small 

quantity of fluid, i.e., in the space which is present outside of the lungs between the pleural 

layers. Pleural space abnormalities include pleural effusion, pleural masses, pleural thickening, 

the air within the pleural space (pneumothorax), and pleural calcification. The most common 

among these is pleural effusion, which is often referred to as "water on the lungs." It is the 

existence of a substantial amount of liquid in pleural space. The effusion can range from 

minimal blunting to massive with a complete whiteout of the one side of the chest (hemithorax).  

Its symptoms usually include shortness of breath, dry cough, chest pain, pyrexia, and 

orthopnea.  
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Pleural effusion can be drained through the pleural drain, or chest tube thoracostomy can be 

done for making a small cut in the chest wall, and a plastic tube is placed in pleural space. A 

substance like doxycycline is injected in pleural space through a chest tube, and this substance 

helps the chest wall and pleura bind tightly to each other upon healing. This procedure can 

prevent come back from effusions in a lot of cases. The effusion may be transudative and 

exudative, depending on the protein content. The most commonly found causes of transudative 

(protein deficient) are congestive heart failure, cirrhosis, pulmonary embolism, and exudative 

(protein-rich) is lung cancer, pneumonia, kidney, or inflammatory diseases. Pleural effusion 

can also occur due to tuberculosis, pleural effusion, ovarian hyperstimulation syndrome, 

Autoimmune diseases and Chylothorax. 

Abdominal surgery, radiation therapy, and certain medications can also cause pleural effusion. 

It may also occur with certain kinds of cancers like lymphoma, breast, and lung cancer. 

Sometimes, the fluid itself can be a result of chemotherapy, or it may be malignant. Figure 2.9 

illustrates different examples of pleural effusion.  

 

         (a)             (b) 

 

         (c)           (d) 

Figure 2.9 Pleural Effusion (a) Left pleural effusion (b) Right pleural effusion (c) moderate 

left pleural effusion and subpulmonic effusion on the right (d) Massive Pleural effusion with 

mediastinal shift [15], [24]. 
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2.5.6 Emphysema 

Lungs are major part of respiratory system and a human can breath with the help of lungs. The 

air sacs sometime can be damaged due to excessive smoking of tobacco, air pollution and 

through chemical dust which can cause the shortness of breath (Emphysema). The weakness 

in the inner walls of the air sacs and ruptures create the bigger spaces which reduces the lungs 

surface area and it reduces the oxygen amount. The lungs takes oxygen and releases the carbon 

dioxide but the damage in alveoli can cause the air trapped and leaving no space for the fresh 

air. Emphysema patients also faces chronic bronchitis (inflammation of air carrying tubes in 

the lungs). Both can damage the lung tissues. The complications which may face the 

emphysema patients are  

• Pneumothorax 

• Heart Diseases 

• Bullae (Empty space in lungs)  

 

 

(a)                                        (b) 

Figure 2.10 Emphysema (a) Mild Stage (b) Severe Stage Emphysema  

The rise of chest related diseases especially coronary heart diseases enforce the researches to 

talk more and more about the diagnosis of those diseases. The importance of different parts of 

chest described in this chapter. The normal and abnormal conditions of different parts showing 

the serious consequences if someone failed to identify the effects or changes in the chest. These 

diseases are fatal for human life. The only way to save the life is to get identify these thoracic 

diseases and conditions of different parts to the professional. 
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2 CHAPTER 3: LITERATURE REVIEW 

In research, radiographs (specially the chest) are always an interesting field for researchers in 

medical imaging. Multiple imaging techniques are utilized nowadays but traditional 

radiography is still the initial modality for medical report generation. . Computed Tomography 

(CT) scans and Magnetic Resonance Imaging are the primary techniques for assessing and 

diagnosing particular parts of the body. In the last few years, several groundbreaking research 

types have been published on computer-aided diagnosis of heart and lung diseases. These 

diagnosis can used generate the automated medical report. Multiple approaches were proposed 

for the role of image captioning. We classified them in three major types/groups. The formation 

of template description is the first group which that on exploring and identifying the artifact 

results of attributes. This group also ensure the basic grammatical rules while exploring. The 

captions produced by these methods are considerably basic type and appeared correct in case 

of the grammar. But the major drawback of these methods are dependence on hard coded visual 

notions. This reduce the efficiency and variation. The second way casts the challenge as a 

problem of retrieval predicted on the presumption of providing similar caption on the same 

images. 

The main purpose is to get a collection of similar titled images from a huge database. The other 

purpose is to either transfer titles of similar images to a new paragraph directly or generate a 

new caption by joining candidate’s caption pieces based upon specific rule. The last one is 

completely based on deep learning methods. The last two groups and approaches have fallen 

out in favor of dominant method. In the past the research work only focused on neural networks 

and similar kind of models but no one focused on multimodal architecture. In recent years, a 

tremendous success has been made by self-attention models like transformers. The pre-trained 

models like VisualBERT, BERT, LXMERT and UNITER are used to achieve targets in 

classification and image and text combine embedding techniques improve the results. In this 

chapter, all valuable researches in this domain are summarized and the datasets used by these 

researches are in focus. 

Litjens et al. [22] methods of preference for analyzing the medical images highly accepted in 

learning algorithms deeply. The author reviewed the main detailed learning ideas which apply 

to medical picture analysis. The survey is based upon classification of images, segmentation of 

images, object detection and other roles on deep learning methods. Reports on each application 

area are given with thoroughly overview of pulmonary, cardiac, neurological, breast, ocular, 
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abdominal and musculoskeletal. The rightly reading of chest x-ray is an exasperating activity 

and the main reason is variation, variability and complexity in diseases and their treatment. 

One such example is CT scans available in Rubin et al. [30]. The chest x-rays dataset of 

MIMIC-CXR deep convolution neural network were trained to recognize several prevalent 

thorax disorders. Convolution neural network (CNN) models are analyzed and described for 

lateral and frontal chest x-rays. This gained much lesser consideration from previous programs. 

The researcher develop a clear prototype for viewing posteroanterior and anteroposterior 

(frontal). The frontal and lateral chest x-rays of a patient were introduced through a DualNet 

architecture which demonstrates the utility in improvising the efficiency against standard 

classifiers. According to Q. You et al. [33] Image captioning is in focus because of its 

importance in practical applications. The major challenge in image captioning is creating a 

meaningful description of the image. The previous approaches are not as good as required, the 

images converted in words or words used to caption images. But these models lacked in giving 

fine details and coherent description of images. The proposed method is top-down and bottom-

up approaches are combined and a new captioning model proposed in this paper. The Recurrent 

Neural Network use top-down features for getting global information and gets attribute 

feedback from bottom-up using attention mechanism. The feedback system in the algorithm 

predict more accurate words and fill the semantic gap between prediction and image objects. 

The CNN used to create global visual description and the input node give an overview of image 

content. A list of visual attributes or concepts get from attribute detector which corresponds to 

entry in dictionary. The features are used for caption generation in RNN [66],[67]. The input 

attention model assign a score to each attribute vector. The output attention model give 

attention score and designed to attend certain cognitive cues in feature vector, the extracted 

information from image most relevant to parsing existing words and predict words. The results 

shows that the proposed method of image captioning give better performance by combining 

the two approaches and extract more fine details of image with RNN. The model is able to give 

semantically important regions and switch more weights on those features which are more 

important according to task and gives better caption to the image. One of the major challenging 

task is Visual Question Answering, it requires more effective semantic embedding and fine 

grained visual understanding and the models neglect spatial context and high level image 

semantics. More effective semantic embedding and fine visual understanding is required D.Yu 

et al. [34]. A spatial encoding approach in which the context aware visual features are extracted 

from image using bidirectional RNN model. Joint learning in multi-level attention which 
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reduce the semantic gap from vision to language. Semantic Attention find the question related 

concepts from image. Using deep Convolution Neural Network train a concept detector, which 

define the concept as word. Context-aware Visual Attention fill the semantic gaps between 

images and questions, the question related region in image are find using fine tuned CNN 

model and get the relation between region and question on the basis of attention score. Joint 

Attention Learning add question vector into attended image features extracted from layers and 

use element wise multiplication to combine two types of attention together then joint feature 

into softmax layer to predict probability of answer. The highest probability candidate is the 

final answer. A novel method which combine visual and semantic attention to get automatic 

question answering. In past the textual attention is more focused but the proposed model exploit 

more concepts from the image. The proposed model implemented on different datasets and 

comparing the attention model with high level concepts without attention mechanism, the result 

shows that the model achieved high performance. In another work, A. Zaman et al. [40] work 

on Tuberculosis (TB), which is 2nd largest death disease after HIV [42], the main reasons of 

the death are late detection of this disease. The deadly disease effect the lungs. The detection 

of TB is through different process like skin test, DNA based test (very expensive) and using 

the x-rays analysis which is time consuming because of shortage of radiologist. Indiana 

University Chest X-ray dataset used in this research in which lungs are segmented through 

Random walker segmentation and selected features are extracted, then classified using SVM. 

Semi supervised segmentation using user based seed points and the segment the organ in the 

volumetric medical image. The color contrast based features extracted from the segmented 

parts and used for classification. Support Vector Machine is used for better classification. The 

results shows that the deadly disease can be easily detected using the chest x-ray and 

methodology shows 73% accuracy of the results which is decent percentage for the reliability 

of method proposed. The method reduced the workload on the medical system and through 

easy and early detection of disease save lives and early treatment. 

According to [21],[23], training representative computational models from data on medical 

images need vast sets of instructing data. For large quantities of data, voxel-level annotation is 

often impracticable. The substitute for manual annotation uses the immense quantities of 

information stored during the clinical procedure in image data and accompanying records. He 

first suggested a poorly supervised learning method to use semantic explanations as labels in 

reports to better classify tissue patterns in OCT imagery. They specify how accurate voxel-

level classifiers would be and how these details improve the performance of intraretinal SRF, 
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IRC, and regular retinal tissue classification. They suggest using a semantic representation of 

clinical results as a lesson objective, which is anticipated by a convolutionary  

neural network from imaging data. It is demonstrated how detailed voxel-level classifiers based 

on inadequate volume-level semantic definitions based on a collection of 157 volumes of 

optical coherence tomography (OCT) can be obtained. They illustrated how semantic 

information improves intraretinal cystoid fluid (IRC), subretinal fluid (SRF) and normal retinal 

tissue classification precision, and also how the learning algorithm relates semantic principles 

to imaging features and calculation. 

According to Tanti et.al. [8] the generative models are classified into inject and merge 

architecture. In the first type, the input given tokenized captions and images into a vector (RNN 

block) while in second type the captions are only input in the RNN block which merge the 

image and output. This learns effective mathematical models and procedures by strengthen the 

knowledge in medical field. This type of combination in which both image and text data used 

for report generation can leverage the model performance. According to S. Candemir et al. [3] 

The chest radiography are used in many disease diagnosing process like lungs and heart 

pathologies. Cardiomegaly an abnormal heart enlargement disease which increase the cause of 

heart attack. Cardiomegaly detection depends upon the limited number of radiologist and later 

detection have serious effects on life. Fine tune deep CNN architecture for cardiomegaly 

detection. Pre-trained model (CXR-based) to overcome the limited annotated data. The end-

to-end training to CNN architecture on NIH-CXR dataset which is then fine-tune the final 

layers of this model with limited cardiomegaly CXR. Low level features learn in earlier layers 

and more specific features to cardiomegaly from images. The disease with different level of 

severity detected through training a multi class classification system at different level. The 

Indiana dataset used to classify cardiomegaly images from all based upon the severity using a 

softmax probability. In this paper deep CNNs used for automatic detection of cardiomegaly. 

CXR based pre-trained models for pulmonary classification in CXR and tested for 

cardiomegaly classification. The results shows that the system confidence increases with 

severity in  distribution of each severity class and average probabilities. In another research 

work by S. Singh et al. [4] Without radiologist correct interpretation and complete 

summarization of medical images is very difficult task. The radiology practice is error prone 

due to limited number of radiologist and increasing number of patients. Automated system 

required which gives correct report based upon the medical image [44]-[48], provided. Encoder 

Decoder based multimodal machine learning  model proposed which can automatically 
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generate radiology reports from given images. The system identify the salient findings from 

the Chest X-rays using CNN and then fed into LSTM for generating a report. Chest X-rays 

image provided to convolution neural network which encodes the information in vector based 

image representation form. The encoded information passed through Recurrent Neural 

Network which act as decoder and generate a detail report based upon the vectored image. 

Transfer learning used to overcome the less annotated medical data which initialize pre-trained 

weights of the model that trained on large scale image classification dataset. The encoder-

decoder framework proposed give better results. The promising results achieved in experiments 

which generate the reports from images and reduce the workload of radiologists. The 

automated generated radiology reports from medical images show the effectiveness of 

proposed model. 

Table 3.1: Chest Radiology Dataset Description 

 

M. Sajad et. al. [6] Teeth have greater importance in human body but once they are infected 

diseases it gave a lot of pain. For dentists, the correct prediction of lesion and its type using a 

radiograph is very difficult and time consuming. Lesions are of different types and dental x-

rays are opaque, which required an expert and a lot of time to classify them. The treatment 

become useless if the lesion is not correctly diagnose. The research proposed a method to 
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automatically predict and make the diagnosis easier for dentist. Endo-perio lesions in periapical 

x-rays with two different experiments. First, the features extracted using Alexnet and trained 

on conventional classifiers like K-Nearest Neighbor and Support Vector Machine. In second 

the previous Alexnet model was fine-tunned on training data both with and without augmented 

data and used as feature extractor to classify using Softmax function. The fully connected layer 

which used for feature extractor and K-NN & SVM were trained. The results showed that the 

process made diagnosis process easier and faster in identifying type of lesions using periapical 

x-rays. The transfer learning and data augmentation technique used for classification. By 

performing two experiments the results showed that the SVM classifier trained on features 

extracted by retained model performed well. X. Huang et. Al. [7] Chest X-rays are now widely 

used to diagnose the diseases, but due to lack of expert radiologist the misdiagnosis is 

increasing which effects in correct treatment of patients. The radiology reports are generated 

based on radiology image but still there exist some problems in extracting features and 

generating report. The background information neglected in diagnosis process which also 

effects the correct report generation. Multi-attention encoder decoder model which receives 

images and generate its feature representation using a CNN and multi-attention module by 

paying attention on channel and spatial information. The background information fusion 

module encodes the patient’s background information. The decoding process generate the text 

using LSTM structure, first generate a series of high-level topic vectors representing the 

sentence and then generate a sentence based on each topic. The background information is fuse 

with word embedding. The incorporation of background information in model along with 

attention mechanism gives more effective results as compared to others. The model achieves 

state of the art performance by incorporating background information and enhancing the 

mapping between text and image entity position in report generation. Zhang et al. [5] presented 

a generalized framework to improve the factual correctness of summarization models. The 

framework evaluates the factual correctness of generating a summary by the fact-checking 

method. The model is implemented on radiology report datasets. The neural model training 

strategy helps in giving optimized and summarized results along with factual correctness. 

Factual correctness is a key requirement applied to two different datasets collected from 

hospitals. The improved performance was clearly shown via both human and automatic 

evaluation using factual correctness in summarized results. 

Machine learning has already been performed for many years by defining a sequence of many 

activities, including aligning phrases, reordering, and independently translating terms. But with 
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passage of time the advancement in using pre-trained model in image-text join embedding give 

state of the art performance. The medical images also perform better in these modeling 

techniques as compared to previous encoder decoder-based methods. 

Table 3.2: Literature Review on Image Captioning  

Author Year Model Type Dataset Metrices 

Baoyu Jing  
et al. [50] 

 

2018 CNN + 
MLC + 

Hierarchal 
LSTM 

 

Medical Report 
Generation 

IU X-Ray and 
PEIR Gross  

 

BLEU, 
METEOR, 

CIDER and 
ROUGE 

 
Liu G.        

 et al. [65] 
 

2018 CNN   + 
Retrieval 

Policy 
Module 

 

Medical Report 
Generation 

 

CX-CHR and 
IU X-Ray  

 

BLEU and 
ROUGE 

Z. Chen 
et al. [43] 

 

2020 Transformer 
Encoder + 
Decoder   

 

Detailed 
Medical Report 

Generation  
 

IU and 
MIMIC CXR 

 

BLEU, 
METEOR, 

and ROUGE  
 

MacAvaney 
et al. [49] 

2019 Pointer-
generator 
network 

 

Report 
Summarization 
in the medical 

domain 
 

MedStar 
Georgetown 
University 
Hospital 

 

ROUGE 
 

Zhang et al. 
[5] 

2020 Pointer 
Generator + 

Reward  

Report 
Summarization 

with factual 
correctness 

 

Stanford 
University 

Hospital and 
RIH 

ROUGE, 
Factual F1 

 

The proposed model has applied multiple pre-trained models (UNITER, LXMERT, 

VisualBERT) for learning multimodal representation from Indiana CXR radiograph and its 

associated report. The pre-trained model used in two ways to show the importance of using 

them 1) generate the thoracic findings as a classification task, the entire process is based on 

self-attention mechanism. 2) The joint image text embedding input in pre-trained models and 

the results used for generation of automatic summarized report using GRU based model as 

decoder which is shown in next chapter. The main contributions of the proposed research in 

the summarized medical report generations are: 



    
 

 

24 

• A novel model that provides solution for the problems with more advanced and fast 

modelling techniques using pre-trained model in learning and classification of thoracic 

findings and GRU for automatic report summarization. 

• The proposed method uses the joint image-text from text only embedding, gives a better 

performance by using the pre-trained models as compared to train models from scratch. 

• Finally, substantial experiments on Indiana University Chest X-rays dataset have been 

demonstrated the significance of our proposed method.   
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3 CHAPTER 4: METHODOLOGY 

The prior chapter has thoroughly discussed the research conducted in the relevant subject. In 

this chapter, the methods are explained clearly. This chapter presents a detailed methodology 

for automatic generation of findings/tags and report summarization using pre-trained models 

and also include the detailed mathematical equations and their association with each other and 

how they are working and applied in model. Starting from the mathematical model involved in 

the entire process and later discussed the detailed methodology of the proposed architecture.  

4.1 Mathematical Model 

A probabilistic model is proposed to produce the summarized text report by using joint 

embedding. Recent achievements in the domain of machine learning shows that the strong 

model of text summarization give state-of-the-art results by explicitly optimizing the 

probability of successful translation, provided by joint embedding sequence both for training 

and inference. Such models use pre-trained models that converts the variable size input of 

encoder to fixed size vector. The fixed size vector is then used as input to decoder part that 

converts this into a meaningful sequence of words. Thus, in our proposed model the variable 

size input is text and CXR which combined and use as joint embedding, the pre-trained model 

is used as encoder and GRU used as decoder for summarization part. While the same process 

repeats but the classifier head added on top of encoder part output the thoracic findings. The 

main objective is to directly maximize the likelihood of accuracy of summarized medical report 

as described initially by the radiologist. This is achieved by mathematical formulation 

represented in equation 1. 

 

ℒ(𝜃) =  − ∑ log 𝑝𝜃(𝑦𝑡| 𝑦<𝑡
𝑛
𝑡=1 , 𝐻)     (1)   

 
In the above equation, 𝜃considered as the model parameter, and 𝜃 is learned by maximizing 

the likelihood of observed sequence. 

4.1.1 Visual Feature Embedding 

As we discussed above the input CXR image pre-process through bottom-up feature extractor 

and get the 36 objects. Given an image v, the visual feature obtained from bottom-up attention 

layer as: 

𝒗 = {𝑣1, 𝑣2, 𝑣3, … … , 𝑣𝑘 } , 𝑣𝑖 ∈ 𝑅𝑐     (2) 
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The location or position of features are also important factors extracted as: 

𝒙 = {𝑥1, 𝑥2, 𝑥3, … . , 𝑥𝑘}, 𝑥𝑖 ∈ 𝑅𝑐                 (3) 

here k indicates the number of visual features and c the hidden dimension size. The final visual 

features  

𝒗̃ = {𝑣̃1, 𝑣̃2, 𝑣̃3, … … , 𝑣̃𝑘 }                            (4) 

𝑣̃𝑖 =  𝑣𝑖 + 𝑥𝑖+ 𝑇𝑣                                 (5)   

here  𝑇𝑣 is a semantic vector shared by all visual features to differentiate them from language. 

4.1.2 Text Embedding 

Language or Text feature embedding is performed through similar processing as used by BERT 

model to encode the textual information. A given text is split into sequence of tokens using 

WordPiece tokenizer [55]. The tokens are then converted into a vector which is represented as: 

𝑤 = {𝑤1, 𝑤2, 𝑤3, … … . , 𝑤𝑁}, 𝑤𝑖 ∈ 𝑅𝑑   (6)  

here d is embedding dimension size. The position vector p is represented as: 

𝑝 = {𝑝1, 𝑝2, 𝑝3, … … . , 𝑝𝑁}, 𝑝𝑖 ∈ 𝑅𝑑     (7)  

The final language feature embedding is obtained as follows: 

𝑤̃ = {𝑤̃1, 𝑤̃2, 𝑤̃3, … … . , 𝑤̃𝑁}               (8)  

𝑤̃𝑖 = 𝑤𝑖 + 𝑝𝑖 + 𝑇𝐿                               (9) 

Here 𝑇𝐿  is a semantic vector shared by all text features to differentiate them from visual 

features. 

4.1.3 Joint Embedding 

The joint-embedding implemented after obtaining the visual and language embedding, the 

input sequence is constructed by concatenating them. The joint embedding uses some tokens 

[SEP] and [CLS] to the joint embedding block as: 

𝑯 = { [𝐶𝐿𝑆], 𝑣̃1, 𝑣̃2, … 𝑣̃𝑘, [𝑆𝐸𝑃]𝑣, 𝑤̃1, 𝑤̃2, … . . , 𝑤̃𝑁, [𝑆𝐸𝑃]𝐿} (10) 

The joint-embedding vector is used by the model to get the output results.  

4.2 Bottom-Up Top-Down Approach 

In modern computer vision systems, visual attention mechanisms are known as key 

components. These attention mechanisms are inherent part of expectational achievements in 

almost every field like image captioning, object detection and many more fields. The bottom-

up and top-down approach takes the visual attention one step further and achieved 
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expectational performance on different datasets for image captioning and visual question 

answering. The attention mechanism is generally divided in two major groups 

Detection Proposals: Faster R-CNN proposals commonly known as detection proposals. The 

region of interest pooling (utilizing single feature map) operation works on attention 

mechanism which enables the detector second stage to work only with the relevant feature. The 

main drawback of this approach is that these proposals are not able to use any information other 

than that, which may be extremely useful for better classification. 

Global Attention: The entire feature map re-weight in global attention which learned 

according to attention heat maps. But the major drawback in this approach is the no usage of 

information of the object in attention map generation in the image. 

Bottom-up and top-down approach consider these approaches and overcome their drawbacks. 

This approach neglects the global feature mapping and generate the attention maps by region 

proposed network. This difference in detection mechanism is shown in diagram. 

The bottom-up and top-down approach Faster R-CNN generate the 36 top proposals and 2048 

feature map generated by region of interest pooling. The pooled feature map averaged in a 

single feature map. The single feature map input into an LSTM attention and gets and output a 

vector of size 36. The feature map is calculated in next step after summing all the feature maps 

in pool. The feature maps used an input for next network which perform the task. In this 

approach the LSTM generate the image captions for an input. This method of attention is 

extremely useful for many domains. The other models using only top-down attention only 

aggregates the features from all layers in the image and use average weight for weighting. The 

bottom-up attention use more modified version of Faster R-CNN to predict the object class and 

attribute class from dataset. 

4.3 VisualBERT 

Bidirectional Encoder Representations from Transformer (Devlin et al) is a form of transformer 

with subwords and objective of language modelling. Subwords (input) mapped to a set (E) 

taken from three parts token embedding, position embedding and segment embedding. The 

position embedding highlights the position of token and segment embedding specifies the 

segment pair. This input passed through transformers layers which is build up with 

contextualized representation of subwords. The model trained in two step one is pre-training 

and other is fine tuning. Pre-training segment include masked language modelling (MLM) and 

next sentence prediction. In the MLM, some parts are randomly replaced with special tokens 
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[MASK] while others remains same, in next sentence prediction two consecutive sentences 

identified through model. The model is fine tuned for a specific task from pre-trained 

parameters and task specific objectives gained. 

 

Figure 4.1 VisualBERT Architecture 

A simple model for a vision and language task with more flexible framework. VisualBERT 

consist of transformers which align elements of an input image regions and text through self 

attention. The mechanism is based on self attention within the transformer. A visual embedding 

set introduced in this model along with all the components of BERT model for image 

modelling. For every f ∈ F there is a bounding region in the image, taken from object detector. 

Each visual embedding computed from multiple embeddings firstly from a visual feature 

representation of bounding region which is computed by CNN represented as fo, secondly a 

segment embedding of image represented as fs and thirdly a position embedding for alignment 

between the bounding regions and words which are input and set for the sum in position 

embedding according to align words (fp). The multi-layer transformer input with visual 

embedding and set of text embedding for model to find useful information and relation among 

the sets and new representation is developed. 

4.3.1 Training 

VisualBERT model training is very much similar to BERT, but a difference is visual and 

language combine learning. The training procedure has three phases  

• Task-Agnostic: VisualBERT train with two objective one with MLM with the image 

and some text parts as input, to predict the mask word keeping their respective image 

region without masking. There are multiple captions associated with a single image. 



    
 

 

29 

There may be one caption which represent the image well then other. The model trained 

to identify such captions which are more associated with the image and neglect the 

others.  

• Task-Specific: A downstream task to train model using the data with MLM for image 

objective. A new domain to target as compared to previous one. 

• Fine Tuning: VisualBERT and BERT model has same fine-tuning step, based on 

specific task along with its inputs and outputs and the objectives all introduced and 

trained to get maximum performance from the transformer.  

4.4 LXMERT 

Vision and text reasoning demands an understanding of language semantics and visual 

concepts and relationship among them. Learning Cross-Modality Encoder Representations 

from Transformers commonly known as LXMERT a framework which learn the relations 

between these vision and language modalities. The model is based on three encoders: 

(1) A language encoder 

(2) An object relation encoder 

(3) A cross modal encoder  

In this framework, a large-scale transformer is build using these encoders. The model has the 

capability to connect vision and language semantics, and pretrain the model with huge dataset 

containing the image and sentence pairs. In making model ability to link the semantics (vision-

language) based on five pre-training assignments to learn the connection not only among them 

but also in cross modal relations: 

(1) Predicting mask object (label classification) 

(2) Predicting mask object (feature regression) 

(3) Masking Language model 

(4) Cross modal matching 

(5) Question Answering (image based) 
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Many researchers work on developing a model for visual understanding and show their 

effectiveness on large vision datasets. The models designed are backbone for understanding 

the different task using pretraining and fine tuning of models. LXMERT model is develop and 

inspired from bidirectional encoder representation transformer popularity. Cross modal 

alignment between language and vision learned through LXMERT which is different from 

BERT single modality masked language modelling. The masked features predicted through 

multi-modality pre-training.  

A cross- modality model with both cross and self attention mechanism work for natural 

language processing. The image and text both input into the model and pass through the 

attention layers to answer the question and representations from the given input. The LXMERT 

architecture is shown in figure 4.2. The architecture is based upon embedding (input), object 

relation encoder, language encoder, cross-modality encoder, and outputs. 

4.4.1 Embedding 

The image and text input into the model which pass through embedding layers and converts 

the inputs into a sequence of features. The embeddings features are of two type one is word-

level embedding of sentence and second is object level embedding of image. After getting these 

embedding features then passed to next encoding layers. 

Figure 4.2 LXMERT Architecture 
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Figure 4.3 LXMERT Embedding 

4.4.1.1 Word Embedding 

The language or text input are sentences which are divided or split into words. The words are 

split in length ‘n’ of words x1, x2,…,xn through word tokenizer. The words along with index 

are projected to vectors. These words are projected by embedding layer which then added to 

index aware embedding.  

𝑥̂𝑖 = 𝑊𝐸𝑚𝑏𝑒𝑑(𝑥𝑖)     (11) 

𝑦̂𝑖 = 𝐼𝑛𝑑𝑒𝑥𝐸𝑚𝑏𝑒𝑑(𝑖)              (12)   

           𝑧𝑖 = 𝐿𝑎𝑦𝑒𝑟𝑁(𝑥̂𝑖 + 𝑦̂𝑖)   (13)  

Here 𝑥̂𝑖  is the word and 𝑖 is the index and 𝑦̂𝑖  represent the index embedding.  

4.4.1.2 Image Embedding 

The image objects are represented by the position features named as bounding box and its 

2048-d dimensional region of interest feature. The convolutional network feature map is not 

used in finding the features of objects in image embedding. The object detection finds n objects 

y1, y2,…..,yn, region of interest features 𝑎̂𝑗and bounding box 𝑝̂𝑗from the image, 𝑒𝑗represents 

the addition of two fully connected layer. 

𝑎̂𝑗 = 𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚(𝑊𝐹𝑎𝑗 +  𝑏𝐹)        (14) 

𝑝̂𝑗 = 𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚(𝑊𝑝𝑝𝑗 +  𝑏𝑃)        (15) 

                𝑒𝑗 = (𝑎̂𝑗 +  𝑝̂𝑗)                                       (16)                
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For masking object prediction task both spatial and positional information is necessary. The 

image embedding and attention layer both are agnostic to absolute indices of inputs, so the 

order of object is not specified. 

4.4.2 Encoders 

The encoder used in LXMERT are three, one is language encoder and the second one is object 

relationship encoder and the last is the cross-modality encoder. These encoders are built on self 

attention and cross attention layers.  

 
Figure 4.4 LXMERT Encoders 

4.4.2.1 Language and Object Relation Encoder  

The inputs passing through embedding layers passed through transformer encoders, both work 

on single modality. In comparison to BERT model which only use language transformer 

encoders, LXMERT applied to both vision and language task. 

4.4.2.2 Cross Modality Encoder 

 In the cross modality encoder, each layer consist of one bi-direction cross attention, two self 

attention and two feed forward sub-layers. In the last layer the bi-direction cross attention sub 

layer is applied first containing the two unidirectional (vision to language and language to 

vision) cross attention sublayer. The context vectors and query are outputs of the layer. In cross 

attention the information is exchange and two modalities are aligned in order to learn joint 

cross modality. 

4.4.3 Pre-Training & Fine Tuning 

LXMERT model pre-train on different modality (cross) pre-training tasks for better 

initialization and vision and language connections. The masked language model is similar to 
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BERT model which randomly masked words with probability of 0.15 and the model predict 

the masked words. As compared to BERT the model predicts the masked words from text and 

image using cross modality model architecture. This can help in building the relations and 

connections from language to vision and vision to language modality. The masked object 

prediction pre-train by masking (ROI features) objects randomly. The model predicts the 

properties of masked objects and work similarly to the masked language model, predict from 

image to text and text to image (cross modality). The region of interest feature regression and 

label classification task are performed for cross modality specification. The regression of object 

features and detected label masked the objects with cross entropy loss. 

Fine tuning is robust, and few changes required in model for specific task. A learning rate of 

1𝑒−5/ 5𝑒−5, a batch size of 32 and 4 epochs to fine-tune the model. 

4.5 UNITER 

In human life multimodal learning is generally present. The human being analyses different 

content in different ways, whether through text, audio, or images (visualization) etc. The 

learning through multiple modes give human an experience. Multiple modes combination for 

a learning is simple example to explain multiple modalities interaction. The researcher inspired 

from this, started work on machine learning for understanding multiple modes on datasets and 

task. In the start, multimodal tasking just works for image and audio task but later on focus 

different modalities for task like Visual question answering, Image text retrieval and reasoning 

for text, images, and audio. Before multimodal tasking, unimodal tasking was explored and 

good representation extracted from modalities (Word2Vec and GloVe used to generate 

embeddings for text and for image features extraction convolutional neural network). The 

major problem is using unimodal features in multimodal tasking. Many researchers tried to 

resolve this problem and multiple solutions of join representation also available but they all 

work for a specific task and no one focus on generalized model for different task.  

UNITER model came with all the solution and more generalized joint embedding for images 

and text. It works on self-supervised learning similar to BERT which ensured the embedding 

is more generic. The image and text jointly trained in this model with millions of pairs of 

datasets. The model architecture is shown in figure 4.5. The model using WordPiece tokenized 

sentence along with word position information to extract all text features and Faster R-CNN 

along location information to extract the image features. After extracting all the features, 

passed through multiple layers of transformers to learn the join embedding.  
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In self-supervised training, the main objectives. These task have input (x, r) where x is the 

paired text and r is image region and a trainable parameter θ.  

4.5.1 Masked Language Modeling 

In masked language modeling the input text is masked with a token [MASK], and the 

probability of masking is about 15%. The main objective is to predict the masked words based 

upon the image regions and sentence. The masking is done by reducing the negative log 

likelihood as given in equation where 𝑥𝑚is the masked word and x/m are surroundings words. 

ℒ𝑀𝐿𝑀(𝜃) =  −𝐸(𝑥,𝑟)~𝐷𝐿𝑜𝑔𝑃𝜃(𝑥𝑚|𝑥\𝑚, 𝑟)          (17) 

4.5.2 Image Text Matching 

In Image-Text matching the token [CLS] is appended in the beginning of the text input and it 

captures the joint context of input text and image, similar to BERT model [CLS]. This token 

is used to measure the score of the image and text matching level. A binary cross entropy loss 

used to optimize this positive negative input pairs.  

ℒ𝐼𝐿𝑀(𝜃) =  −𝐸(𝑥,𝑟)~𝐷[𝑦 log 𝑠𝜃(𝑟, 𝑥) + (1 − 𝑦) log(1 − 𝑠𝜃(𝑟, 𝑥)]               (18) 

Figure 4.5 UNITER Architecture 
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Here the value of y is set to be 1 for positive pairs and zero for negative pairs. 

4.5.3 Masked Region Modeling 

In masked region modeling the regions are filled with zeros instead of [MASK] and the 

image features are continuous making impossible to max the log likelihood. Therefore, in 

UNITER masked region modeling has three different objective functions which fit in normal 

equation. 

ℒ𝑀𝑅𝑀(𝜃) =  𝐸(𝑥,𝑟)~𝐷𝑓𝜃(𝑟𝑚|𝑟\𝑚, 𝑥)                                               (19) 

Similar to masked language modeling here 𝑟𝑚is the masked image regions and r\m are 

surrounding regions. 

4.6 Comparison of Pre-trained Models 

As we discussed and implement multiple pre-trained models to show the importance of using 

them as compared to CNN-RNN based models. Here is just a brief comparison of all 3 pre-

trained models. Initial processing is similar in all, but the only difference is number of 

transformer (BERT) layers. All pre-trained model uses the same input embedding scheme but 

the way they use in layer to get the image text joint embedding to generate the required outputs. 

Table 4.1: Comparison of Pre-Trained Models  

Model Pre-Training 

Task 

Text 

Embedding 

Visual 

Embedding 

Transformer 

Streams 

BERT Layers 

VIsualBERT MLM, ITM, 

Task specific 

Pre-Training 

WordPiece BUTD Single 12 

LXMERT MRM, MLM, 

IQA, ITM 

WordPiece BUTD Double 9 (language) 

5 (vision) 

5 (cross) 

UNITER WRA, ITM, 

MLM, MRM 

WordPiece BUTD Single 12 

 



    
 

 

36 

4.7 Visual Question Answering 

In natural language processing and computer vision one of the most interested problems is 

visual question answering (VQA) which gathered huge amount of interest from natural 

language processing, computer vision and deep learning. In visual question answering the 

algorithm is to answer the text-based question about the image provided. The questions can be 

of any kind depending on the problem in computer vision.  

• Attribute classification 

• Object detection & recognition 

• Object Count 

• Scene based classification 

The complex problems like relationship between image objects and text can be asked through 

this algorithm. The information extracted from the image based upon the text provided are in 

details from the whole image. VQA model is capable of solving wide range of problems in 

computer vision. 

4.7 GRU Decoder 

GRU is very famous variant of Recurrent Neural Network which is commonly known as 

improved LSTM. The GRU decoder perform similarly to LSTM model, but GRU is much 

cheaper in computation as compared to LSTM. The GRU decoder architecture is shown in 

figure 4.6. At every time step a decoder output the probability over the target based upon the 

previous generated word. The probabilities are generated by encoder annotation H, previous 

generated word 𝑦𝑡−1 and internal state 𝑠𝑡−1. 

𝑦𝑡 =  𝑓𝑑𝑒𝑐(𝑦𝑡−1, 𝑠𝑡−1, 𝐻)          (20) 

Decoder function 𝑓𝑑𝑒𝑐 consist of two things first is the conditional GRU and second is the 

bottleneck function. 

𝑠́𝑡 = 𝑓𝑔𝑟𝑢(𝑦𝑡, 𝑠𝑡−1)               (21) 

𝑐𝑡 = 𝑓𝑎𝑡𝑡(𝑠́𝑡, 𝐻)                      (22) 

𝑠𝑡 = 𝑓𝑔𝑟𝑢(𝑠́𝑡, 𝑐𝑡)                    (23)  
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The bottleneck function project the conditional GRU output into probabilities over the target 

vocabulary. 

𝑏𝑡 = tanh (𝑊𝑏𝑜𝑡[𝑠𝑡, 𝑐𝑡]          (24)   

𝑦𝑡 = softmax(𝑊𝑝𝑟𝑜𝑗𝑏𝑡)        (25)   

Here W is the mapping matrix. The 𝑦𝑡 project the probabilities of words in sequence. GRU 

connections are shown in [13]. The proposed model used transfer learning approach to train 

architecture, to efficiently extract the features from the input images (CXR). 

 

 

 

 

4.8 Training 

The model is trained for two different results to show the importance of using transformer 

based pre-trained models. The initial processing is same for all the models, but the end results 

are different because two different ending gave different outputs. The classifier head added on 

encoded part of pre-trained model used to get the thoracic findings from the model while the 

GRU based decoder added to get the summarized textual report from the inputs. The step-by-

step working is shown in chapter 5 while the complete processing is shown in figure 4.7. The 

model fine-tuned for 6 epochs and weights are added, including a batch size of 16 while the 

learning rate is 5e-4. 

 

 

Figure 4.6 Gated Recurrent Units (GRU) Network Architecture 
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Figure 4.7 A complete and combined model of pre-trained encoder and followed by Classifier 

and GRU to get required outputs. 

           

 

Enlarged pulmonary 
arteries. Clear lungs. No 
displaced rib fractures, 
pneumothorax or pleural 
effusion identified. Well 
expanded and clear lungs. 
Mediastinal contour 
within normal limits. No 
acute cardiopulmonary 
abnormality identified.  

Wordpiece BUTD 

Truncated/ Padded 
128 Token 

Object, dimension 
(36,2048) 

Pre-trained Model 
Joint Embedding 

Vector size of 167 

Classification GRU  

Textual 
Summarized 

Report 
 

13 
Findings/Tags 
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4 CHAPTER 5: EXPERIMENTAL RESULTS 

We performed a systematic series of studies to test proposed model's efficacy by comparing 

previously developed models as well as with the help of metrics like ROUGE and BLEU score. 

5.1  Evaluation Metrics 

As discussed earlier that, describing a chest x-ray is a major challenge and without an expert 

radiologist the description is almost impossible. The radiologist is too busy in writing the 

reports so they have less time to convert these radiographs and reports into a summarized 

results for new doctors. There are some skills which are needed to interpret an x-ray. One need 

to acquire knowledge about basic physiology of chest diseases, natural structure of thorax, 

understanding of the changes in radiographs over time and analyzing the radiographs through 

fixed pattern. Also, the writing may contain some errors that can be harmful for patients. 

Therefore, a novel method for generating a summarized results which are similar to experts 

generated results. The best evaluation for text generation or summarization part is human 

evaluation because it is more efficient. The existing research used many different evaluation 

matrices to evaluate the performance of proposed model. To measure the performance one of 

the techniques is human evaluation. But this is impossible in our case as we discussed the 

issues. There are basically two methods used for evaluation. The first one is widely used metric 

on sentence generation evaluation is Bilingual Evaluation Understudy (BLEU) score [16]. The 

second method used for evaluation are best for summarized results named as ROUGE score 

[19]. The AUC evaluation metric used for thoracic findings/tags.  

5.1.1 BLEU Score 

Bilingual Evaluation Understudy score is one of the ways to find good sentence translation. In 

this technique the original and auto-generated sentence compared to find a relation. The 

original sentence is also named as reference sentence while generated sentence is termed as 

candidate sentence. This process used to evaluate the text generated after processing. With a 

perfect match between the candidate and reference sentence the max score (1.0) is given by 

BLEU and when a complete mismatch happen then min score (0.0) is given by sentence 

evaluation metric. The BLEU score lies between 0.0 to 1.0 in natural language processing tasks. 

The algorithm is not completely beneficial but there are some advantages of using it which are 

as follow: 
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• The algorithm is simple, fast and inexpensive. 

• The algorithm does not depend on language. 

• This is adopted most widely 

• Algorithm is much similar to human evaluation. 

This technique works by counting the n number of grams in the reference sentence to the n 

number of grams in the candidate sentence, where 1 gram is said to be unigram that is actually 

a token or word and same as it is bigram comparison is the comparison of each word pair. This 

comparison is without considering the order of words. Matching n-grams counting is changed 

to confirm that it takes the no of occurrences of the words in reference sentence taking into 

account, by not rewarding a candidate translation that generates a plenty of reasonable words. 

This thing is called the modified n-grams precision. 

This algorithm is for comparing candidate sentences and reference sentences. But at the same 

time modified versions that regularize n-grams by their number of occurrences is also proposed 

for more and more better results using multiple sentences. In practice, a perfect score is not 

possible because in this case the automatic generated text and reference text must be same 

which is difficult. This is even not possible when humans are evaluating in comparison of 

reference sentences. The quantity and performance of the references used to measure the BLEU 

score ensures it may be difficult to evaluate ratings through datasets. In addition to translation, 

we may use the BLEU score using deep learning approaches for other language generation 

problems. 

• Generation of one language to another 

• Generation of image Captioning 

• Speech recognition. 

• Summarization of text 

The model accuracy can be measured by BLEU score with four types:  BLEU-1, BLEU-2, 

BLEU-3 and BLEU-4. The only difference is the use of grams words comparison. As we found 

best results for our proposed model on BLEU-2.  Other then that cumulative weights have been 

used since they give better outputs. Adam optimizer [39] is used for parameter learning. 

Researchers are focusing on this subject have identified other metrics that are considered more 

relevant for medical report assessment. So far, we focused on one metric but hoping other may 

come in future debate. 

5.1.2 ROUGE Score 
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Recall-Oriented Understudy for Gisting Evaluation is a very famous metric for evaluating the 

summarized results generated automatically using machine translation. In natural language 

processing, the metrics compare the proposed summary with the translation against the human-

generated summary. ROUGE-N score evaluate the summary by overlapping the n-grams 

between the reference and candidate summary. The n-grams can be 1,2,3 means unigram, 

bigram etc. ROUGE-L score is used for evaluating longest common sequence in the results.  

The main reasons of using ROUGE score in our methodology evaluation are as following: 

• ROUGE score is the most widely used set of metrics for evaluating automatic 

summarization of texts.  

• It works by comparing an automatically produced summary or translation against a set 

of reference summaries. 

• Candidate sentence is the autogenerated summary.  

• Reference sentence is the ground truth or the original impression 

5.3 Dataset 

The Indiana University (IU) Chest X-Ray Collection of team lead by Demner-Fushman is used 

to evaluate proposed model that is also publicly available. In this dataset the chest x-rays and 

their corresponding reports both are available. In some cases, there are more then one report 

associated with a image. The IU dataset contain 3,684 radiology reports pairs from different 

health networks within the archive of the Indiana Network for Medical Care. The IU dataset 

contain a total of 7,470 related chest x-rays [17]. This means that for almost each report relate 

to two X-Rays of patient. These CXR are both frontal and lateral views of chest. There are 

multiple areas termed as impression, findings, comparison, and indication in the dataset. In this 

research, we used the impression or summarized reports of doctor as the target summarized 

reports to be generated. 

Starting from pre-processing the data and discard all the images and associated reports which 

has no frontal view. The pre-processing step also converts the data of long findings of doctors 

to a short report. There is now more the one report associated with each X-Ray. Beside this all 

the tokens in the reports to coveted to lowercases, removing all the tokens which are not 

alphabet those results in 765 unique words. In the next step the findings are converted in the 

form of labels or annotations of thoracic findings based on MeSH indexing. The conversion of 

reports into labels are successfully implemented in [35]. The raw data is converted into a 
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dataframe, and the idea was taken from [36] where in TieNet model used the annotations for 

classification task.  

5.2  Quantitative Results 

We report the results of thoracic findings/tags using the Accuracy under the curve (AUC). The 

task has two parts one is based on the prediction or classification from visual question 

answering using pre-trained model which classified the 13 thoracic findings in the image. The 

other part is based on GRU based decoder model to generate the summarized report part from 

the input data and evaluate on BLEU and ROUGE scores. The performance is shown in Table 

5.1 and Table 5.2 which is much better than all other mentioned networks. The contrast 

between these models indicates explicitly how powerful proposed modeling technique from 

pre-trained models. Through multiple pre-trained models the prediction analysis is also 

different, VisualBERT performance is much better than LXMERT and UNITER and the BLEU 

and ROUGE score for each pre-trained findings are also shown. 

Table 5.1: AUCs for 13 thoracic findings on IU CXR from Pre-Trained and TieNet Model 
 

Findings Pre-Trained Model 
(Image+Report) 

Model 
(Image+Report) 

 VisualBERT LXMERT UNITER TieNet [5] 
Atelectasis 0.988 0.989 0.982 0.976 

Cardiomegaly 0.991 0.980 0.978 0.962 

Effusion 0.993 0.983 0.992 0.977 

Infiltration 0.973 0.972 0.972 0.984 

Mass 0.961 0.996 0.966 0.903 

Nodule 0.967 0.966 0.966 0.960 

Pneumonia 0.987 0.990 0.986 0.994 

Pneumothorax 0.992 0.958 0.983 0.960 

Consolidation 0.989 0.993 0.998 0.989 

Edema 0.991 0.995 0.989 0.995 

Emphysema 0.968 0.960 0.968 0.868 

Fibrosis 0.993 0.990 0.994 0.960 

Pleural Thickening 0.980 0.01 0.979 0.953 

Average 0.985 0.984 0.981 0.965 

 

They’re proposed model work on image-text joint embedding which also used by TieNet but 

the difference is the pre-trained models used for captioning. The results for thoracic findings 
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for pre-trained models are much better than the TieNet model which using CNN based encoder 

technique which was discussed in chapter 3. The results clearly shows that the findings from 

image-text joint embedding are much better with pre-trained models and especially in 

VisualBERT model. Model was trained on Google Colab which provides the 1x NIVIDIA 

Tesla K80 GPU with 12GB GDDR5 VRAM.  

Below figure 5.1 and 5.2 showing the accuracy of our best model VisualBERT training loss 

and Test accuracy. 

 

Figure 5.1 Training Loss for Proposed Methodology 
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Figure 5.2 Test Accuracy of Model 

The summarization parts results are shown in table 5.2 with comparison to multiple models 

which are used for summarization of radiology reports. 

Table 5.2 Results of ROUGE and BLEU score for summarized medical report on the IU 

CXR dataset using proposed methodology 

Methods ROUGE BLEU 

Pointer Generator [51] 0.33 0.226 

Pointer Generator + RL [52] 0.58 0.229 

BiGRU [56] 0.54 0.29 

CNN-GRU [54] 0.32 0.243 

VisualBERT+ GRU (proposed) 0.65 0.35 

LXMERT+ GRU (proposed) 0.53 0.33 

UNITER + GRU (proposed) 0.58 0.30 
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Some qualitative results of medical report generation using proposed methodology is shown in 

Table 5.3. First column contains the Radiographs, second contain the ground truth or findings 

by doctors and 3rd one contains the results generated by proposed pre-trained model. 

Table 5.3: Some qualitative results using multiple pre-trained model 

 
 

Chest 
X-RAY 

 

 
 
 
 
 
 
 
 

Results 

Findings/Tags 

Normal 

 
Radiology  

Report 

Heart size and mediastinal 
contour are within normal 

limits. There is no focal 
airspace consolidation or 

suspicious pulmonary 
opacity. No pneumothorax 
or large pleural effusion. 

Mild degenerative change of 
the thoracic spine. 

 

Summarized Report 

No acute 
cardiopulmonary 

abnormality. 
 

 
 

Chest 
X-RAY 

 

 
 
 
 
 
 
 
 

Results 

Findings/Tags 

Atelectasis, 
Cardiomegaly 

 

 
Radiology  

Report 

The lungs are clear 
bilaterally. Specifically, no 

evidence of focal 
consolidation, 

pneumothorax, or pleural 
effusion. Cardio mediastinal 
silhouette is unremarkable. 
There is cardiopulmonary 

abnormality.  
 

Summarized Report 

 
There is a calcified 

opacity in the left lung 
 
 

 
As we learned from the proposed methodology the accuracy score of ROUGE is much better 

than BLEU because ROUGE are more helpful in summary evaluation but just for the sake of 

comparison, we implemented both method. The AUC of some findings are more accurate in 
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different models but the overall average results shown by VisualBERT is clearly demonstrating 

that its task specific pre-training capability helps in getting more accurate results. The Table 

5.3 showing the different performance output of proposed methodology. In each case the input 

are the text and image which work as joint embedding framework and out the required results 

based upon the header/decoders. This, clearly showing that the joint embedding is much more 

helpful as compared to text and image only input and using a BERT type pre-trained model 

helps in improving the accuracy of model in both cases. 

In Table 5.4, some best case, worst case and average results of different pre-trained models are 

shown, as we can see that the VisualBERT best case gave us much more accurate results as 

compared to LXMERT or UNITER base model implemented for report summarization part. 

But their accuracy is again good for only ROUGE score while in BLEU is results are not much 

satisfactory. 

Table 5.4: Best, Worst and Average case ROUGE score of different pre-trained model for 

summarization 

 

Model 

ROUGE Score 

Best  Worst Average 

VisualBERT+ GRU (proposed) 0.98 0.30 0.65 

LXMERT+ GRU (proposed) 0.93 0.19 0.53 

UNITER + GRU (proposed) 0.95 0.23 0.58 

  

Table 5.5: Best, Worst and Average case BLEU score of different pre-trained model for 

summarization 

 

Model 

BLEU Score 

Best  Worst Average 

VisualBERT+ GRU (proposed) 0.62 0.18 0.35 

LXMERT+ GRU (proposed) 0.50 0.10 0.33 

UNITER + GRU (proposed) 0.52 0.09 0.30 

 

From the results, one thing is clear that using of joint embedding for text summarization and 

classification of diseases are much better as compared to previous text or image only methods. 

Also, the use of transformers based pre-trained models which are initially trained on larger 

dataset can also be reliable on smaller dataset performance. The results of best case gained 

from text summarization part clearly representing that someone may get more better results 
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using a different transformer based pre-trained model. The results proving our stance that using 

of pre-trained models along with joint-embedding technique give a great performance 

imporvemnts. 
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5 CHAPTER 6: CONCLUSION & FUTURE WORK 

6.1 Conclusion  

The proposed model of joint embedding is to create summarized reports for chest x-rays and 

original detailed reports, to assist medical field in writinng summarized reports more efficiently 

and effectively for inexperienced doctors along with thoracic findings/tags. It is based upon a 

pre-trained model like UNITER, LXMERT, VisualBERT and bottom-up attention using 

detectron2 implemented for feature segment extraction converts an image into a segments of 

objects vector along with the positional information of the most likely objects, and a text part 

pass through the wordpiece tokenizer to extract the text segments and positions, then followed 

by these pre-trained models that generate corresponding findings/tags from images and 

sentences adding a classifier head on top while the summarized results generate from adding a 

GRU based decoder on these pre-trained model encoders. The model performance and 

effectiveness are analyzed both quantitively and qualitatively on the Indiana University 

Dataset. For the comparison multiple methods has been presented to check the influence of 

different components on the medical report summarization. As the multiple pre-trained models 

are analyzed to demonstrate the different cases of proposed method. The results show that pre-

trained models generally work slightly better than modeling from zero like pointer generator 

models also taking less time for training as well as for sentence summarization. The 

performance may also increase when more advanced datasets used which are bigger and by 

training on a greater number of images. The analysis of multiple pre-trained models 

experiments on IU Dataset validate the effectiveness of the proposed architecture using joint 

embedding. 

 6.2 Contribution 

• An automatic summarized report generation system from vision and language joint 

embedding using pre-trained models. 

• The complete model implementation using pre-trained models to extract findings/tags 

and generate summarized reports with findings. 

• Experiments on Indiana University dataset using multiple pre-trained models to 

demonstrate the significance of the proposed methodology. 

• Review & comparison of recent developments in automated summarization of reports 
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6.3 Future Work 

In this research we used the Indiana University (IU) Chest X-Ray to classify the diseases 

present in the image and text. There are many other datasets available. We can extend this 

research by carrying out experiments using many other datasets. We perform our experiments 

using the architecture that is the combination of LXMERT, VisualBERT and UNITER for 

findings along with LSTM for report generations. Someone can extend this research by 

experimenting using different architectures. 
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