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Abstract 

Sentiment Analysis is an ongoing field of research in Natural Language Processing (NLP) 

particularly aimed at analyzing subjective and textual information to extract judgmental or 

behavioral knowledge for the computational treatment of opinions and sentiments of 

individuals. In transfer learning a model is pre-trained on a large unsupervised dataset and then 

fine-tuned on domain-specific downstream tasks. BERT is the first true-natured deep 

bidirectional language model which reads the input from both sides of input to better 

understand the context of a sentence by solely relying on the Attention mechanism. This study 

presents a Twitter Modified BERT (TM-BERT) based upon Transformer architecture. It has 

also developed a new Covid-19 Vaccination Sentiment Analysis Task (CV-SAT) and a 

COVID-19 unsupervised pre-training dataset containing (70K) tweets. BERT achieved (0.70) 

and (0.76) accuracy when fine-tuned on CV-SAT, whereas TM-BERT achieved (0.89), a 

(19%) and (13%) accuracy over BERT. Another enhancement introduced is in terms of time 

efficiency as BERT takes (64) hours of pre-training while TM-BERT takes only (17) hours and 

still produces (19%) improvement even after pre-trained on four (4) times fewer data. 

 

Key Words: BERT, TM-BERT, bidirectional language modeling, Covid Vaccination, Covid-

19, Natural Language Processing (NLP). 
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CHAPTER 1: INTRODUCTION 

Sentiment Analysis, also known as Opinion Mining (OM) is an ongoing field of research in 

natural language processing (NLP) particularly aimed at analyzing subjective and textual 

information to extract evaluative, judgmental, or behavioral knowledge for the computational 

treatment of opinions and sentiments of individuals towards a particular subject or element[1] 

As the recurrence and relevance of user’s opinions are considered the most vital success factor 

of sentiment analysis, Twitter has become the most useful and reliable resource for performing 

it because of its allowance to identify and collate all sentiments and opinions with ease through 

analyzing tweets, retweets and hashtags that individuals share. Since the COVID-19 outbreak, 

quarantine measures have been taking place across the globe for the sake of containment, 

restricting people to their places of shelter. In such dire times of global pandemic, Twitter 

proved to be a vital source for getting reliable information about the COVID-19 situation 

worldwide. 

 

Figure 1 Sentiment Analysis Flow 

 In the days of lockdown, for providing the public of several key countries with the latest 

credible and authoritative information on COVID-19, Twitter added a specially dedicated tab 

in its ‘Explore’ which provided COVID-19 related public service announcements, tweets from 

health officials, suggested precautionary measures from health experts and the survival stories 

of COVID-19 infected people. Due to it, Twitter became a hub for billions of conversations 

related to the pandemic, ranging from valuable information to personal experiences, connecting 
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people with the varying reaction towards COVID-19 across the globe. Many researchers 

conducted surveys and performed sentiment analysis on Twitter tweets to analyze people’s 

behavior towards COVID-19 [2] but an inadequate focus has been given to the people’s 

reaction specific towards COVID-19 vaccination. As COVID-19 vaccination was made 

mandatory for every individual to counter the virus, people from developed countries like the 

USA and the UK, as well as from developing countries like Pakistan, gave mixed reactions 

towards the vaccination. In a developing country especially Pakistan, where the literacy rate is 

low as compared to the developed countries, it is of vital importance to analyze the population's 

reaction towards COVID-19 Vaccination. 

Sentiment analysis can be performed through various techniques including Machine Learning 

(ML), Information Theory and Coding (ITC), Decision Tree (DT), Semantic Orientation (SO), 

Natural Language Processing (NLP) as well as through Hybrid approaches too. Among all the 

approaches mentioned, NLP is considered the vastest field presenting multiple techniques for 

sentiment analysis. In Natural Language Processing tasks Language Models are used. Firstly, 

these models were trained on supervised data and then these trained models transfer knowledge 

to downstream tasks. Due to the limit of monitored data sets with human labels these models 

were trained on rarer data and produced limited results on NLP tasks such as questioning, 

classification, etc. Data is doubling up over time, resulting in a very giant unsupervised dataset 

so these Language Models started to train on these giant unsupervised datasets like 

WIKIPEDIA, BOOKSCORPUS, etc, and then fine-tuned on a supervised dataset. These new 

pretraining techniques reform transfer learning and produced SOTA results. These pre-trained 

models built on RNN architecture retain limited memory so when a sentence becomes larger 

the memory needed to maintain a relationship also becomes larger which makes the model 

more limited and less rapid. Transformer architecture reforms the pre-training of Language 

Models as it takes out the RNN and trained the model on the Attention mechanism only. All of 

these models were unidirectional, but Transformer based Deep Bidirectional Language Model 

commonly known as BERT from the n-gram Language Model has outperformed the language 

understanding tasks by using Mask Language Model (MLM) and Next Sentence Prediction[3] 

and exceed in performance from the previous unidirectional language models and produced 

SOTA results. It is a cutting-edge approach to natural language processing NLP that has 

recently achieved state-of-the-art performance on all NLP tasks. BERT was introduced in the 

year 2018 and by the start of the year 2020, all English queries began to be processed by BERT 

as it is successfully become the part of the Google search system to understand user queries in 
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a better way [3]. BERT, along with GPT-2, XLNet and other Transformer models, is one of 

the most interesting advancements in NLP and AI recently. 

Another advantage proposed by BERT is that it is a language model which needs to be pre-

trained on a large unsupervised dataset only once and then just requires to be fine-tuned on 

small domain-specific datasets. In the light of the literature, along with other domains like 

medical, scientific, clinical and business, BERT has also been deployed for performing 

sentiment analysis on Twitter data by Noureddine Azzouza et al [4] whereas AD Dubey et al. 

used BERT to perform sentiment analysis specifically on COVID-19 [5]. Apart from the 

general as well as COVID-19’s specific sentiment analysis, literature compels the researchers 

to perform sentiment analysis specifically on COVID-19 vaccination too. Therefore, to analyze 

the reaction of the public towards the vaccination, it is imperative to perform sentiment analysis 

on Twitter tweets related to the COVID-19 vaccination. 

1.1 Background & Motivation 

The Coivd-19 pandemic has undoubtedly had and will continue to have profound impacts on 

households and corporations in advanced economies. This pandemic puts a great impact on 

every industry, whether it is an educational sector, governmental bodies, economy, supply 

chain, marketing firms, etc. Every individual is suffering from this pandemic, a panic spread 

among the people, people lost their jobs, people's businesses closed, food shortages occurred, 

hospitals were filled with patients. But with the passage of time fear and resistance of this 

pandemic ends. The government takes strict actions to control this pandemic by doing 

lockdowns, smart lockdowns, providing relief on food, giving aid to needy ones and instantly 

providing vaccinations. World Health Organization (WHO) continuously releases the latest 

news regarding the Covid-19 outbreaks. The government of each country has tried to get its 

people vaccinated as soon as possible. But people have mixed reactions towards Covid-19 

vaccinations. Some people have positive reviews and some have negative. We decided to find 

out the people's mixed reaction towards vaccination, and for this, we need direct interaction 

with people. But in this pandemic, we can’t interact with the public directly to maintain social 

distance. We decided to find out how many people are satisfied with this vaccination and how 

many people are dissatisfied. To find out what people think of the covid vaccine, we collected 

Twitter tweets. To get realistic reviews about vaccination, we decided to fetch Twitter tweets.  

Twitter tweets are the most reliable resource to get public mixed reactions towards vaccination. 

In fact, during extreme lockdown days, the public gets information about the lockdown timing 
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or information about sealed areas that have the most Covid-19 patients. Public publicize their 

opinions related to Covid Vaccination on Twitter. People communicate with each other and 

express their opinions easily on Twitter in the daily working environment. Twitter's text format 

is perfect to make datasets. A lot of work is being done these days on Twitter's sentiment 

analysis. Because Twitter has become a popular local social networking site. When we merged 

tweets collected from Twitter in one corpus, it becomes very useful information which is also 

very helpful to understand the social sentiment of people regarding a particular company/brand. 

We collect Twitter tweets, shape them into a raw dataset and perform Sentiment Analysis on 

this dataset. 

Sentiment Analysis, mainly recognized as Opinion Mining (OM) is an ongoing field of 

research in natural language processing (NLP) particularly aimed at analyzing subjective and 

textual information to extract evaluative, judgmental, or behavioral knowledge for the 

computational treatment of opinions and sentiments of individuals towards a particular subject 

or element[1]. Sentiment analysis is performed to know people's behavior or sentiment for a 

particular element. Sentiment analysis is performed on textual data and there are many data 

sources like Review Sites, Blogs, Forums, G oogle Play Android Application Store, and 

Micro-Blogging services like Twitter.  

Sentiment analysis can be performed through various techniques including Machine Learning 

(ML), Information Theory and Coding (ITC), Decision Tree (DT), Semantic Orientation (SO), 

Natural Language Processing (NLP) as well as through Hybrid approaches too. From these 

mentioned techniques of Sentiment analysis, we select the Natural Language Processing (NLP) 

technique. NLP is a vast field and has multiple approaches for sentiment analysis, like Bag of 

Words, Hidden Markov Model (HMM), Part of Speech Tagging (POS), N-gram Algorithms, 

Large Sentiment Lexicon Acquisition, Parsing Techniques (Top-Down Parsing and Bottom-

Up (Parsing) and Bidirectional Encoder Representations from Transformers (BERT). We 

choose BERT out of all these NLP Techniques, because of its outperformed results on many 

tasks. BERT is a state-of-the-art open-source framework for NLP tasks. BERT's key novelty 

of a transformer is the bi-directional ability to train, an attention model to a Language Model. 

BERT has a more profound perception of language framework and stream than the solo route 

(uni-directional) model. BERT was introduced in the year 2018 and by the start of the year 

2020, all English queries began to be processed by BERT as it is successfully becoming the 

part of Google search structure to comprehend user queries in a better way. 

Previous model based on the traditional RNN and RNN with an attention mechanism. 

Traditional RNN architecture has a drawback, that the context vector is of a fixed length and 
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cannot store all the relevant information if the input is of large size. And sometimes the danger 

of information loss. And the Traditional RNN with attention mechanism gives the benefit of 

calculating the large size of information irrespective of the fixed-length context vector. 

However, this mechanism is slow, because of its calculation. And it also doesn’t give the 

required performance. Simply if we remove the RNN, because it’s taking much time. This 

architecture improved time complexity and performance by utilizing attention. RNN is too 

much slow and difficult to train irrespective of the transformer-based models. Transformer is 

the evolution of the encoder and decoder architecture. In a transformer, the input sequence can 

be passed in parallel. Insert all the words of the sentence simultaneously and get all the word 

embedding simultaneously. Normal encoder-decoder uses RNN but Transformer does not use. 

Transformer achieves faster train time because the Transformer reduces the sentence 

calculation. Transformer key consideration is a calculation at once by parallelization instead of 

calculating again and again from beginning to end of the input. Insert all the words of the 

sentence simultaneously and get all the word embeddings simultaneously. 

BERT practice transformer, an attention mechanism works on the learning of contextual 

context between words in a text. In its raw form, Transformer contains two distinguished 

mechanisms, an encoder and a decoder. But for BERT we only required an encoder mechanism. 

Another advantage proposed by BERT is that it is a language model that needs to be pre-trained 

on enormous unsupervised data only once and then just requires to be fine-tuned on small 

domain-specific datasets. 

Pre-Training of the BERT[6, 7] model on a giant unsupervised dataset is very expensive and 

demands a lot of pretraining time. Training of BERT for 1M steps on a big unsupervised dataset 

with a smaller batch size and smaller learning rate required 64 hours of training. BERT pre-

trained with longer sentences makes the pretraining very expensive in a computational way. 

BERT training is done in two phases, pre-train BERT to comprehend language and fine-tune 

BERT to acquire explicit tasks. While the pre-training model learns what is language and 

context, and in fine-tuning BERT model learns about, “I know the language and how to resolve 

the issues. 

We present a new modified model replica of BERT with different parameters. Due to the lack 

of a publicly available BookCorpus dataset, a BERT is pre-trained from scratch only on 

Wikipedia’s (2100M) (13GB) textual data and fine-tuned on the newly developed dataset. To 

make BERT more effective, a model called BERT_1 is pre-trained on Wikipedia (2100M) as 

well as on the newly developed unsupervised COVID-19 Vaccination Twitter Tweets (70K) 

dataset and then further fine-tuned on CV-SAT. Based on the findings of Shah et al.[5], this 
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paper presents a Twitter-Modified BERT (TM-BERT) model to be pre-trained on a smaller 

Wikipedia (530M) and COVID-19 Vaccination Twitter Tweets (70K) dataset along with the 

following modifications in the BERT model: A deeper model with a bigger attention head, 

large batch size with smaller steps and a large vocabulary. The BERT model achieved (0.70) 

accuracy, the BERT_1 model achieved (0.76), a (6%) improvement, whilst our proposed TM-

BERT achieved (0.89) accuracy, a (19%) improvement. 

1.2 Problem Statement 

To utilize advanced Natural Language Processing based models for the analysis of Covid-19 

Vaccination Twitter data for Sentiment Analysis. To introduce a deep bidirectional model that 

uses limited resources, reduces the pre-training time and generates better outcomes. 

1.3 Aims and Objectives 

The foremost aims of the research are as follow:  

• Developing a new unsupervised COVID-19 Vaccination Twitter Tweets (70K) dataset 

for pre-training. 

• Developing a new COVID-19 Vaccination labeled dataset for fine-tuning. 

• BERT model pre-trained from scrape with different hyperparameters. 

• Pre-training of BERT model on the task-specific dataset and formerly fine-tuned on the 

specific downstream task. 

• Lessen the size of the model for pre-training, and produce better results. 

• Lessen the computational resources required for BERT. 

• Making the Pre-Training time short for BERT. 

1.4 Structure of the Thesis 

This work is organized as follows: 

Chapter 2 What is the Language model and how does it work. 

Chapter 3 Describe the detailed Literature Review and work of the researcher on Language 

Models. 

Chapter 4 Comprises upon Methodology. 

Chapter 5 Comprises upon the Implementation and Results. 

Chapter 6 Concludes the thesis and discloses the upcoming scope of this research. 
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CHAPTER 2: LANGUAGE MODEL 

Language modeling is recognized as an emerging field, as it got a huge consideration in the 

past decade due to enhancement in computer computational powers. Language models are 

firstly pre-formed, later is calibrated on subsequent tasks by using handful limits instead of 

studying the entire model from origin. These models are usually pre-trained on unsupervised, 

semi-supervised, and supervised datasets. Generally, these models have two types i.e., bi-

directional, and unidirectional. Language models are constructed on LSTM, CNN, RNN and 

attention architecture as well. 

2.1 Language Model 

Language models are described as the essential elements of Natural Language Processing 

(NLP). These models are the cornerstone of Apple’s Siri, Google Assistant and Amazon’s 

Alexa. Language models find out to forecast the likelihood of a series of words particularly in 

a sentence by utilizing numerous probabilistic and statistical methods. The core objective of 

these models is to investigate the data by forecasting the words, as these models are considered 

essential for spell checking, speech recognition and machine translation. If we have an English 

statement and wish to predict it in Urdu, the language model would assess the entire text before 

translating each word to Urdu. It’s a machine translation element of Natural Language 

Processing (NLP) that we can’t employ with language models.  

English: “I like Cricket” 

Urdu: “ ہے پسند کرکٹ مجھے ” 

2.2 How Language Models Work 

These models are utilized to examine the given words in a sentence and explain the data by 

changing it to an algorithm, after which it creates the guidelines in the context of natural 

language. It implements these guidelines to the natural language to produce or forecast 

sentences. These language models ascertain the key attributes and qualities of the primary 

language which ultimately assists them to comprehend new sentences.  

The probabilistic algorithms models mostly rely on the aim and demand of the model. These 

models also pertain to the data capacity and the level of mathematics utilization in these models. 

It can be explained as a model which is developed to examine the probability of search inquiries 
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and outcomes of these inquiries has distant provisions as compared to a model which is utilized 

automatically. 

 

Figure 2 Language Model Illustration 

2.3 Types of Language Models 

2.3.1 N-gram 

 N-gram is a probability distribution from the field of computational probability. It is used to 

analyze the sequence of n observations as a sample from a population. These n observations 

can be words, phonemes, letters and syllables. It describes the weightage by giving the 

probability to the series of words. If n is equal to 1, it is known as unigram and if n=3 is 

described as a trigram. For example, “I love singing” has the n size of 3. It means there are 3 

words in the sentence representing n size. This model uses input in a single direction either 

from right to left or from left to right. This is the prime reason for the expensive training of 

these models as the n size grows, the memory standards and computational capacities will also 

grow at the same time. This issue is recognized as the limitation for these models’ utilization. 

It is very difficult in these models to create differences in the sentence when a sentence has the 

same words but different meanings. For example, the ‘bank’ word has an independent 

explanation for “bank account” and “bank of the river”. For example, “I am sitting near the 

canal” will initiate to analyze the input from “I” and ends on “canal”. 

2.3.2 Unigram 

As discussed above, unigram is usually utilized for retrieving information in a simple model 

where n=1. Unigram avoids conditioning factors as the calculation is very simple and it 
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independently examines each word. Unigram is utilized for sthe probability query model which 

expresses the probability of query outcomes in a documented form. It takes a single word in 

the series as n=1. For example, we have a sentence “I love singing” then the unigram will 

estimate each word independently. 

 

I love Cricket 

Unigram I Like Cricket 

2.3.3 Bidirectional  

These models understand the input generally from both sides, so they can examine the data 

from right to left and left to right as well. In this model, n size equals 2 and it evaluates every 

word included in the series. This model estimates a single word with other words in sentence 

series.  Due to the bi-directionality nature, these models are more accurate as compared to 

unigram. As we discussed the sentence “I am standing on the bank of the river” this model will 

understand the input from both sides i.e., backward, and forward like “I” and “river”. It explains 

here that the bank is expressed for the river, not for the account. The sentence structure is not 

increased in bidirectional models and this model doesn’t grow with enhancement in sentence 

size as well as the required capacity remains minimum in contrast to n-gram models. These 

models can estimate the sequence of words with other words included in the sentence. So, these 

models are primarily utilized in the machine learning process, for example, Google and 

YouTube search engine displays bidirectional models to estimate the search queries and results 

queries 

2.3.4 Exponential 

These models are also described as maximum entropy models as they depend strongly on 

entropy. It is developed on the entropy standard which depicts the selection of probability 

distribution with multiple options and accuracy. The model is considered unique if it is based 

on zero assumptions and chaos. These models are considered complex as compared to n-gram 

models where we just input algorithms and run the basic model. These models change the input 

sentence into an equation after that it evaluates the text by compounding the n-gram model and 

feature components. This model is unable to explain the parameters which are in unclear pattern 

as compared to examining individual n-grams and intensifies parameters and attributes for 

outcomes. Exponential models are designed for maximum entropy which reduces the 
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proportion of statistical choice, and it is developed to enhance the user trust level by offering 

relative outcomes. 

2.4 Pre-training 

Model pre-training is similar to human training in which human understands the facts from 

prior experiences and after that, it implements the expertise to resolve other activities without 

understanding the scratch. It simply explains as a model is attached and trained with a dataset 

to generate parameters that are employed to resolve other activities. If there is an activity of 

classification, we have to train the model according to the requirement, produce parameters 

accordingly and randomly modify the weights. Due to random weights, the model is optimized, 

and we can protect it as well after showing minor mistakes. We have an activity and train the 

model, particularly on image dataset when this model initiates to make a minor mistake and it 

is showing minor errors then protect it for future utilization. 

After saving the model, now implement this similar model to another unique and distant 

activity regarding image classification. It is no need to train this model from scratch as 

discussed, we just change some parameters for the new task and the model will be prepared to 

execute classification on new activity. There is no need to randomly modify the weights as we 

can utilize the already saved weight normally for this activity, which will ultimately save effort 

and training time. Generally, pre-training comprises three types such as supervised, 

unsupervised, and semi-supervised. 

 

 

Figure 3 Pre-training Illustration 
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2.4.1 Supervised Pre-training 

It is a learning type where the model is specifically trained and operated on supervised data. 

These types of datasets have a dependent ‘y’ value against all independent ‘x’ values. In short, 

every value in the dataset contains a target value. These types of models explain accurate results 

by using labeled data. These datasets also have limitations due to the restricted availability of 

supervised data because these types of datasets use language models to train huge data. So, it 

may also execute on other small activities. The shortage in supervised datasets influences the 

results and then it is used for the small activities where pre-training doesn’t cause any issues.  

2.4.2 Unsupervised 

As discussed, the availability of limited datasets enforces language models, and these models 

use unsupervised data for pre-training. These data are very large such as books, news, 

Wikipedia, corpus, etc. This dataset has values of ‘x’ but no values for ‘y’ which means every 

value hasn’t a target value. These datasets perform better as compared to supervised datasets 

because these datasets produce unique parameters through which they can forecast other 

unsupervised activities. 

2.4.3 Semi-supervised 

Semi-supervised training involves the benefits of both unsupervised and supervised pre-

training as both are pre-trained on unlabeled and labeled datasets. It performs in certain 

conditions where it is a need to run unlabeled and labeled datasets. These models have attributes 

of unsupervised and supervised datasets, and they will execute better on different downstream 

activities. Semi-supervised datasets are used in rare cases as some models are pre-trained on 

these datasets. 

2.5 Fine-tuning 

Fine-tuning is described as a model which is pre-trained on utilizing some data after that it 

gives different weights and produces parameters that are used for later usage. As this model is 

implemented on different downstream activities, there is no need to train all data from the 

scratch. Ultimately, it saves training time and effort in the models. The model employs prior 

experience on the new issues. 
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Figure 4 Fine-tuning Illustration 

If a model is pre-trained for image classification, it uses fewer weights to process it, when it is 

realized the errors are going to minimize, we save the model for analysis in the future. After 

saving the model, we just modify a few parameters to analyze the model.  

2.6 Summary 

The language model is described as an area in which language model is firstly pre-formed in a 

huge quantity of data, later it comes under the fine-tuning for other related activities. These 

models portray the basic information used during pre-training and transfer this information to 

downstream activity as the humans perform it. Pre-training language models are used to firstly 

investigate the text, after that feeds as an algorithm for making vocabulary from these models 

and then implement these models to understand the language vocabulary like other activities 

human utilize prior experiences in resolving distant issues known as fine-tuning. For 

implementing these models on downstream activities, we have made fine-tuning and attribute-

based techniques but due to difficulty in the model size and feature component is restricted as 

mostly language models utilize the fine-tuning technique in downstream activities. Literature 

reveals three types of pre-training such as unsupervised, semi-supervised and supervised pre-

training.  

Due to the difficulty and shortage of human-related datasets, semi-supervised data generally 

contains extensive models and utilizes unsupervised pre-training. Fine-tuning is still used in 

examining the supervised datasets. There are five types of language models such as n-gram, 

unigram, bi-directional, exponential and continuous space. N-gram and bi-directional models 

are recognized as the best models due to their best outcomes and frequent utilization. N-gram 

expresses the series in one direction either from right to left or left to right. On the other hand, 

the bi-directional model expresses the inputs from both sides to appropriately investigate the 
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criterion as compared to the unidirectional investigation. Language models are firstly 

developed on CNN and after the evolution of LSTM and RNN, it is moved towards RNN. It is 

utilized as an attention instrument with some contextual direction to explain all inputs in a 

series while all models developed on RNN were found as unidirectional. Overall, the contextual 

directions of related models were limited in scope as these models haven’t the capacity to 

understand words length and the required memory for models. Transformer architecture 

eliminates RNN and it is solely utilized as an attention instrument which permits this design to 

operate bi-directionally. On the other hand, BERT was considered as the vital bidirectional 

model operating as ELMO but not considered bidirectional. It explains the input from both 

sides and purely focuses on inputs from right to left and left to right. BERT employed MLM 

function which confines the model to explain inputs from both sides and secure it to create a 

multilayer background. It also employs NSP which permits BERT to enhance the background 

and a strong association among sentences.  
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CHAPTER 3: LITERATURE REVIEW 

In Natural Language Processing tasks, language modeling has been a fascinating field for 

researchers. Language Models trained on unlabeled (unsupervised text) and formerly fine-

tuned on labeled datasets transform the language modeling[8, 9]. The benefit of using these 

techniques is that we can easily change the parameters a little and prepare them for the 

downstream tasks like GLUE, SquAD, etc. There are different training methods, and each 

method is designed differently with a purpose that comprises machine translation [10, 11], 

language modeling [8, 9], and masked language modeling (MLM)[6, 12]. Models used distinct 

approaches for fine-tuning to accomplish downstream tasks[13], some used multi-tasked[14] 

entity embeddings[15] and different autoregressive pretraining[16, 17]. There are multiple 

types of pre-training objectives for Language Modeling. In the Auto-Encoding type, the model 

rebuilds the original data from corrupted inputs. In Auto-Regressive type, the model uses a 

probability distribution i.e: remembers the previous states and in partially Auto-Regressive 

model uses only state. In Auto-Encoding and Auto-Regressive type, the model gives the 

objective in which mortifying, and knowledge of preceding values preserve. In Auto-Encoding 

and Partially Auto-Regressive type, models present the objective in which corrupting and 

partially knowledge of previous values preserve. Most of the previous models were uni-

directional and can read the Input from only one direction either it’s left-to-right or right-to-

left. BERT[6] is a forerunner bidirectional language Model. BERT executed the concept of 

MLM and NSP. Before that BERT ELMo [18] was called a bidirectional model but it was not 

bidirectional as it combined both right-to-left and left-to-right data that doubles the data and 

allows the model to see itself redundancy of data and calculative power needed for ELMo was 

significantly higher than BERT. These language models were based upon Recurrent Neural 

Network (RNN) architecture. RNN architecture has a drawback, that the context vector is of a 

fixed length and cannot store all the relevant information, if the input is of large size and 

sometime the danger of information loss [19].gives the concept of the only use of attention, 

simply now eliminate the RNN, because it’s taking much time. This architecture improved time 

complexity and performance by utilizing attention. This new architecture can recalls a long 

sentence. 
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3.1 BERT Trained with Different Strategy 

ALBERT, a lite BERT pre-trained on less computational resources than BERT. ALBERT has 

18x fewer parameters than BERT-large and pre-trained 1.7x faster. ALBERT has a maximum 

input length of 512. The size of the Vocabulary was 30K and using SentencePiece this 

vocabulary was tokenized. For pre-training purposes, Cloud TPU V3 was used. The number of 

TPU ranged from 64-1024, depending on model size. ALBERT differentiate from BERT in 

the following:  

In Factorized Embedding Parametrization, the generous vocabulary embedding matrix 

decomposes into small matrices. Hidden layers size H was separated from the size of 

vocabulary Wordpiece embeddings E. By doing this, the size of hidden layer size was increased 

deprived of increasing the parameter size of vocabulary embeddings. Practically, the 

Vocabulary size V has to be large as required by NLP. And if the Hidden Layers H ties with 

embedding E, the size of E increased as the size of H increased. Hidden layers are context-

dependent and WordPiece embedding is context Independent. By decomposition, the 

embedding parameter is lessened from Big O of (V*H) to a smaller Big O of (V*E + E*H). 

Parameter efficiency is improved by sharing cross-layer parameters. This prevents the 

parameters to increase with the depth of the network. There are multiple ways of sharing, 

sharing feed-forward network only, Sharing attention parameters only and sharing both. 

Configuration of the model is no deeper than a 12-layer if cross-layer parameters sharing is 

done. A significant feature of language comprehension is to sustain inter-sentence modeling. 

“A loss base mainly on coherence” is purposed. For this ALBERT uses SOP loss, which evades 

matter forecast and emphases demonstrating inter-sentence consistency. SOP loss practices the 

same technique as BERT NSP loss, +ve for two sequential sections from the same documents 

and  -ve for the same two sequential sections but with orders transacted. NSP performs not very 

well on SOP tasks, but SOP out-perform NSP tasks[20]. 

RoBERta, a robustly enhanced BERT model, pre-trained on the huge dataset. RoBERta was 

pre-trained on a novel dataset CC-News which is 76 GB. Model pre-trained with dynamic 

masking and pre-trained full sentences without NSP loss. This model used large-mini batches 

and Byte-Pair Encoding instead of Wordpiece Encoding[21]. 

KoreALBERT, a new model is pre-trained and fine-tuned on Korean Language Datasets. 

KoreALBERT-base has 12M parameters, 12 Layers, hidden layers 768, and 12 attention heads 

and an embedding size of 128 dimensions. KoreALBERT-large has 18M parameters, 24 layers, 

hidden layers 1024 and 12 attention heads. This model pre-trained on Web News, Korean 
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Wikipedia, NamuWiki, and BookCorpus. All these datasets are related to Korean Language. 

For fine-tuning, KoreALBERT evaluates the following six NLP tasks. KorNLI, KorSTS, 

Sentiment Analysis (NSMC), Paraphrase Detection (PD), EMRC,  and NER. This model 

introduced a new technique Word Order Prediction (WOP). By this technique, we can check 

intra-sentence word orderings. To forecast the correct order of scuffled tokens a cross-entropy 

is used by WOP. Previous techniques MLM and SOP are also used by WOP. An additional 

linear classifier atop the encoder output is added for WOP. Using softmax, this added layer 

forecasts the likelihood of the original spot of words in the sentence. Tokenize the corpora into 

sub-words using SentencePiece tokenizer[22].  

BioBERT, a first domain-specific model is proposed, which is pre-trained on a wider range of 

the biomedical dataset. Pre-training on a medical dataset supports comprehension of the 

complicated biomedical text. A new WordPiece vocabulary is created using WordPiece 

tokenization based on biomedical corpora. BioBERT pre-trained on the following text datasets, 

English Wikipedia has 2.5 B lines, BooksCorpus contains 0.8B lines, PubMed Abstracts 

contains 4.5B lines and PMC Full-text articles contains 13.5B lines. BioBERT pre-trained for 

23 days on biomedical corpora on 8 NVIDIA V100 (32GB) GPUs. Max sentence length 512, 

Mini batch size 192 resulting in 98,304 words per iteration. The time is taken by the model 

is10 days to pre-train BioBERT v1.0 on the respective dataset (+PubMed + PMC). And 23 

days to pre-train BioBERT v1.1 on this (+PubMed) dataset. BioBERT (+PubMed + PMC) pre-

trained for 470K steps, BioBERT v1.0 (+PubMed), pre-trained with PubMed for 200K steps, 

BioBERT v1.0 (+PMC), pre-trained on PMC for 270K steps and BioBERT v1.1(+PubMed), 

pre-trained on PubMed for 1M steps. For fine-tuning, a solitary NVIDIA Titan Xp (12GB) 

GPU is used for the individual task. Different batch size of 10, 16, 32, or 64 was carefully 

chosen and a learning rate of 5e5, 3e5, or 1e5 was selected. The remaining all hyper-parameters 

are the same as those used for BERT. BioBERT performs significantly on following 

biomedical text mining tasks. BioBERT perform fine-tuning on the following tasks and 

achieved the best results. It attained 0.62% F1 perfection on BioMedical NER, 2.80% F1 

perfection on Biomedical Relaxation Extraction (RE), and improved the  Biomedical Question 

Answering task with 12.24 MRR improvement[23].  

SCIBERT, a new domain-specific model is proposed. BERT grounded model pre-trained on 

the enormous scientific dataset. A new WordPiece vocabulary is constructed on a Scientific 

dataset using SentencePiece library named SCIVOCAB. Developed both cased and uncased 

vocabulary and the size of the vocabulary is 30k. SCIBERT Model is pre-trained on 1.14M 

papers from semantic scholars. The percentage of papers are 18%  and 82% respectively from 
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the computer science domain and biomedical domain. And corpus size is about 3.17B tokens. 

ScispaCy used to split sentences.  Four different versions of SCIBERT are trained, cased, 

uncased, BASEVOCAB and SCIVOCAB. Pre-training was done in two phases,  first as the 

maximum length of a sentence is 128 tokens, and for the second one maximum sentence length 

increased up to 512 tokens. The resource used for the pre-training was a solitary TPU v3 with 

8 cores. SCIVOCAB model pre-training took 7 days. The maximum length of 128 tokens took 

5 days and similarly maximum length of 512 tokens took 2 days. BASEVOCAB model took 2 

days, as it’s not trained from scratch. Fine-tuning of a model is done using a batch size of 32 

in 2 to 5 eras. 

Learning rate of 1e-5, 2e-5, 5e-5, or 5e-6 was used with a sideways trilateral agenda. The best 

setting for the model is 2 or 4 epochs and the learning rate of 2e-5. By training a simple task-

specific model on top of frozen BERT embedding. Fine-tuning a larger effect on computer 

science corpus, SCIBERT achieves an F1 result of +5.59 and BERT-base archives +3.17. 

SCIBERT outperforms Bert-base on BioMedical and scientific tasks. On Biomedical tasks, 

SCIBERT achieves SOTA results on BC5CDR, ChemPORT, and EBM-NLP and in the 

Computer Science domain, SCIBERT attained SOTA results on ACL-ARC and NER part of 

SciERC[24]. 

Joshi et al.[25] used MLM at span level which practices a single contiguous segment and 

recapitulates the designated span. It masks random spans as a substitute for tokens like in BERT 

and used span borderline depictions to predict the masked span without depending on a single 

token. This model pre-trains on the same dataset used by BERT-large and acquires (94.6% & 

88.7%) on SQuADv1.1 and SQuADv2.0 correspondingly and 82.2% on GLUE task. 

Sun et al.[26] introduced a framework for pre-training that first builds the task progressively 

and then uses a perpetual multi-task approach to extract semantic, syntactic, and lexical 

knowledge from these tasks. A batch size of 400K was used for 4k steps same as used by 

BERTLarge model with a 5e-5 learning rate was pre-trained on English Wikipedia, BookCorpus, 

Reddit and on discovery data. The model outperforms the BERT and XLNet on 16 tasks. It 

attained 80.6% on the GLUE task.  

Liu et al.[21] presented a replicate of the BERT model and trained it for a large batch size with 

a small step size on five large datasets while removing the NSP. In this paper, changes to BERT 

hyperparameters are described as these changes can be applied to all BERT models as needed. 

It attained (88.9%) on GLUE, (88.9/94.6) on SQuADv1.1, and (86.5/89.4) on SQuADv2.0. 

Wei et al. [27] proposed an innovative model pre-trained on a giant Chinese corpus with an 

effective relative positional encoding whole word masking strategy. This model was pre-
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trained based on BERTLarge model using a batch size of 5K, a learning rate of 1.84, and 

maximum input size of 128 for 25K steps. 

Radford et al.[28] propose a model pre-trained on sequential, uni-directional, and multi-

directional tasks using an explicit self-attention mask and collective transformer network and 

then finetuned on language understanding and generating tasks. This model was pre-trained 

based on the BERTBase settings while using no Next Sentence Prediction (NSP), batch size of 

7680, 6e-4 learning rate and 128 maximum input size were used for 0.5M steps. It attained the 

best results respectively, 87.3% on GLUE, (87.1/93.1) on SQuADv1.1, and (83.3/86.1) on 

SQuADv2.0.  

Wang et al.[29] presented a model pre-trained with a stacking algorithm. It conveys 

information from shallow to deep models while focusing self-attention on dissimilar layers and 

different positions that allow it to gain local attention and beginning of sentence distribution. 

StructBERT model pre-trained based on BERTLarge model with the batch size 32 and maximum 

input size 512 for 1M steps. It attained results respectively, 86.7% on GLUE and (87/93) on 

SQuADv1.1.  

Jiao et al.[30] proposed a model where language knowledge is transferred from teacherBERT 

to studentBERT using the transformer distillation technique. This model has a two-stage 

learning context in which studentBERT receives inclusive and precise knowledge from 

teacherBERT by using 28% fewer parameters than teacherBERT. TinyBERT framework was 

3 input layers, 312 Hidden Layers and 12 Attention Heads and this model attained (76.5) 

GLUE, (79.7/87.5) SQuADv1.1, and (69.9/73.4) on SQuADv2.0. 

Liu et al.[31] presented a model which used cross-layer sharing and learns from a wide range 

of activities that allow them to learn general representation through familiarity with new areas 

and downstream tasks. This model has an advantage from a great quantity of cross-task 

information and standard presentations that familiarize with innovative techniques and fields. 

It is based on the setting of BERTLarge with no NSP and 128 maximum input size. It attained 

86.4% on the GLUE task. 

Clark et al.[32] presented a model that masked the input with a rational substitute through pre-

training using a trivial genitor network. This forecasts whether every masked input is 

substituted by a production sample or not and this makes it four times quicker than BERT. 

Electra was pre-trained using the setting of the BERT-Large on 126GB of data with a batch size 

of 2K, maximum input size of 512 and 2e-4 learning rate for 1.75M steps while using no NSP. 

It attained the results respectively, (89.5) on GLUE, (89.7/94.7) on SQuADv1.1, and 

(88.0/90.7) on SQuADv2.0. 
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Wang et al.[33] presented a compressed model that used in-depth self-attention knowledge 

followed the distillation process. It is based on the setting of BERTBase model, with a batch size 

of 1K, a learning rate of 5e-4 and 33M parameters for 400k steps while using no NSP. A 

maximum input size of 512 was allowed. 81.7 FI score on SQuADv2.0 was achieved by the 

model. 

Table 1 Overall Result 

Paper  

 

Model Title Corpus 

Size 

Tokens Dataset Used 

for 

Pre-Training 

Model 

Type 

Sentence 

Learning 

Cross-layer 

Parameter 

Sharing 

[20] ALBERT 13GB 3.8B Books 

corpus + 

Wikipedia 

Auto 

Encoding 

SOP True 

[21] ROBERTa 160 GB 2.2T BOOKCOR

PUS+WIKI

PEDIA+CC

-

NEWS+OP

ENWEBTE

XT+STORI

ES 

Auto 

Encoding 

None False 

[22] KoreALB

ERT 

43GB 4.4B Web News, 

Korean 

Wikipedia, 

NamuWiki, 

BookCorpus 

Auto 

Encoding 

WOP True 

[23] BioBERT 29.9 

GB 

21.3 Wikipedia, 

BooksCorpus 

PubMed 

Abstracts 

PMC 

articles 

Auto 

Encoding 

NSP False 

[24] SCIBERT 10GB 3.17B SciCite, 

BC5CDR 

Auto 

Encoding 

NSP False 
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[25] SpanBER

T 

13GB 3.8B Books 

corpus + 

Wikipedia 

Auto 

Encoding 

None False 

[34] MT-

DNNkd 

13GB 3.8B Books 

corpus + 

Wikipedia 

Auto 

Encoding 

None True 

[30] TINYBER

T 

13GB 3.8B Books 

corpus + 

Wikipedia 

Auto 

Encoding 

NSP False 

[28] Nezha  10.5B Chinese 

Wikipedia+ 

Baidu 

Baike+ 

Chinese 

News 

Autoenco

ding+ 

Auto 

regressiv

e 

NSP True 

[31] MT-DNN 13GB 3.8B Books 

corpus + 

Wikipedia 

Auto 

Encoding 

NSP True 

[33] MINILMa 13GB 3.8B Books 

corpus + 

Wikipedia 

Auto 

Encoding 

None False 

[17] XLNet 126GB 32.89

B 

Bookscorpu

s+Wikipedi

a+Giga5+ 

Clue Web 

2012-B+ 

Common 

Crawl 

Autoenco

ding+ 

Auto 

regressiv

e 

None True 

[35] T5 29TB 34B Colossal 

Clean 

Crawled 

Corpus 

Auto 

Encoding 

None True 
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Table 2 Overall Hyperparameters 

 

[36] FreelbRO

BERTa 

160GB -2.2T BOOKCOR

PUS+WIKI

PEDIA+CC

-

NEWS+OP

ENWEBTE

XT+STORI

ES 

Auto 

Encoding 

None False 

[37] AdaBERT 13GB 3.8B Books 

corpus + 

Wikipedia 

Auto 

Encoding 

None True 

Paper  

 

Batch 

Size 

Max 

Sequence 

Learning 

Rate 

Step 

Size 

Paramet

ers 

Laye

rs 

Hidden Attention 

Head 

[20] 4096 512 0.00176 125K 233M 12  4096 128 

[21] 2K 512 1e-6 125K 360M 24 1024 16 

[31] 256 128 1e-4 2.4M 340M 24 1024 16 

[22] 2048 64 / 128 1e-3 125K 12M 24 768 12 

[23] 256 512 5e-5, 3e-5 

or 1e-5 

1M 21.3B 12 768 12 

[24] 32 512 2e-5  3.17B 12 768 12 

[17] 2048 512 1e-5 500K 340M 24 1024 16 

[30] 256 128 1 1M 14.5M 4 312 12 

[31] 256 128 1e-4 1M 340M 24 1024 16 

[35] 2048 128 0.01 2.1M 11B 12 768 12 

[36] 8K 512 1e-6 500K 360M 24 1024 16 

[33] 1024 512 5e-4 400k 33M 12 768 12 

[37] 128 512 3e-4 50K 9.5M 24 1024 16 

[28] 5120 128 1.8e− 4  25K 340M 24 1024 16 
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3.2 Related Work 

Twitter has been a valuable source of information nowadays due to its millions of users from 

all over the globe. Twitter has a large amount of data, and it’s unable to classify, filter, read, 

understand, summarize, and perform any other action manually. It’s also a challenging task to 

solve with Machine learning and Natural Language Processing tools.  

Covid-twitter BERT (CT-BERT) model has been developed to perform analysis on the content 

of Twitter regarding COVID-19. CT-BERT model is founded on BERT-LARGE English 

Model. BERT-Large is pre-trained on Wikipedia and a free book corpus. To improve 

performance on subdomains, this model is pre-trained on the dataset of 160M tweets about the 

COVID-19 collected through the Crowd breaks platform. The corpus was cleaned to remove 

the tags, usernames, and Unicode emoticons. Duplicate words, duplicate lines, and empty lines 

are removed. So, the final corpus results in 22.5M tweets that contain 0.6B words. To assess 

the model’s performance on downstream tasks is evaluated on five different datasets, 

containing Twitter tweets. These datasets are named COVID-19 Category (CC), Vaccine 

Sentiment (VS), Maternal Vaccine Stance (MVS), Twitter Sentiment SemEval (SE), and 

Stanford Sentiment Treebank 2 (SST-2). To assess/measure the performance, the F1 score was 

compared. The final averaged result on five datasets is a mean F1 score of 83%. This shows 

there is more space for efficiency improvement on the downstream tasks[38]. 

The Italian BERT XXL, which was pre-trained on plain text large corpus of Wikipedia dump, 

OPUS corpora, and an Italian part of OSCAR corpus, with a total size of 81 GB containing the 

13B words. And finetuning was performed on the notorious dataset SENTIPOLC 2016. This 

research was divided into a two-stage series, the first stage includes the pre-processing of 

Twitter dialect into plain text and the second stage manipulates the variants of BERT to 

finetune and classify the tweets concerning their polarity. In this work, comprehensive 

sentiment is examined, therefore both positive and negative sentiment analysis is also covered 

with the overall sentiment of the tweets. The final F1 recorded score was 74.0% for positive 

and 76.0% for negative and a final averaged a score of 75.0%[39]. 

Adversarial training of Bert named BAT is performed to utilize the adversarial training to attain 

the finest result in sentiment analysis. This paper outperformed on two tasks of Aspect Based 

Sentiment Analysis, Aspect Extraction, and Aspect Sentiment Classification. We keep the 

record of only Aspect Sentiment Classification.  Dataset used for the experimental purpose was 

SemEval 2014 task 4 [32] and SemEval 2016 task 5. This experiment was performed on GPU 
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(GeForce RTX 2070). The final maximum accuracy result produced by the BAT model was 

82.27% with BERT-BASE initialization and 85.6% with BERT-PT initialization[40]. 

BERT outperformed on many tasks with minimum changes in hyperparameters or by pre-

training it on the different task-based datasets. Hu Xu et al, experimented on a new task, 

exploiting the client reviews into a bulky source of knowledge and named it as Review Reading 

Comprehension (RRC). Created a new dataset ReviewRC. Enhanced result of Aspect 

Extraction (AE), Aspect Sentiment Classification (ASC) and outperformed on RRC, but we 

consider the result of ASC only. Post-training was performed using the following parameters, 

maximum length set to 320 with batch size equal to 16, and Adam Optimizer’s learning rate 

3e-5. The training was performed on GPU. The maximum final accuracy given by BERT-PT 

was 84.95%[41]. 

A monolingual BERT model was developed including the Dutch language named as BERTje. 

Pre-training was performed on famous corpora having high-quality Dutch text. Books, TwNC, 

SoNaR-500, Web news, and Wikipedia. BERTje use SOP instead of NSP. And for MLM, 

BERTje masked consecutive words instead of masking a single word randomly. BERTje 

outperforms fine-tuning on different tasks including NER, POS tags, and classification tasks. 

From this paper, we only take into account the classification results of sentiment analysis. The 

accuracy scores calculated on 110k Dutch Book Review Dataset was 93.0%. This result was 

very much close to ULMFit model[42]. 

BERT model was pre-trained on two social media platform texts, including tweets and forum 

texts. All the same, hyperparameters were used except NSP, which was used by the original 

BERT model. Two pre-trained models were introduced, TwitterBERT and ForumBERT, 

trained on twitter datasets and forum text on business review respectively. Improved final 

results were given by both pre-trained models as compared to the original BERT. This shows 

the importance of selecting in-domain source datasets.  TwitterBERT achieves an F1 score that 

was 80.8% on Twitter datasets and ForumBERT achieves a 93.4% F1 score[43]. 

Sentiment analysis was performed on covid19 tweets, tweets taken from all over the world, 

and specifically tweets related to the Indian region. Dataset was divided into two portions, then 

labeled. Dataset is portioned into training and testing sets. Dataset was pre-trained by both 

BERT-base and BERT-large model and then finetuned it. The validation accuracy (MCC 

Validation Accuracy) score was 93.8 %[44]. 

T-BERT Model was present to perform sentiment analysis of Micro-blogs Integrating Topic 

Model. Dataset was extracted from Twitter that’s around 40k raw microblog. The data was 

further pre-processed. An experiment was performed on BERT-base with the same parameter 
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used by the original BERT model. Furthermore, widely numerical experiments were conducted 

by choosing different hyper-parameters. The final accuracy was measured separately as 0.96, 

0.78, and 0.69 for positive, negative, and neutral data respectively [45]. 

Covid19 related tweets are extracted from Twitter. Classification for sentiment analysis was 

performed on two BERT models. BERT-base-uncased achieved a F1 score of 0.70 and 

COVID-Twitter-BERT achieved F1 score of 0.76. COVID-Twitter-BERT classifier was 

deployed on more than 85 million tweets. This model was trained to detect self-reporting 

potential cases from Twitter tweets that were not reported to officials in the United States. This 

model detects 13,714 potential cases [46] 

BERTweet, a large-scale pre-trained is presented, which is trained on 80GB corpus containing 

850M English tweets and 5M tweets related to COVID-19. BERTweet model outperforms 

RoBERTa-base and XLM-Rbase. BERTweet outperforms on the following downstream Tweet 

NLP tasks, POS Tagging, NER, and text classification. The model used the same parameters 

as the BERT-base and pre-trained based on the pre-training procedure of the RoBERTa for 

more robust execution. Tokenization of the tweets is done using TweetTokenizer from NLTK 

toolkit and an emoji package is used to convert emotion icons into text. Normalizations of 

tweets are executed to remove all the tags, usernames, retweets, and Unicode emoticons. After 

the cleaning process of the datasets, 845M tokens are left behind. 3-class sentiment analysis 

dataset from (SemEval2017 Task 4A) and the 2-class irony detection dataset from 

(SemEval2018 Task 3A) was used for a text classification task. For fine-tuning tasks, AdamW 

with a learning rate of 1.e-5 is used and a batch size of 32. BERTweet final score was compared 

with RoBERTA and XLM-R, which is higher than both models. BERTweet final F1 score 

reported for SemEval2017 Task 4A was 72.8 and 73.8 for hard and soft normalization 

respectively and accuracy was 71.7 and 72.0. BERTweet final F1 score reported for 

SemEval2018 Task 3A was 74.6 and 74.3 for hard and soft normalization respectively and 

accuracy was 78.2 and 78.2 [47]. 

On two different Twitter datasets, the BERT model is pre-trained and fine-tuned to achieve the 

maximum possible results. For the English language, SemEval2017 is used and for the Italian 

language, the SENTIPOLC 2016 (SENTIment POLarity Classification) datasets are used. At 

first, the novel pre-processing technique for the initialization of the Twitter text is performed 

to remove all the unnecessary words. The aim is to achieve tweets that are less noisy, clean, 

and exploit the hidden information which is previously ignored while pre-processing. BERT 

was pre-trained on Book-Corpus and English Wikipedia for English language and OPUS 

corpus and OSCAR corpus (only Italian part) for the Italian Language. Then fine-tuned to 
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achieve maximum possible results. Some different change parameter was used, like learning-

rate 3e-5, train_batch_size 8, num of train epochs 5, and gradient_accumulation_steps 16. The 

final accuracy results measured on both datasets were 68% for English tweets and 75% for 

Italian tweets[48]. 

TwilBERT, a model is introduced which is pre-trained in Spanish language and Twitter 

domain. In this model, the BERT model is pre-trained from scratch, and to acquire inter-

sentence coherence in the Twitter conversation a Reply Order Prediction (ROP) Signal is 

introduced. Two different TwilBERT models were presented as TwilBERT-Base (TW-Base) 

and TwilBERT-large (TW-Large) with different transformer layers and attention heads. TW-

Base has 6 Transformer layers and 6 attention heads, while TW-Large has 12 Transformer 

layers and 12 attention heads. TwilBERT performs comprehensive execution on 14 different 

classification tasks. The dataset used for the sentiment analysis task was contributed to the 

2019 Workshop on Semantic Analysis at SEPLN (TASS). The organizer gives five corpora in 

different versions of the Spanish language (Spain, Mexico, Uruguay, Perux, and Costa Rica). 

The final accuracy measured for the TW-base model was 59.14 for the Spain variant, 57.20 for 

the Costa Rica variant, 63.0 for the Uruguay variant, 48.22 for the Peru variant, and 62.73 for 

the Mexico variant. And accuracy for the TW-large model was 59.50 for the Spain variant, 

59.52 for the Costa Rica variant, 62.88 for the Uruguay variant, 44.06 for the Peru variant, and 

63.67 for the Mexico variant. TwiBERT gives the best result for all variants except the Peru 

variant [49].  

TwitterBERT, a four-phase setup with various deviations of the classification model is 

proposed. This model is pre-trained additionally one step ahead of the original BERT model 

by arranging strategically a collection of classification models on the edge of the language 

model’s final layer. Intermix BERT word embedding with different variants of word 

embedding like GloVe, Word2Vec, and FastText. The Four-phase setup of TwitterBERT starts 

with pre-processing of the datasets by removing the redundant words, emojis, emoticon, URL 

and hashtags, etc. Pre-training of TwitterBERT is carried out on two datasets, TSA and 

Sentiment 140. After pre-training on these two datasets, the BERT model is then pre-trained 

again on 60k tweets taken from each test case datasets. For fine-tuning of the model on down-

stream tasks variety of datasets are used (MTSA, SemEval 2013, SemEval 2014, SemEval 

2015 , SemEval 2016 , SemEval 2017).  The final ensembled F1 score of all the four pre-trained 

models on these six datasets are 69.26 for MTSA, 72.61 for SemEval 2013, 72.48 for SemEval 

2014, 68.23 for SemEval 2015,68.10 for SemEval 2016 , and 71.82 for SemEval 2017. Models 

give the best result for SemEval 2013[4]. 
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Table 3 Overall Results 

3.3 Literature Summary 

In Language Modeling, BERT has outperformed many Natural Language Processing tasks. 

BERT is a transformer-based model, that relies only on the encoder understanding the context 

of the sentence more precisely than any other model. BERT is pre-trained by using traditional 

Left-To-Right (LTR) and Left-To-Right (RTL) techniques. Previously ELMO was pre-trained 

on the traditional way of LTR and RTL separately and then concatenate the results. This results 

in the ambiguity of the data. BERT uses two objectives which are Masked Language Modeling 

(MLM) and Next Sentence Prediction (NSP). BERT was pre-trained on the Twitter tweets, as 

Twitter has a large amount of data, and it’s unable to classify, filter, read, understand, 

summarize, and perform any other action manually. Sentiment analysis was performed on the 

Twitter tweets using the BERT model. A Covid-twitter BERT (CT-BERT) model was 

presented to perform an analysis on the content of Twitter regarding COVID-19. This model 

was pre-trained on the dataset of 160M tweets about the COVID-19 collected through the 

Crowd breaks platform. CT-BERT outperformed on the domain-specific task of Covid-19 

Paper 

 

Model Results 

[38] CT-BERT 83% 

[50] Italian BERT XXL 76% 

[40] Adversarial training of Bert 85.6% 

[40] BERT-PT 84.9% 

[42] BERTje 93% 

[43] TwitterBERT  

ForumBERT 

80.8% 

93.4% 

[44] BERT-large 93.8% 

[45] T-BERT 96%, 78%, 69%  

[31] COVID-Twitter-BERT 76% 

[47] BERTweet 78% 

[48] BERT model 68% and 75% 

[49] TwilBERT 64% 

[4] TwitterBERT 72% 
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tweets.All the models are grounded on the BERT model but with different changes. Some used 

both MLM and NSP, some of them removed NSP. Some used domain-specific data for the 

training of the model and some used general data. Some used the BERT-base setting or some 

used the BERT-large setting. Some models pre-trained the BERT model for large step sizes or 

some of them trained for small step sizes. In short, each model used a different setting to 

optimize the BERT performance. All of above mentioned models were either pre-train on 

COVID-19 tweets are fine-tuned but none of the model was pre-trained on COVID-19 

Vaccination tweets which is the need of time. 

3.4 Research Gaps 

• Absence of domain-specific downstream task for COVID-19 Vaccination Sentiment 

Analysis. 

• Pre-training of BERT-like models on  General and domain-specific datasets can 

increase performance on downstream tasks. 

• Reduction of the general dataset for pre-training may not affect the result (Why not 

try?). 

• Pre-train BERT-like models with attention in a large sample (increasing batch size with 

attention heads) can improve the performance along with less resource consumption. 

• A model pre-train for small steps but along with a large sample of data in one bucket 

can reduce the Pre-training time. 

• A model pre-train with a large vocabulary size, the larger the vocabulary the more 

words we have. This can help in getting more context for the words. 

• A model specifically pre-train on small general and domain-specific datasets with 

hyper-parameters can improve downstream performance along with less pre-training 

time, less resource consumption. 
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Chapter 4 

Methodology 
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CHAPTER 4: METHODOLOGY 

In this chapter, we will define the working of innovative BERT, raw collection of datasets and 

working of our model TM-BERT. 

4.1 Working of BERT 

BERT is the primary fine-tuned constructed model that attains futuristic routine on the big scale 

of sentence-level and token-level errands. BERT's key originality is the bidirectional training 

of a transformer, an attention model to a language model. BERT has a profound acuity of 

language framework and flows than a single direction model. BERT’s key features are as 

follows, Bi-directional, generalizable, high performance, and universality. 

BERT is built upon the transformer architecture, an attention mechanism that works on the 

learning of contextual relations between arguments in a script[19]. In raw format, a transformer 

contains two distinguished mechanisms, a decoder and an encoder, whereas for BERT, only an 

encoder mechanism is required. Unlike other existing language models, BERT is not pre-

trained by using the traditional Left-To-Right (LTR) or Right-To-Left (RTL) approach, but 

rather pre-trained bidirectional. However, BERT uses two objectives which are Masked 

Language Modeling (MLM) and Next Sentence Prediction (NSP). MLM masks arbitrary 

symbols and then predicts those tokens during pre-training, whereas NSP predicts whether the 

next sentence is a continuation of the previous one or not.  

4.2 Pre-Training 

BERT is not pre-trained via outdated LTR and RTL language models. Though, BERT pre-train 

by dual unsubstantiated errands concurrently. These are Masked Language Modeling (MLM) 

and Next Sentence Prediction (NSP). Using the above techniques concurrently, BERT attains 

a respectable considerate of the language. The MLM arbitrarily masked slightly of the tokens 

after certain input. For MLM, BERT takings verdicts with arbitrary words occupied masks. 

The main achievement is the output of these masked tokens.  It’s like a kind of fil in the blanks, 

It helps BERTS comprehends a bidirectional framework inside a verdict. To pre-train a 

profound bidirectional model we arbitrarily mask 15% of all WordPiece mask tokens in each 

sequence. 80% of which masked by one of the masked tokens, 10% of which random token 

and 10% of remain unchanged. To train a model which comprehends the verdict affiliation, 

BERT pre-train for binarized NSP. For NSP, BERT grabs two sentences and it governs whether 



33 

 

the next sentence tracks the flow of the first sentence. In the case of two sentences A & B, to 

determine whether B tracks the flow of A or not.  50% of these sentences tracks the flow of A 

and it is categorized as (IsNext). And 50% of these sentences do not track the flow of A and 

it’s a random sentence. And it is labeled as (NotNext). 

For the involvement of pre-training, we generate a word token, and its input is built by 

summating up the token, segment and position embedding. Word token inputs are the words 

of the input text and BERT passes this word token to the embedding layer through token 

embedding so that the token can be transformed into a vector. Token, Segment and Position 

Embeddings generate the initial embeddings. 

4.2.1 Token Embeddings 

The mere purpose of token embedding is to transform a word token into a vector depiction of 

a static measurement. Firstly, the contribution manuscript is first tokenized earlier while 

sending it to the token embedding layer. And additional tokens are used before the start of the 

sentence and at the end of the tokenized lines. For example; “ I love RoosterBliss”  “[CLS]” ,  

“I” , “love” , “RoosterBliss” , “[SEP]”. We add these tokens to explain the input depiction for 

classification tasks and the parting of input sentences correspondingly. WordPiece tokenization 

method is used to generates words for the generation of BERT vocabulary of 30, 522 Words. 

4.2.2 Segment Embeddings 

Segment embedding is the binary number as 1, 0 that is prearranged hooked on a vector. So 

just to distinguish the inputs in a given pair Segment Embedding is used. For example.  

“ I love RoosterBliss”   “A frozen food chain ” 

Concatenation and Tokenization 

 [CLS]  I    love   RoosterBliss   [SEP]   A   frozen   food   chain  

Now label to distinguish 

[CLS]  I    love   RoosterBliss   [SEP]   A   frozen   food   chain  

   0       0       0         0                     0        1     1            1         1 

Segment Embedding layer has only two representations (0,1). The first vector is 0, and this 

assigned to all the word of the first sentence, and 1 is assigned to all the words of sentences b.  

4.2.3 Position Embeddings 

Position embedding is described as the location of an expression inside the verdict that is 

prearranged into a vector.  



34 

 

By addition of all these vectors collectively, and embedding vector is generated which is further 

used as the BERT’s input vector. 

 

Figure 5 Input Vector 

4.3 Fine-Tuning 

For domain-specific chore, lump in the activity-specific input and gives its output to the BERT 

in order to fine-tune entirely the parameters. Model is fine-tuned by adapting the inputs and 

output layer differently. We perform supervised training dependent on the job we need to 

resolve. Let's take Question Answering (Fine Tuned Q & A). 

4.4 COVID-19 Vaccination Sentiment Analysis Task (CV-SAT) 

To fine-tune the BERT model, a new COVID-19 Vaccination Sentiment Analysis Task (CV-

SAT) is developed. A Twitter API used ‘COVID-19 Vaccination’ and ‘COVID vaccination’ 

keywords to gather (50K) COVID-19 vaccination-related Twitter tweets shared between the 

period January 2021 till November 2021. Twitter-preprocessor library of python is used to 

remove URLs, mentions, emojis, reserve words and smileys, whereas Natural Language 

Toolkit (NLTK) is used to deal with tokenization. After preprocessing of the dataset, Azure 

Machine Learning Extension is used to perform labeling on the dataset which is then checked 

manually. The dataset is labeled as positive and negative where the positive labels are 

converted to (1+++$+++) and negative labels to (0+++$+++) to ensure its compatibility with 

BERT architecture shown in Figure 1. As our data is in plain text and in one column, so just to 

split the data, we used (1+++$+++)  and (0+++$+++)  labels. If we use 1 or 0, it’ll be mixed 

with the data. The dataset is divided into three different files; Dev, Get-Test and Train file. 

Below is the sample picture of the dataset. 
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Figure 6 Flow Diagram of Data Collection 

 

Figure 7 Dev Sample  
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Figure 8 Get_Test Sample 

 

Figure 9 Train Sample 
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4.5 Twitter Unsupervised Dataset 

The Wikipedia dataset is an open-source dataset and publicly available. The unprocessed 

tweets were collected from Twitter using its API, which resulted in a bustling and vague 

dataset, due to users’ arbitrary, creative, artistic use of social media. Tweets have some specific 

tokens, i.e., emails, URLs, contact numbers, mathematical numbers, pricing, different time 

formats, emojis, emoticons, hashtag-words, and special characters like mentions. We pre-

process the data and generate the tweets into meaningful sentences and formal form. Twitter 

tweets (70K) about COVID19-Vaccination are gathered by using an API that contains some 

specific tokens, i.e., emails, URLs, contact numbers, mathematical numbers, pricing, different 

time formats, emojis, emoticons, hashtag-words, and special characters like mentions. The data 

is then pre-processed, and the tweets are generated into meaningful sentences and formal forms. 

The same procedure, which was performed for the creation of CV-SAT, is followed apart from 

omitting the labeling task and performing a frequency distribution of words in the data to check 

the most occurring words along with creating a word cloud too.  

 

Figure 10 Unprocessed Data Sample 

Firstly, we gather the tweets using Twitter API. The data is unprocessed and is of no use. We 

cleaned the data using python's basic library tweet-preprocessor. This library deals with URLs, 

mentions, reserved words, emojis, and smileys. After cleaning the data, we further pre-process 

the data using Natural Language Toolkit (NLTK) [51]. This library deals with tokenization, 

removal of digits, stop words, and punctuation. After all the pre-processing we execute a 

frequency distribution of words in the data to check the most occurring words and create a 
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word cloud. We fetch almost 125k tweets, but after cleaning and pre-processing only 100K 

tweets are left behind.  

 

Figure 11 Processed Data Sample 

Below is the Word cloud [52] picture of the Covid-19 Vaccination dataset, this shows the 

occurrence of most repeated words in the data. 

 

Figure 12 Word Cloud Sample 
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We did a statistical analysis on the Twitter vaccination dataset to see how many tweets are 

positive and how many tweets are negative. We plot a graph to illustrate the data. 

 

Figure 13 Statistical Analysis of Covid Vaccination Tweets 

4.6 TM-BERT Model 

Introduced a new modified model TM-BERT, a replica of BERT with different parameters. 

TMBERT is pre-trained on Wikipedia (530M) dataset which directly reduced shards time to 

four (4) times. We pre-trained TM-BERT model for different step sizes. We pre-trained TM-

BERT model firstly on Wikipedia dataset then we add Covid-Vaccination tweets for better 

performance of the model on downstream tasks. We pre-trained more than one TM-BERT to 

achieve outperform results. We choose a distinctive combination for every trained model. As 

BERT model depends upon attention mechanism, the vocabulary is increased from (32K) to 

(52K) and a large Batch Size (1024) is used with smaller Steps (50K and 70K) along with 

bigger Attention Heads (24), to extract as much context as possible because TM-BERT will be 

fine-tuned on medical tasks. Due to the small Step size, TM-BERT is pre-trained with Learning 

Rate (2e-5) and to pre-train TM-BERT deeper, the Hidden Layers are increased from (768) to 

(1536). To increase both, Attention Heads as well as Hidden Layers, Input Layers are 

decreased. Table 9 presents two (2) versions of TM-BERT with the only change in Step size. 

TM-BERT is pre-trained for (50K) Steps while TM-BERT_1 is pre-trained for (75K) Steps 

and takes (17) and (24) hours of pre-training respectively.  
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Figure 14 Flow Diagram of TM-BERT Model 

4.7 Performance parameters 

Multiple parameters influence the execution of the pre-trained model. For TM-BERT we use 

the following parameters, 

4.7.1 Vocabulary Size 

Vocabulary size describes the subclass of divergent tokens that can be illustrated by input. If 

the input contains words other than this vocabulary the model divides the word into smaller 

letters. 

4.7.2 Sequence Size 

It describes the maximum input size When one upsurges the size of the sequence it means that 

it requires more power to integrate resources 

4.7.3 Batch Size 

Batch size is the numeral of instances that can be used in a single repetition. 
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4.7.4 Step Size 

 It is measured as, how numerous steps a program will take. It takes data points concerning 

time. 

4.7.5 Learning Rate 

 During the training of the model, the learning rate is hyperparameters utilized in a neural 

network. The weight of the learning rate can be updated during the training. 

4.7.6 Hidden Layers 

 Hidden layers are found between the input and output layers where the operator operates the 

weights during execution. The most hidden layers we used, the deeper model we found. 

4.7.7 Input Layers 

There are hidden layers present in the transformer. Input layers are built with a neuron that 

delivers data to the system for first processing and then sends it for further processing in 

encrypted layers. 

4.7.8 Attention Heads  

In the transformer models each layer, there is a multiple attention head. 

4.7.9 Intermediate-Size 

Intermediate-size is also named as Feed-forward. 4H Feed-forward size is standardized. 

4.7.10 Maximum-Position-Embeddings 

Maximum position embedding is defined as the maximum sequence that the model can ever 

have. 

4.8 Summary 

In this chapter we depict the working of the BERT model in detail, BERT is a new language 

representation model that is pre-trained on millions of sentence pairs from Wikipedia, 

Bookscorpus, and many other domains and language-specific datasets. BERT is fine-tuned on 

the specific downstream task to attain futuristic results. At first, BERT was pre-trained on 
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Wikipedia(2500M) due to the unavailability of BooksCorpus dataset. A new COVID-19 

Vaccination Sentiment Analysis Task (CV-SAT) is developed to finetune the BERT model to 

perform Sentiment Analysis on COVID-19 Vaccination Tweets. An unsupervised dataset is 

created using Covid Vaccination tweets. Twitter tweets about COVID19-Vaccination are 

gathered by using an API that contains some specific tokens, i.e., emails, URLs, emojis, 

emoticons, hashtag-words, and special characters like mentions. The data is then pre-processed, 

and the tweets are generated into meaningful sentences. Due to the BERT model’s poor fine-

tuning results on CV-SAT, an unsupervised Twitter dataset (70K) about COVID19-

Vaccination is used to pre-train the BERT_1 model from scratch along with Wikipedia 

(2500M). A new Twitter Modified BERT model is proposed, named TM-BERT. TM-BERT 

pre-trained with different parameters on Wikipedia(530M)+ Twitter Tweets (70K) and 

outperforms the result from previous BERT models while pre-training on 4 times smaller 

dataset. And in the last performance parameters are defined, which we modified in our 

proposed model.  

 

 

  



43 

 

Chapter 5 

Implementation and Results 
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CHAPTER 5: IMPLEMENTATION AND RESULTS 

5.1 Implementation 

We implemented our models on Google Colaboratory, using T4 of TPUs. Google Colaboraory 

is a free source presented jupyter notebook service that needs no set up to use. We implemented 

the BERT following the same parameters of the original BERT and TM-BERT by modifying 

the hyperparameters of the original BERT. We used the publicly available dataset of Wikipedia 

to pre-train the model from scratch as BookCorpus is not publicly available. We grab tweets 

from Twitter, related to Covid vaccination, and the pre-train model from scratch on 

Wikipedia+Tweets. Previously, the original BERT pre-training time took 64 hours, we reduce 

the time to 17 hours and lessen the computational resources of the model. We saved time as 

well as computational resources. For TM-BERT we deploy multiple changes in parameters like 

we increased the vocabulary size from 32K to 52K, and so we got more data in vocabulary. 

BERT depends on the attention mechanism very much, we enhance the attention head from 12 

to 24, so our attention will be upgraded, and the framework is also enhanced. Increased 

attention head is necessary, as our data is related to the medical field, and we need more context 

of the sentence. We need the context of the sentence for our downstream task of sentiment 

analysis. We enhanced the learning rate to 2e-5 so that our model would learn in large step sizes. 

We check there is an effect of batch size and input size. As in a bigger batch size, we covered 

more samples, also as we enhanced attention head and attention mechanism. So, we increase 

the batch size from 256 to 1024 to get more and more context in one loop. We reduce the input 

layers from 12 to 6 as it does not affect the performance, but it consumes more resources. We 

enhance the hidden layers from 768 to 1536. We enhance the batch size, from which we have 

the bigger sample, and we reduce the learning rate. That’s why there is no need to train TM-

BERT up to 1M step size and we trained model up to 50K step size. This helped a lot to save 

time. 

5.2 Pre-Training of BERT 

Due to the publicly unavailability of BookCorpus dataset, BERT is pre-trained from scratch 

only on Wikipedia (2100M) and used SentencePiece instead of WordPiece. BERT is pre-

trained for (64) hours with the hyper-parameters presented in Table 4 
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Table 4 Pre-training Hyper-parameters 

Mod

el 

Step Batch 

Size 

Input 

Layers 

Hidden 

layers 

H 

Attenti

on 

Heads 

Maximum 

Position 

Embedding 

Feed 

For

ward 

Learning 

Rate 

Vocabul

ary 

BER

T 

1M 256 12 768 12 512 3072  

(4H) 

1e-5 32000 

5.3 Fine-Tuning of BERT 

BERT is fine-tuned on COVID-19 Vaccination Sentiment Analysis Task (CV-SAT). It 

achieved (0.70) accuracy on CV-SAT with fine-tuning parameters which are Batch Size (32), 

Maximum Sequence Length (128) and Learning Rate (2e-5). 

Reduced the time from 64H to 17H. We took step size to 75K, increasing the step size also 

increased the completion time but did not improve the performance very much. The 

performance increases a little bit, but this small increase in performance takes too much time. 

As it takes, almost 25 hours to complete the task. Results are very much improved by changing 

parameters and pre-training time is reduced by 4 times. This consumes fewer resources than 

the original BERT model fine-tuning process. 

5.4 Dataset for Pre-Training 

BERT has achieved (70%) accuracy by fine-tuning on CV-SAT but as affirmed by Lee, J et 

al.[23] and Beltagy, I et al.[24] that pre-training BERT on domain-specific datasets increases 

its performance on the downstream task, a domain-specific unsupervised dataset about 

COVID-19 Vaccination is then developed. Twitter tweets (70K) about COVID19-Vaccination 

are gathered by using an API that contains some specific tokens, i.e., emails, URLs, contact 

numbers, mathematical numbers, pricing, different time formats, emojis, emoticons, hashtag-

words, and special characters like mentions. The data is then pre-processed, and the tweets are 

generated into meaningful sentences and formal forms.  

The dataset consisting (70K) tweets is merged twice; firstly, with Wikipedia (2100M) (2.5 B) 

words to pre-train BERT_1 model, as shown in Table 5, and secondly with (530M) Wikipedia 

dataset to pre-train the newly proposed TM-BERT, as shown in Table 6 
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Table 5 BERT_1 Pre-Training Dataset 

Corpus  Number of lines Domain 

English Wikipedia 2100M General 

Tweets 70 K  Covid Vaccination 

 

Table 6 TM-BERT Pre-Training Dataset 

Corpus  Number of lines Domain 

English Wikipedia 530M General 

Tweets 70 K  Covid Vaccination 

 

5.5 Pre-Training of BERT_1 

BERT_1 is pre-trained for (64) hours on the dataset mentioned in Table 5 and with the hyper-

parameters presented in Table 4 with only a single alteration of the Learning Rate being (2e-5), 

which occurred due to the increase in the size of the pre-training dataset. 

5.6 Fine-Tuning of BERT_1 

BERT_1 is fine-tuned on CV-SAT and achieved (0.76) accuracy, a (6%) improvement with 

the similar fine-tuning parameters as those of BERT. 

 

Table 7 Hyper-parameters for BERT_1 pre-training on Wikipedia + Tweets 

Model Step Batch 

Size 

Input 

Layers 

Hidden 

Layers H 

Attentio

n Heads 

Maximum 

Position 

Embeddin

g 

Feed 

Forward 

Learnin

g Rate 

Vocabula

ry 

BERT

_1 

1M 256 12 768 12 512 3072(2H) 2e-5 32000 

 

5.7 Pre-Training of TM-BERT 

TM-BERT (Twitter-Modified BERT) is pre-trained on the dataset mentioned in Table 6 for 

(17) hours. TM-BERT model is pre-trained by modifying hyper-parameters during pre-training 
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to increase the overall performance on CV-SAT. To modify BERT for improved performance 

on CV-SAT, this study follows the findings of Shah et al. [5] which proclaimed that models 

like BERT do not require to be pre-trained on large general datasets like Wikipedia (2100M). 

Based on this, TMBERT is pre-trained on Wikipedia (530M) dataset which directly reduced 

shards time to four (4) times.  

Table 8 Hyperparameters of TM-BERT 

Hyperparameter Values 

Step Size 50,000 

Batch size 1024 

Input layers 6 

Hidden layers 1536 

Attention heads 24 

Maximum position encoding 512 

Vocabulary 52,000 

Learning rate 2e-5 

Maximum Position Embeddings 512 

Masking 15% 

Feed Forward 3072(2H) 

Time 17 Hours 

 

 

Figure 15 TM-BERT Hyperparameters 
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5.8 Fine-Tuning of TM-BERT 

Fine-Tuned on Google Colaboratory using TPU. A batch size of 16 was selected. The learning 

rate of 2e-5 was Selected. TM-BERT outperformed on Twitter datasets. Fine-tuned results of 

TM-BERT give much better and different results of Twitter sentiment analysis from the 

previously performed analysis. We fine-tuned TM-BERT model on the downstream task of the 

Covid Vaccination Sentiment Analysis Task (CV-SAT). TM-BERT outperforms on the 

downstream task of sentiment analysis. We changed parameters as the batch size of 16, the 

maximum sequence length of 128, and a learning rate of 2e-5. TM-BERT’s pre-trained model 

is fine-tuned on the CV-SAT task. TM-BERT and TM-BERT_1 achieved (0.89) and (0.90) 

accuracy with fine-tuning hyperparameters of Batch Size of (16), maximum Sequence Length 

of (128), and a Learning Rate of (2e-5).  

 

 

Figure 16 Hyper-parameters Comparison 
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Table 9 All Pre-Trained Models 

Model Step Batch 

size 

Input 

Layers 

Hidden 

layers 

H 

Attention 

Heads 

Maximum 

Position 

Embedding 

Feed 

Forward 

Learni

ng Rate 

Vocab

ulary 

Dataset 

BERT 1M 256 12 768 12 512 3072 

(4H) 

1e-5 32000 Wiki 

BERT

_1 

1M 256 12 768 12 512 3072 

(4H) 

2e-5 32000 Wiki + 

Tweets  

TMBE

RT 

50K 1024 6 1536 24 512 3072 

(2H) 

2e-5 52000 Wiki+ 

Tweets  

TMBE

RT_1 

75K 1024 6 1536 24 512 3072 

(2H) 

2e-5 52000 Wiki+ 

Tweets  

5.9 Results 

We pre-trained and fine-tuned both models BERT and TM-BERT on Wikipedia and Wikipedia 

+ Covid Vaccination Tweets, but here in the result section we only mention fine-tuned results 

of Wikipedia + Covid Vaccination Tweets. Both models outperform Twitter sentiment analysis 

tasks. We fine-tuned all the pre-trained models on the sentiments analysis task, and we achieve 

good results from previous models only just by doing modifications in the parameters of the 

original BERT. Also, the increased sized vocabulary helps in the understanding of the language 

more. 

This study pre-trained BERT on Wikipedia (2100M) and BERT_1 on the dataset mentioned in 

Table 2 and then fine-tuned on newly developed CV-SAT. The study also proposed a new TM-

BERT model pre-trained on the dataset mentioned in Table 3 and fine-tuned it on CV-SAT. 

Figure 2 presents the results of BERT, BERT_1, TM-BERT, and TM-BERT_1 while fine-

tuning on CV-SAT. The performance achieved by the models on CV-SAT is BERT (0.70), 

BERT_1 (0.76), TM-BERT (0.89) and TM-BERT_1 (0.90). TM-BERT outperformed BERT 

with (19%) and BERT_1 with (13%) accuracy while TM-BERT_1 outperformed BERT with 

(20%), BERT_1 with (14%) and TM-BERT with (1%) accuracy. 
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Figure 17 Final Results 

5.10 Summary  

We implemented 4 different models on Google Colaboratory, using T4 of TPUs. First of all, 

due to the public unavailability of BookCorpus dataset, BERT is pre-trained from scratch only 

on Wikipedia (2100M) and used SentencePiece instead of WordPiece. BERT is pre-trained for 

(64) hours with the same hyper-parameters used by the original BERT. BERT_1 is pre-trained 

for (64) hours on Wikipedia (2100M) and Twitter Tweets (70K) and with the hyper-parameters 

presented for the BERT with only a single alteration of the Learning Rate being (2e-5), which 

occurred due to the increase in the size of pre-training dataset. TM-BERT (Twitter-Modified 

BERT) is pre-trained on Wikipedia (530M) and Twitter Tweets (70K) for (17) hours with a 

step size of 50K. TM-BERT model is pre-trained by modifying hyper-parameters during pre-

training to increase the overall performance. Similarly, TM-BERT_1 is pre-trained on 

Wikipedia (530M) and Twitter Tweets (70K) for (25) hours with a step size of 75K. All the 

BERT, BERT_1, TM-BERT and TM-BERT_1 model is fine-tuned on the downstream task of 

the Covid Vaccination Sentiment Analysis Task (CV-SAT). 

The performance achieved by the models on CV-SAT is BERT (0.70), BERT_1 (0.76), TM-

BERT (0.89) and TM-BERT_1 (0.90). 
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Chapter 6 

Discussion, Conclusion and Future Work 
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CHAPTER 6: DISCUSSION, CONCLUSION AND FUTURE WORK 

During the peak days of Covid-19, people are scared of this infectious disease. People are 

restricted to their places of shelter. In such dire times of global pandemic, Twitter proved to be 

a vital source for getting reliable information about the COVID-19 situation worldwide. We 

check people's tweets regarding this COVID-19 outbreak and we decided to get to know 

people's behavior or sentiment for this outbreak. We decided to perform sentiment analysis on 

Twitter tweets, as Twitter's text format is perfect to make sentiment analysis datasets. When 

we merged tweets collected from Twitter in one corpus, it becomes very useful information 

which is also very helpful to understand the social sentiment of people regarding a particular 

element. We choose to perform sentiment analysis on Covid Vaccination tweets. As COVID-

19 vaccination was made mandatory for every individual to counter the virus, people from 

developed countries like the USA and the UK, as well as from developing countries like 

Pakistan, gave mixed reactions towards the vaccination. 

In this work, a new COVID-19 Vaccination Sentiment Analysis Task (CV-SAT) is developed 

to analyze the sentiments of people about COVID-19 Vaccination. An unsupervised COVID-

19 Vaccination dataset is also developed for the pre-training of language models built upon 

Transformer architecture. This Twitter pre-training dataset contains clean and preprocessed 

(70K) tweets about Covid-19 Vaccination.  

BERT is a pre-trained unsupervised language model that was proposed by Google AI research 

team. It took first place on a wide variety of Natural Language Processing tasks. In this paper, 

based on several settings of BERT model and different hyperparameters of it, we derive our 

own BERT model (TM-BERT), which is optimized for NLP tasks. The performance of TM-

BERT models are evaluated on Sentiment Analysis task. The results of the evaluation method 

show the superiority of our models. We pre-trained the BERT model from scratch with original 

parameters and replicate the original BERT model by changing the hyperparameters. This 

proposed replica model is named TM-BERT. We pre-trained the BERT model only on the 

Wikipedia dataset due to the publicly unavailability of BookCorpus dataset. The 

hyperparameters of BERT remain the same but with a single change of using WordPiece 

embedding instead of using SentencePiece. BERT is pre-trained on Wikipedia (2100M) 

whereas BERT_1 is pre-trained on Wikipedia (530M) + Tweets(70K) and fine-tuned on CV-

SAT task and achieved (0.70) and (0.76) accuracy respectively while pre-training for (64) 

hours. 



53 

 

This study proposed a modified BERT model called TM-BERT to pre-train BERT on smaller 

datasets with a lesser pre-training time and enhance the overall performance of BERT with 

(19%). The study pre-trained two versions of TM-BERT with changed Step sizes of (50K) and 

(75K). TM-BERT_1 which pre-trained for (75K) steps achieved (1%) accuracy over TM-

BERT but took (50%) longer pre-training time, (24) hours instead of (17) hours for TM-BERT 

(50K) steps. Improvement of (1%) for (50%) of more training is negligible so therefore this 

study proposed a TM-BERT model with just (17) hours of pre-training and (19%) improved 

accuracy over BERT. BERT model was pre-trained for the first time on the Covid Vaccination 

task and also performed sentiment analysis on the CV-SAT dataset. That is why we have not 

compared it with any other model that has been pre-trained for the covid vaccination task. 

In this paper, the shards time needed to pre-train the BERT model is ignored, if we considered 

this time also, this makes the pre-training of TM-BERT directly four (4) times less because 

TM-BERT is pre-trained on four (4) times smaller datasets. The future direction of this study 

is to implement the TM-BERT model in real-time systems to provide real-time results about 

people’s behavior against every new wave of COVID-19 and its booster doses. And we 

implement this TM_BERT model for any new biomedical domain. 

CONTRIBUTIONS 

• Developed a new COVID-19 Vaccination Sentiment Analysis Task (CV-SAT) 

• Developed a new unsupervised domain specific COVID-19 Vaccination Twitter 

Tweets (70K) dataset for pre-training. 

• Proposed a TM-BERT model that significantly reduces the pre-training from (64) hours 

to just (17) hours with a (19%) improvement. 

• Pre-trained BERT on Wikipedia (2100M) from scratch and fine-tuned on CV-SAT. 

• Pre-trained BERT_1 on Wikipedia (2100M) + COVID-19 Vaccination Twitter Tweets 

(70K) dataset and fine-tuned on CV-SAT.. 

• Using limited resources results are improved from BERT model and previously pre-

trained models which were pre-trained on Twitter tweets. 
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