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Abstract 

Few decades ago, experienced Marine biologists started a campaign to safeguard Right 

Whales with a name of National Oceanic Atmospheric Administration. Different aerial 

campaigns were started by them, with the primary objective of studying their health and 

counting their population. Photographs were taken by helicopters and then these were 

compared with an online database. Manual comparing of Right Whales was very time 

consuming and lot of training and experience was needed to do it. 

So to overcome this issue NOAA in collaboration with Kaggle decided to launch a 

competition, the objective was to launch a system to monitor Right Whales and efforts must 

be done to free a Right Whale that has been accidentally caught in fishing gear. We only have 

4544 training images in our dataset; training deep convolutional neural networks with such a 

small number is a real challenge. These photographs are taken by helicopters, so they are 

badly focused. They are taken at different times of day with different quality of cameras. 

Some images of Right Whales are of really bad contrast with poor exposure. Moreover the 

dataset was not balanced i.e. the number of pictures per whale varies a lot. We have about 20 

whales with just 1 image, some whales have around 40 images, the average number of 

images per whale was around 10.  

With such a sparse distribution, it was really challenging for us to train our deep 

convolutional neural networks. To minimize the effect of small dataset, we have divided our 

problem wisely. Instead of training our neural network on whole images, which is no use to 

us, as most of the images contains ocean waves. We first localize head of the whale, in this 

way we can focus more on our desired feature, that is the callosity pattern on Whale’s head. 

After localizing head we find two points Bonnet and Blowhead, callosity pattern lies between 

these two points. We then aligns whale’s head in such a way, that Bonnet is on right 

blowhead is on left and whale’s head is pointing towards east. Now images are align, so our 

classifier can only focus on area of interest. This has improved our results significantly aswe 

have achieved an accuracy of 78.70%. The results can be improved if we have more images 

in the dataset or if we have more clearer images with better resolution and area of interest i.e 

Callosity Pattern more clearly visible. 

Key Words: Kaggle, Deep convolutional neural networks, deep learning, fully convolutional 

network, Right Whales , Callosity Patterns , Bonnet and Blowhead 
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CHAPTER 1: INTRODUCTION 

Right whales is considered one of the most endangered species now a days. Their expected 

number has decreased to even less than 500, so a campaign has started to preserve them [1].  

Actually since 17th century, right whales have been favorite hunting attraction, due to their 

countless benefits.  These  whales have been ideal for hunting due to their behavior of living 

close to shores. Their economical advantage is that they are rich in whale oil. They are easy 

target for hunters because their bodies float when killed. Despite being protected species 

since 19th century, there life is under continuous threat due to numerous reasons like being 

caught in fishing gear or unwanted collisions by ships.  

1.1 Motivation 

It is different from the scenario where we have to classify between mountains, animals, trees , 

like totally different objects. Here we have two challenges first we have to identify that it is a 

right whale or not and then we have to tell which of the 427 whales, the whale is according to 

whale ID’s. It is difficult even by physically examining the two pictures that these whales are 

same or not, although by looking at clear perfect pictures. The area of interest is very small 

the callosity pattern, so it is difficult for classifier to focus on it regardless of image quality. 

1.2 Problem Statement 

To make our classifier just to focus on areas of interest i.e the callosity pattern, we first 

localize the head of the whale, water and remaining of whale is of no use to us. After 

localizing head we have to find callosity pattern, but first we have to find two points ‘Bonnet’ 

and ‘Blowhead’ i.e starting and ending points of callosity pattern[3]. These points are very 

good features for us as they are different for each whale. Callosity pattern lies between these 

two points, after detecting these patterns we will train our neural networks on it. After 

Localizing head and finding blowhead and bonnet tip, we will align our images all in one 

direction. Bonnet pointing to the right and blow head to the left, whale head towards 

east[4,5]. These images will be passed through classifier which will calculate the similarity 

probability distribution of the whale with testing set. 

 

1.3 Aims and Objectives 
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Each whale has a unique callosity pattern on its head, it’s like similar to human finger print as 

every person has unique finger print pattern, likewise whales have unique callosity pattern . 

Some whales have continuous and some have broken callosity patterns (this is explained in 

detail in later chapters). Thanks to the whale lice on their head callosity pattern appear white 

forming a good contrast with rest of image and becoming an excellent distinguishing feature 

for us[6-8].   

There were lot of challenges that we faced while completing this some of them are mentioned 

in this paragraph. The most severe challenge was that we only have limited dataset available 

.There were only 4237 images for 427 right whales. Actually number of images varies a lot 

some whales have around 40 images most of them have around dozen and some whales have 

less than 10 images per whale[9]. There were about 20 whales that have only one image in 

the dataset, if we add them in training dataset it will be over fitting we can’t test them and if 

these single images are added in testing them, it will decrease our accuracy percentage 

significantly. Images quality varies a lot, because images were taken at different times of the 

day with different cameras and with different heights. Contrast of some images was not good, 

some images were overexposed and some are underexposed, light intensity on whale images 

also varies a lot. 

1.4 Structure of Thesis 

This work is structured as follows: 

Chapter 2 covers all the necessary Details required to know about Right Whales, their 

characteristics, features of our interest. 

Chapter 3 gives review of the literature and the significant work done by researchers and 

machine learning engineers in deep learning. 

Chapter 4 consists of the proposed methodology in detail. Different approaches used, lesson 

learned, which approaches gave us success and which does not. 

Chapter 5 introduces the databases and experimental results of Kaggle Right Whale 

Challenge.  

Chapter 6 concludes the thesis and reveals future scope of this research. 
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CHAPTER 2: Right Whales 

Inspite of international protection from commercial whaling since 1935, north atlantic right 

whales is still suffering the major threat of getting extinct[10]. This is because Whales love to 

live near coastal areas and these areas are also used by international shipping, military and 

fishing industry [11]. Recent Mortality rate is really alarming, in last 14 months 9 whales are 

reported dead due to collisions with ships [12]. 

Right whales are getting extinct from Atlantic Ocean. Their survival is under major threat due 

to various reasons. A solid step must be taken to preserve them, before they only remain in 

our books. A group of marine biologists started a campaign to preserve them, this 

organization is called NOAA (North Atlantic Right Whales). The started aerial surveys by 

helicopters, to study the health behaviors and take aerial photographs of whale. Marine 

biologists than match these photographs with their register that which of the 437 whales this 

right whales is that we are identifying[14]. This manual process is not feasible in real time. 

                                                                 
                                                               

2.1Characteristics of Right whales 

In Figure 2.1 we are showing random images from dataset, all the preprocessing is done on 

them and they are ready for training in recognition model. There are numerous features by 

which we can classify whales, the best one is by their callosity pattern, some have continuous 

and some have broken callosity patterns. Thanks to the lice in whale which forms white 

patches on whales head[14]. Each whale has different callosity pattern like every person on 

earth has different finger print pattern and different retina scan.  

Figure 2.1:Callosity Patterns 1 
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Other two important points on whale head are bonnet and blowhead. Bonnet is at end of 

whale’s head, from here callosity pattern start’s and other point which is little far away is 

blow head. 

 

Figure 2.2:Whale's Head Structure [Felixaumon[5]] 

 

The Figure 2.2 above shows vital points on whale’s head. Other features include chin 

callosity and eye brow callosity but it is not common to all whales and hence does not form a 

good set of features on which we can train our convolutional neural network.  

Right whales grow upto 50 feet and weight about 75 tons.   

 

Figure 2.3:Estimating Size of Whale[61] 

This Figure 2.3 shows just a rough difference to estimate the size of whale as compared to a 

human. Their average age is 75 years but few can manage to live a century. Their appearance 
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include they don’t have dorsal fins and are dull black in color. Their diet includes eating other 

small marine species. Their females grow larger in size than males. Their head is enormously 

large about ¼th of the body. Their birth rate, reproduction is slow, females gives birth to calf 

after 10 years. Seeing cross sections in their teeth is one way to identify the age of mammals, 

but surprisingly whales have no teeth. Right Whales just have baleens. In whales, eye lenses 

and in some cases ear bones are used to identify their age. Right whales feed themselves in 

spring to fall and in rare cases also in winter. Their favorite place to live is coastal areas near 

shallow waters.  

2.2 Threats to right whales 

As we know whale oil was in huge demand and rigorous hunting of Right Whales are causing 

them to be extinct. Now according to laws hunting right whale is a major crime, now lot of 

measures are taken to protect them from extinction. There are still threats to their life; some 

of them are discussed here. As Right whales prefer to live in shallow water near coastal areas 

there is a constant threat of ship collision to them. Ship collisions are reduced by numerous 

measures, areas are marked red or no ship zone in the region where the concentration of right 

whales in more. Some are unexpectedly caught in fishing gear. Other important factor that is 

affecting the lives of right whales in water pollution. Water contamination is making them 

sick, creating a very unhealthy environment for their survival. Global warming and other 

climatic variations are also not suitable for them. Noise of ships and disturbance caused by 

whale surveillance is also not good for them. It seems that Right whales are not friendly in 

adapting new things and they are not comfortable in having company with them.  
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Fig 2.4 Random Images from dataset 

Figure 2.4 shows some pictures of whales just for a small challenge and you have guess 

which pair of whales is same and which is not, believe me it’s not that simple by looking 

without lot of experience.  
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Have you taken this challenge? Hope it will be a pretty good brain exercise for you! Now 

time to announce the results. First two pair of images are different whales, 3rd pair of whale is 

same, as you have seen by results it’s very difficult to recognize manually just by looking 

without any proper training by marine experts.  

 

Actually the difficulty arises because images are not of good quality, this is because some are 

badly focused, and there contrast is very poor. They are taken at different times of day so 

some are dark and some are bright. They are taken from different cameras having different 

frame size and different resolution. Plus whales don’t know how to pose for images, or they 

don’t care about their good looks as humans. In some images head is half visible. In Few 

images splash of water is covering the head.  

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 



    
 

8 

 

CHAPTER 3: LITERATURE REVIEW 

Deep learning is the emerging era of machine learning research brining remarkable 

revolutions in Computer Vision, pattern recognition and artificial intelligence. It extracts 

several types of features namely high level and low level features, It works like brain where 

neurons carry information in a layer wise fashion[16]. The deeper the layers the more 

information is processed in them. A lower level layer contains the major details like taking 

the example of an image, lower layers will identify edges and higher level layer will contain 

minute details about that image. In a nut shell it’s overall purpose is to optimize objective 

function that is done during training[17]. 

A common neural network consists of many simple processors called neurons, where each 

neuron is producing its own real valued activation. First layer of neurons get activated from 

sensors, subsequent layers use values of previous layers multiplied by weights. Now the 

process involved of the training weights so that actual output of the model matches our 

expected output[19].  A general purpose of machine learning is to learn from representations 

in input data and to use this information in predicting unseen data.  Large data sets available 

with increased computation capacity played a vital role for the interest in deep learning.  

Extracting good relevant features is an another major challenge which will bring revolution to 

deep learning. Extracting relevant and those features which will give amazing classification 

results without human intervention in under research. 

Deep learning has shown amazing results in discovering intricate structures in high 

dimensional data, so it is most widely used in medical science, in making predictions and 

government. Barak Obama used machine learning on the tweets of people to know their 

sentiments about him, processing was done across all the states so that he can have a know-

how of which state is with him and which is against him. In this way he can successfully 

focus on only those states that are against him. Deep learning has also achieved amazing 

results on speech recognition [20-22] and image processing [23-26]. Other astonishing 

improvements were in reconstructing brain signals [27], predicting the effect of mutations in 

non-coding DNA on gene expression and disease[28,29] and in analyzing particle accelerator 

data[30,31]. Superb results are also show on natural language processing [32,33] specially 

question answering[34] , sentiment analysis and in translation[35].  

3.1 Unsupervised learning  



    
 

9 

Numerous Models are available for deep neural networks. The most commonly used was 

auto encoder model which is now known as deep auto encoder model.  It is the refined 

form of auto encoder model with multiple hidden layers in it[36]. It is a form of 

generative models and extracts features with the help of hidden layers in it. Similar to 

the conventional neural networks, deep auto encoder model performance is also 

dependent on their weight initialization method. Improper weight initialization results 

in saturation and network paralysis [37]. Deep auto encoder networks also encounter 

difficulties while propagating gradients in backward direction. 

Unsupervised learning is computationally expensive so they are not good with large 

datasets. To do so we integrate, convolutional models with generative models [38]. 

Convolutional layers with pooling make it convenient and feasible with large datasets 

especially in the field of medical sciences.  

3.2 Supervised learning 

The most widely used machine learning technique at present is supervised learning. Among 

supervised learning one of the most protuberant approach is Convolutional Neural Networks 

(CNNs). They are based on Hubel and Wiesel’s Discovery of cell [39]. It is originated by 

neorcognitron model proposed by Fukushima [39]. Convolutional Neural Networks creates 

its own invariance by shared weights technique. It was applied to recognition of hand written 

characters [40]. CNN follows the concept of shared weights and subsampling/pooling. The 

convolutional neural networks are considered different from conventional neural networks 

where each neuron is replaced by three dimensional feature space maps. Here patch of 

neurons is connected to the neuron of next layer in feature map. The size of the patch is 

governed by the type of example in which it is used. Convolution followed by 

averaging/subsampling making it robust towards distortion and noise in input. 

Advanced applications in pattern recognition system and computer vision has gained a 

significant amount of attention from researchers all around the word. In LeNet-5[41] 

advanced network with seven layers was applied to MNIST [42]. The seven layers were 

further divided into two parts. The first part consists of 4 layers two convolutional layers 

followed there pooling layers. The first half was responsible for extracting features from raw 

data. Second half consist of two fully connected layers which was responsible for classifying 

the features that are extracted in first part based on the assumption that they are linearly 

separable from each other.  



    
 

10 

This has gained considerable amount of familiarity in 2012 after winning the ImageNet Large 

Scale Visual Recognition Challenge (ILSVRC)[43] by AlexNet [44]. The Network [45] 

followed the same approach as used by LeNet, but the depth of network was more than the 

hidden layers (five convolutional and three fully connected layers). To suppress over-fitting 

dropout technique was used [46,47]. Then the network with more hidden layers has will be 

given foremost priority for feature extraction [48,49]. 

In 2014, Lin[50] presented a different kind of algorithm called ‘Network in Network(NIN)’ it 

uses multilayer perceptron networks in convolutional layers. Here we have assumed that 

features extracted are linearly separable but this is not true for all the cases. We know that 

multilayer perceptron networks are universal approximator using them can disentangle many 

nonlinear functions easily. Depth of such approach is still to be explored; a lot of work is 

needed to be done on it. 

Activation function of hidden units plays a vital rule in the performance of our networks. The 

LeNet-5[51] network works on hyperbolic tangent functions. The activation functions like 

hyperbolic tangent and sigmoidal works amazing with shallow neural networks [52].  Their 

performance is degraded in Deep Neural Networks because error is propagated in backward 

direction so it gets saturated. Moreover there weight matrices are very dense which creates 

extra overhead for the networks. Moreover weight matrices are also saturated which 

increased computational complexity for neural networks. The rectified linear units (ReLu) are 

performing much better than biological neurons[53], that’s why they have become the best 

choice of researchers for activation function . 

 
Table 3.1: Detailed Comparison 
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In Table 3.1 we have done an extensive research on different deep neural network 

findings and have gathered all the information in a tabular form. It is the summary 

generated of important findings.  

3.3 Logistic Regression 

There are a lot of machine learning algorithms, like naïve Bayes, Support vector machines, 

decision trees etc. Logistic regression is mostly the first algorithm that a machine learning 

engineer learns.  There a number of reasons behind its popularity, it’s scalable, it’s fast, it can 

be easily interpreted and it’s outputs are well defined predicted probabilities. For example 

take the example of car, bus and apple. Suppose our neural network is completely trained and 

we have a test image of a car, so the expected results will be 85% similarity with car, 14.5% 

similarity with bus and 0.5% similarity with apple. 

3.4 Batch Normalization  

Actually in batch normalization, we normalize the values (outputs) of hidden layers in a 

neural network. This reduces the uncertain impact of earlier layers on later layers. Training of 

neural network is much faster with batch normalization. It makes the algorithm really 

powerful. Dropout is also applied in our right whale challenge. Dropout is the technique 

where randomly selected neurons are cut off ; there input and output connection is over. As 

some neurons are dropped randomly, other neuron takes their place in learning the 

representation. It depends on scenarios, sometimes it improves results for us, sometimes it 

make things worse.  

3.5 Max pooling  

Max pooling is done usually to reduce computational cost, where parameters are large 

enough to train and it is difficult to handle such a large volume of data. The primary purpose 

of max pooling is to reduce the size of image while maintaining the maximum information of 

image. Working of max pooling is really simple to understand, suppose starting with basic, in 

2x2 max pooling, a 2x2 max filter slides through whole image with a stride of 2. This filter 

selects the maximum value among the 4 values that are in filter, hoping important 

information is retained. Stride of 2 meaning that we will move our filter 2 steps ahead, for 

example the four boxes that a filter is covering will not traverse any of these values again. 

Similarly in 3x3 max pooling we have to use stride of 3.  
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3.6 Back propagation 

Back propagation is the basic and most commonly used technique to train neural networks. It 

is mostly used by gradient decent algorithm to optimize the weights of neurons by calculating 

the values of gradient and loss function. In this error is calculated in the output and is back 

propagated backwards for the purpose of reducing it.  

3.7 Fine tuning 

For some applications, small training data is accessible. Convolutional neural systems more 

often than not require a lot of training data so as to abstain from over fitting. A typical 

procedure is to prepare the system on a bigger informational collection from a related area. 

Once the system parameters have met an extra preparing venture is performed utilizing the 

in-area information to tweak the system weights. This permits convolutional systems to be 

effectively connected to issues with small training data. 

3.8 Convolutional Neural Networks 

Convolutional Neural Networks CNNs are made up of neural networks that is used to process 

large amounts of data sets. The name convolutional neural networks shows that it contains 

mathematical operation convolution. It is actually a linear operation. Basic definition of 

convolution is the overlap of one function f with another function g. In this a function is 

rotated and traversed over another function. It is nearly similar to cross correlation. In fully 

connected neural networks each neuron input is connected to the other neuron in the output. 

To understand convolution more take the example that we are tracking our enemy with laser 

light. Our sensor is showing the value of x(t), that is the position of our enemy at time t. Both 

x and t are real valued which shows that we can get different values at different time instants. 

Supposing that our sensor is noisy then we have to take several measurements and then their 

average value. 

   
                                                               𝑦(𝑡) = (𝑥 ∗ 𝑣)(𝑡)                                                             {3.1} 
 

This asterisk “*” is used to denote convolution.  In the above equation ‘x’ is usually called 

input, ‘v’ is called kernel and output is referred to as feature map. 

In our scenario of right whale recognition input is usually a multi-dimensional array of pixel 

values and kernel is filter that is adapted by learning values to give best possible output. We 

called this multi-dimensional array as tensors. 
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3.9 Literature review 

Here we discuss and review some latest research done on whale classification. Kabani knows 

data set was very small and it’s really challenging to train neural network on this dataset . 

This problem was solved by dividing the problem into smaller tasks by reducing view point 

variance in our Right whale dataset . First of all he localizing the body and head of the whale 

using deep learning . Then he align the whale by finding two points Bonnet and Blowhead 

along which callosity pattern exists . Finally a recognition network is used to classify whales 

in their respective classes [17] .  

Kostiantyn uses PCA algorithm for preprocessing raw images of dataset . Applying PCA 

shows that reducing features have significantly increase performance of classifier and reduces 

overfitting . He proposed a classifier with three layer neural networks of  40 , 100 and 400 

input neurons .  He achieves F1 score of 90% [18] . 

Yin [54] find out that Whale vocalizations can be studied as polynomial-phase signals , 

which are mostly used nowadays in radar and sonar applications . These types of signals lie 

on a nonlinear manifold characterized by polynomial phase coefficients . Yin applied 

manifold learning methods particularly ISOMAP and Laplacian Eigenma . He find out that 

Laplacian eigenmap performs well than linear dimension reduction methods such as Principal 

Component Analysis (PCA) and Multidimensional Scaling (MDS) in our scenario . 

 

Dezhi [55] inspired by rapid advancements in the field of deep learning techniques and 

seeing successful applications and remarkable achievements in the different domains decided 

to apply it on whale call classification . A complete performance study of different state of 

the art CNN architectures is done on whale call classification dataset . Accuracy and 

computational efficiency varies with different CNN architectures . He find out that Xception 

[56] provides the best results in comparison to  all four CNNs . 

Ho Chun [57] used a unique approach for detecting and as well as classifying foraging calls 

of two mysticete species from the dataset of passive acoustic recordings . This 

detector/classifier uses a computer-vision based technique in combination with pattern 

recognition method, to achieve better results , for detecting the foraging calls and also for 

removing ambient noise effects . This data was collected from Southern California Bight . Ho 

Chun achieved an accuracy 92.03 % in pattern recognition algorithm while an accuracy of 

95.20 % was obtained by machine leaning algorithm . 
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Marwa [58] introduced a feature selection technique that applies to whale optimization 

alogorithm(WOA) . She used wrapper-based method to find the best subset of features . 

These subset of features performs better than particle swarm optimization (PSO) and genetic 

algorithm (GA) algorithms .   

G.Roberts [59] designed a non-stationary signal classification algorithm that uses time-

frequency representation and a multiple hypothesis test . His  time-dependent quadratic 

discriminant function shows that time frequency performs better than frequency domain 

method . At selected points in time he evaluates discriminant function and forms a set of 

statistics .  

Mahdi [60] proposed in this paper that a study is carried out for detecting North Atlantic 

Right Whale upcalls with measurements taken from passive acoustic monitoring devices . 

Preprocessed spectrograms of upcalls are subjected to two different techniques , one  is based 

on getting of time-frequency features from upcall contours and the other employs a Local 

Binary Pattern operator to find salient texture features of the upcalls .   

Chenchen[62] knows that fish classification is not that easy because convolutional neural 

networks always need large data sets for training . So he uses transfer learning with Bilinear 

Convolutional Neural Networks(BCNNs) . In comparison to popular CNNs VGG net or 

ResNet , he achieves and accuracy of 78.25 % on Croatian fish dataset . 
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Fig : 3.7Head Localizer             Fig : 3.8 Identify bonnet and  blowhead            Fig : 3.9 Final Classifier                     

                                                                          

                                                         

In Figure 3.7 Figure 3.8 and Figure 3.9, We have used three neural networks in our right 

whale recognition problem. One for localizing the head, then for identifying the callosity 

pattern identifying bonnet and blowhead and 3rd for classification of the whales. Our third 

neural network have two major tasks to do, one is to identify that it is a right whale or not and 

then to figure out from which of the 437 whales this whale is. 
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                CHAPTER 4: EXPERIMENTAL METHODOLOGY 

As it is completely clear by now that purpose of right whale recognition, was to save it from 

getting extinct. Our Focus was to design such a system that will help marine biologists to 

classify whale quickly and efficiently, because manual classification is extremely time 

consuming and required lot of efforts. We have used Deep Convolutional Neural Networks 

due to its exceptional accuracy on images from the last few years.  

4.1 Data Set 

Dataset was another major challenge in our classification of Right Whales. Actually it is the 

characteristics of Deep Neural Networks that huge amount of dataset are needed for training 

of neurons. The larger the dataset the precise the training is and hence better results. The 

dataset provided by NOAA to kaggle contains just 4237 images for 427 right whales 

. So our primary objective to use this limited dataset widely to achieve maximum benefits.  It 

was not so simple to split the Right Whale dataset randomly into testing and training data.  

This was because number of pictures per whale varies a lot. Astonishingly twenty four 

whales are with only one image. This is a big challenge for us. These “celebrates” don’t like 

fresh air a lot. Now it was difficult for us to decide, where to add these images. If these single 

images are added in testing set, we can’t test them so our accuracy dropped significantly. If 

we add them in training set it will be our fitting as we can never test them, they will be of no 

use to us. Plus training our neural network on them is another significant challenge. Seeing 

the bright side, some right whales have around 40 images, most of them are around 15, few 

right whales are less than five. A data scientist can well image with such a diverse dataset, 

how hard it will be for us to proceed and achieve remarkable results.  

 
Figure 4.4: Dataset Distribution 
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In figure 4.7 the graph above shows dataset distribution according to Whale ID’s. One can 

well image by seeing the bars how roughly distributed the data set it. A pretty good validation 

set was required to achieve remarkable results.  

4.2 Dataset distribution 

As shown by above bar chart and number of whales discussed with respect to images it is 

now clear that dataset distribution was not that simple. A stratified result will have boosted 

the accuracy a lot, initially I did random split of Right Whale dataset just for testing. It is a 

saying if you have done a mistake in start it will be with you and will keep on affecting other 

things. Things get worse when different classifiers were trained on different splits. I observed 

this issue when I start to notice results. So I decided to fix, so it’s never late to correct things 

or to restart things in life in the correct manner, until they proceed in wrong manner all the 

way. 

Classification between goat, bird, car, apple and trees is a pretty easy task as the similarities 

between them are very rare. If we have trained our convolutional neural network and suppose 

we are deducting trees so we will get a clear probability distribution, 90 % similarity with 

trees and remaining 10% will be distributed among goat, bird car and apple. This example 

was taken to clear our concept about the working of convolutional neural networks.   

In our case the scenario is different. The area of interest only occupies small portion of the 

image, that is the Right whale head and in head specially the callosity pattern. We must not 

forget about data set distribution the images are of various quality and position and angel of 

whale in each image is different.  

4.3 A glance at Dataset 

We all know that dataset was not balanced and was in sufficient for training of neural 

networks. The quality of images was very random somewhere overexposed somewhere 

underexposed. In some images whale was occupying an extremely small portion of image. I 

have selected some images just to study them , they are discussed in this section below. 
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Figure 4.8 Showing variations in data set  

Figure 4.8  shows  that these images are taken at different times of day with different camera 

resolutions.  See in A1 and B1 both are dark and low contrast images. It is nearly impossible 

by naked eye to see the callosity pattern on Right Whales head on these pair of images. A2 

and B2 are pretty good whales head is focused and is more easily visible callosity pattern. 

The contrast, exposure location and size of Right Whale in these images are perfect. Now 

have a glance at A3 barely half of the whale is visible. We will add this image in our training 

set, but I don’t think it will give us some benefits. In B3 most of the whale is under water, 

actually whales don’t know that their photograph is being taken and they have to pose for it. 

Bonnet and blowhead points will be slightly difficult to locate here but callosity pattern will 

be extracted from this image, it will be difficult to do so because contrast, lightness level, 

exposure ,brightness scale and image quality is below threshold of a good image.    
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4.4 Software used 

Almost all the code is written in anaconda python. Theano and cuDNN are used to implement 

neural networks. All the image processing rotation, shearing is done in scikit-image. Data 

processing of Right Whales is done in Pandas. All other operations are done in scikit-learn . 

Almost all the charts are used in Matplotlib .  

4.4.1 Anaconda Python 

Anaconda is a open source and free framework for python and R programming. it is widely 

loved by data scientists and machine learning engineers throughout the world as it is 

complete package of all the required libraries. It is suitable and works well for both windows 

and linux users.  According to a report anaconda have roughly 7 million users worldwide. It’s 

keep features include conda virtual environments though which  all libraries are installed with 

a single click , no need to read and learn documentation of each library, it was created ease 

for programmers and have saved plenty of time. These commands ‘pip install’ and ‘conda 

install’ are doing the job for us. It has both command line interface and graphical user 

interface (GUI), so it is up to choice of developer in which he/she is comfortable. It also 

supports iPython, interactive python. 

4.4.2 Theano 

Theano is the open source library in python, it is designed to run on both GPU and CPU 

implementations. Its calculations and most of the work is done by numpy. It performs well on 

multi dimensional arrays means on images.   

4.4.3 cuDNN 

This is specially a GPU python library primarily designed for NVIDIA. cuDNN stands for 

Cuda Deep Neural Networks. It provides built in functionalities for forward and backword 

propagation, pooling, convolutions and activation functions. Currently it is giving amazing 

results for RNNs. It is supported on MacOs, Windows and linux.   

4.4.4 Scikit-Image  

Scikit is a complete and one of the best collections of algorithms to be used in image 

processing. It is available free of cost to developers. It covers almost everything like 
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segmentation, color space manipulation, analysis and filtering and all important geometric 

transformations. 

4.4.5 Pandas 

It is freely available and is written for python for data manipulation and it’s analysis. Data 

aligning reshaping, merging are its key features. 

4.4.6 Scikit-Learn 

It’s primary features included regression, classification and clustering algorithms. It’s mostly 

used when we wanted to use SVMs support vector machines. It was originated by a campaign 

called Google summer of code. It also supports numpy and scipy.  

4.4.7 Matplotlib 

It is plotting library (bar charts, graphs etc) designed to be used in python, it is an extension 

of numpy. All most all the graphs made here in Right whale challenge used matplotlib.  It 

was originated by John D. Hunter . Of course free to use and easily available. It is also used 

to draw a variety of 3 D plots.   

4.4.8 Numpy  

It is mainly used to add support to deal with large multi-dimensional arrays, like large high 

resolution images. It is the mostly used library of python. Cross platform easy to use was one 

of the main factors we have used it in our Right Whale problem. Initially python was not 

designed for image processing, development of amazing libraries like numpy, scikit learn, 

pandas have attracted data scientists specially the one that are dealing with large datasets.   

4.5 Hardware used 

Most of the models are trained on GTX 670. During training GPU was extremely heated up. 

Air conditioner was turned on in the lab during training, but that was not affecting GPU 

Temperature. If it was winter I can assure that heater was not needed for sure.   
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Figure 4.5: GPU Temperature  1 

This figure 4.8 above shows the heat generated by GPU, during training of Right Whales 

Data Set. 

4.6 Methods Adopted 

All our approaches are based on deep neural networks CNNs. Machines perform better than 

humans when there is lot of images, huge data set but in accuracy there is no match to 

humans. When we applied CNN on the raw images we were getting very poor results as most 

of the image contains ocean waves. We were getting accuracy of 5 to 10 %. Once we tested 

on passport size pictures of whales we have achieved an accuracy of about 50 %. This was 

much better than previous result but still not suitable for industrial use. Thanks to lice on 

whales head which forms callosity pattern. Localizing callosity patterns and applying CNNs 

on whales head improved our results remarkably providing Log Loss value of 1.65.  

4.6.1 Baseline Naïve Approach on Whales  

After started working on this competition and doing literature review the first thing I do was 

to establish a baseline classifier in CNNs.  

 
Figure 4.6: Initial Approach 
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In figure 4.9 actually no special image processing is performed. We have an original of 2773 

x 1848, we can’t load such a big image into our neural network. I will be millions of features 

and nearly impossible to handle with the current state of the art hardware. To reduce 

computational difficulty we have reduced size of the image and store in 256 x 256 numpy 

array named memmap. We have tried to protect aspect ratio during resize. The architecture of 

network is based on OxfordNet (VGG-net). 

4.6.1.1 Oxford Net 

OxfordNet or VGG-net is convolutional neural network architecture. It is one of the most 

widely used convolutional neural networks. VGG has won Imagenet ILSVR competition in 

2014 by a significant margin. It is constructed by adding 3x3 convolution filters followed by 

a layer of max pooling. 3x3 convolution and 2x2 pooling is used throughout the network. As 

other neural networks, increasing depth of VGG increasing accuracy but more computational 

power is needed. 

Heavy data augmentation was done for Right Whales training including translation, rotation 

and shearing and scaling. As we have seen images are of different contrast brightness 

augmentation was added to take care for underexposed and overexposed images.  I have also 

tried color permutation, but it did not affect my results because it can be seen from dataset 

color does not differ a lot. Whales almost are of same color. Color permutation effects if we 

are doing classification of different species like cats, dogs, bus, train etc. 

Very leaky rectified linear unit (VLeakyReLU) is used for all the architectures.  

This approach yielded a validation score of 5.6 logloss. The lower the value of logloss is 

means the better our results are.  It is actually a measure of uncertainty in our architecture. 

logloss or logarithm loss is used to measure classification accuracy of a data set. It is used 

when the classifier is outputting probabilities as the likely of class match. To sum up it is 

actually a cross entropy between predictions and distribution of true labels.  If we minimize 

cross entropy accuracy of our convolutional neural network is increased.  

To check why my results are poor at start, I used saliency map, I traverse the map thoroughly 

on the image and check the differences, then I find out deep convolutional learning was 

concentrating more on ocean waves than whales. Just for checking I also trained neural 

network with 512 x 512 numpy array and results remain the almost same just the slight 

variations.  
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4.6.2 Applying bounding box localization 

 
Figure 4.7: Bounding Box 1 

 
In Figure 4.10, I have also checked through saliency map, my neural network is not only 

focusing on whales, so I have decided to localize the whale head. As we know whale head 

consists of ¼ of whale’s body approximately. 

 
                                                        Figure 4.8: Head Localization Approach 

In figure 4.11 now Resized image is feed into localization CNN, here bounding boxes will be 

drawn across the whale’s head to separate the area of interest, that is the callosity pattern, so 

that in this way CNN will only focus the desired parameters. Now are results will be 

improved and logloss(less the better) will be reduced. Now our Classifier will be trained on 

these cropped images of head.  
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4.6.3 Head Localizer 

For our ease, we have treated this classification problem as regression problem, with the 

objective of reducing the mean square error between actual and predicted bounding boxes 

.Just like baseline model the network Localizer architecture is trained at 

Oxfordnet(VGG.net). To improve our accuracy data augmentation was applied to the dataset 

as well.  

 
Figure 4.9: Bounding box mask 1 

 
In Figure first square shows bounding box mask, then the whale is rotated so that we can 

localize head in best possible manner. The training took a long time, mean square error 

convergence was slow, I think using another loss function will be much better. 

 
  

 
Figure 4.10: Difficulties in Bounding Box 

In Figure 4.13 here are some more scenarios of ground truth Bounding Box and predicted 

bounding box. The first case leads to overestimation that is predicted box is greater than 

bounding box. The 2nd figure shows the example of underestimation, this is also not good for 

our results, here predicted box is less than ground truth bounding box. Similarly in the third 

figure, we have partial overlap, here prediction is also not up to the mark. 
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Figure 4.11: Head Localization Result 

In Figure 4.15 these are some results of head localization; the results are surprisingly more 

than expected. As you can see we can clearly identifies whale’s head in majority of the 

images. These cropped images of Right Whales are now feed into classifier. 

4.6.4 Classifier 

Classifier for Right Whales recognition is also OxfordNet architecture. It is trained on 256 x 

256 cropped images of head, which are shown above and are extracted from head localization 

architecture. Hence our results were improved but not a significant or remarkable 

improvement. We have achieved a validation score of approximately 5 which was much 

better than previous naïve approach.  I have also tried by adding padding across predicted and 

bounding boxes for the purpose of increasing accuracy but no effect deflected on results. 

4.7 Whale head Alignment  

After experimenting lot of techniques, at this point was clear that, the more we intent our 

classifier to focus on correct features of whale, the more accurate results we are expected to 

get. First we just cropped the images and feed them into classifier, that was barely good than 

a random guess off course it is not expectable. Then we proceed closer to our solution we 

draw bounding boxes around the whale’s head and helping our classifier to focus more on 

whale’s head and our region of interest the callosity pattern’s on Right Whales head. The 

approach brings us to closer to the solution. Our accuracy was increased but not to a 
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remarkable state. So we decided to align the callosity pattern. Our approach was to align the 

coordinates of two vital points Bonnet and Blowhead(callosity pattern lies between this 

region). 

We have Rotated the whale in such a way, that Bonnet is on right and Blowhead is on Left. 

The head cropped image was obtained by applying affine transform, now in all the images 

Bonnet point of Right Whales is pointing to the east.  

 

 
Figure 4.12: Whale Alignment 

In Figure 4.16 here classifier will get accurately head cropped and perfectly align images so it 

can now completely focus on the desired features. Here classifier is at ease, it no longer need 

to learn features that are invariant to extreme translation and rotation. All other hurdles was 

crossed only one thing is left, we can’t forget that these normalized images were not 

normalized by exposure, contrast and camera prospective.  

This approach is slightly similar to the approach of Facebook’s Deepface paper. Deep Face 

was human facial recognition system and it uses nonlinear approach of 3D formalization to 

the input image that is the face in this system before feeding it to convolutional neural 

network. We can’t apply nonlinear approach of 3D formalization to our Right Whales data 

set because here we have only two points Bonnet and Blowhead here. If we have more points 

we can go for nonlinear approach, that will certainly effect accuracy by good margin.   

4.7.1 Aligner 

The aligner was again our all-time favorite OxfordNet architecture. It’s primary objective 

was to align the x, y coordinates of Bonnet and Blowhead.Batch Normalization was applied 

to refine the accuracy. Two rows of fully connected layers was replaced by Global Averaging 

layer similar max pooling is replaced by stride= 2 convolution. A large scale of data 

augmentation was applied to increase accuracy and to prevent over fitting. Data 
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Augmentation includes like rotation, translation and brightness adjustment. To do these we 

simply used affline transformation to the matrix.  Similarly applying test time augmentation 

also help in improving our Right Whale classification by a significant factor. Mean Square 

error objective function was used here as training.        

4.7.2 Final Classifier  

The primary classifier used in this approach is a similar 19 layers OxfordNet(VGG-net) 

architecture. Global averaging layer was used with stride=2 as max pooling. Other significant 

difference was that minimal augmentation was applied to both Testing and Training Images. 

So heavy augmentation prevents the network to converge before time and to cater over fitting 

lighter augmentation is used. Considering the same factors we did not apply test time 

augmentation to the Right Whale final classifier. 

Remember the mistake I have mentioned in the start of my approach about making a local 

validation dataset. Actually I have selected 25 % of the images for Aligner and 20 % of 

images for our final Classifier. This explained that some testing images on validation was 

part of aligner training and vice versa. Actually it was good for our results and they have 

shown a remarkable improvement, so it was included it is good practice to split the dataset at 

start and store them save separately. 
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Figure 4.13: Complete System Diagram 1 

 

Figure 4.17  above shows complete system diagram explaining all the processes in 

details ..  In the first step we localizing head by VGG.net then Bonnet and Blowhead was 

diagnosed, after that we applied affline transform to rotate image in our desired 

direction.  At this stage all the pre-processing of our dataset is done. Image is ready to 

be fed into classifier.  The final setup is yielding us Whale Ids Probability Distribution, 

the results clear demonstrates, the whale having highest probability is the true whale.  
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4.8 Some Random Experiments  

A lot of random experiments are done, some for testing and some for improving results. . 

When we first applied CNN on raw images, our accuracy was about 8%, it was focusing on 

non-discriminative  features i.e the ocean waves. Applying CNN on the area of interest i.e 

callosity pattern yield an accuracy of 78.7%. Then we started trying different state of the art 

CNN architectures.   

4.8.1 Deep Residual Networks 

The success of deep learning is highly depending on the depth of Convolutional Neural 

Network and due to its highly nonlinear nature. However ResNet does not follow 

conventional phenomena of adding more layers, adding more layers in ResNet sometimes 

increases training error. In ILSVRC competition last year, a 200 layer ResNet has won first 

prize in competition. According to my perception ResNet will be a great boom in the field of 

Machine learning after AlexNet in 2012. 

The First ResNet Architecture I tried on my Right Whale Challenge is CIFAR’s 10 

architecture. There are several factors for using CIFAR’s 10 architecture, as our images was 

already aligned and callosity patterns were localized so a highly non-linear deep architecture 

was not needed. I choose a network with n=3, with 19 layers and 9 shortcut layers. My 

ResNet approach does not yield results as expected. Just for experimenting, I also tried 50 

layer ResNet on my Right Whale challenge, this network was much more deeper nonlinear 

and complex so it resulted in over fitting. Then I used dropout technique and it shows over 

fitting have been reduced significantly. Using a dropout value greater than 0.5 for example 

like 0.7 was giving good results. 

4.8.2 Inception V3 

After having some Success with ResNet on my Right Whale Dataset, I have decided to 

test on Inception V3. Nothing was changed in original architecture, I introduced pooling. 

After start of training it quickly do over fitting. Over fitting was not decreased by even 

increasing dropout. I figured out Inception was not good at this type of dataset.    
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  CHAPTER 5: EXPERIMENTAL RESULTS 

In the previous section I have described in detail the methodology I have used and other 

techniques that were testing and not used for your final results. Different Techniques was 

tested, I have learned a lot form it, specially learned which of the methods are less useful and 

not to be used again. As we all know the challenge was hosted by Kaggle and data set was 

less and improper images and all other difficulties. There were 4544 images of Right whales 

in training set and whale IDs and images to these respective whale IDs was provided. 

Similarly 6925 images were given in testing set. In order to test our approaches, we separated 

10 % of images from testing set. 10% of 4544 is about 452 so now 4092 images are remained 

in testing set , training set count is further reduced. 

We also knows that number of whales varies a lot. There is a whale with 46 training images 

and 24 whales with just a single image and 29 whales with just 2 images. This uneven 

distribution was one of the major challenges for us. The average number of images in each 

training class was 12 Right whales. Training each of localization networks took about 9 hours 

each and final classifier took around 24 hours. 

 

 
Figure 5.1: Bonnet Localization 

Figure 5.1 shows Blue Lines represents the training curve, how Log Loss decreases as the 

number of Epochs increasing. The graph shows training and testing curve for training of 

bonnet. Bonnet is the point along which the callosity pattern lies. The best result that is 

achieved after 220 epochs in 2.83. The lower the value of log loss the better our results are.   
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Figure 5.2: Blow Hole Localization 

Figure 5.2 shows training and testing graphs for another important feature blowhole .  Here 

we have achieved better result than bonnet , after 220 epochs result achieved is 2.52 . This is 

the 2nd point on which callosity patterns ends . 

 

       
                                                       Figure 5.3: Head Localization 

In Figure 5.3 we have trained our classifier on passport size photos of whales. That is the 

callosity pattern that lies between two points bonnet and blowhead. The best training 

accuracy achieved is 3.8 for this one after 220 epochs. The result remains almost constant 

after 100 epochs but we increased epochs to check that our results are over fitting or not.  
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                                                     Figure 5.4: Recognition Loss 

Figure 5.4 shows the overall accuracy that we have achieved. Log loss value of 1.63 is 

achieved after 440 epochs. Training took approximately 50 hours of GPU GTX-565. 

Increasing Epochs was not effecting training loss that remains same.    

 
 

 
Figure 5.5: Head Alignment 

 
These are some samples of localized whale bodies and heads aligned towards east. 
 

 
Figure 5.5: Head Alignment 



    
 

33 

A sample of localized callosity patterns that is the most important feature for us. All the pre-

processing of image is done until this point.  

 

 
Figure 5.6 Flaws in our Dataset 

These samples shows where whale head is not localized correctly and hence callosity pattern 

was not possible to deduct. This is due to poor resolution and splashing effect created by the 

moment of whales.  

 

 
Figure 5.7 All the Inputs 

In Figure 5.7 this sample is showing inputs to all the stages.  As it can be clearly seen, the last 

set of images are for final classifier. In second last stage whale head is aligned as desired 

bonnet on the right and blowhead on the left.  
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Ranking Team name  Score 
1 Deepsense.io [2] 0.59600 
2 Felixaumon [3] 1.07585 
3(after competition) Proposed System 1.63100 
4 SKE  1.73145 
5 Abdul Wahab [5] 1.95413 
6 Tsakalis Kostas 2.14000 

Table No 5.8 Team Rankings  

The Table above shows rankings of the competition. The table is displaying score of top 

6 positions while the number of teams that took part in the competition were 364.  

This is logloss score the lower the value the better the result is. Our score might be increased 

if we have more training data, the worst case scenario was for some whales we just have one 

training image.  
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  CHAPTER 6: CONCLUSION & FUTURE WORK 

6.1  Conclusion  

This thesis findings will help preserve Right Whales that have been mistakenly caught 

in fishing gear. As we all know right whales are endangered species as fewer than 500 

are left in Atlantic ocean. Data set was small, over fitting was difficult to avoid so we 

break our problem into different sections and apply convolutional neural networks on 

each part separately. We also tried some new techniques like dropout and applied 

heavy data augmentation to boost the accuracy of our results. 

With such a sparse distribution, it was really challenging for us to train our deep 

convolutional neural networks. To minimize the effect of small dataset, we have divided our 

problem wisely. Instead of training our neural network on whole images, which was of no use 

to us, because most of the images contains ocean waves. So we first localize head of the 

whale, in this way we can focus on our desired feature more, that is the callosity pattern on 

Whale’s head. After localizing head we find two points Bonnet and Blowhead, callosity 

pattern lies between these two points. We then align whale’s head in such a way, Bonnet is 

on right and blowhead is on left, whale’s head pointing towards east. Now images are align in 

this way, our classifier can only focus on area of interest. This has improved our results 

significantly.  

We have also testing how results varies by changing number of layers of a CNN 

architecture. We have achieved accuracy of 78.7%, I believe that this is remarkable 

progress even with such a small dataset. Applying PCA also help us to increase accuracy 

. 

6.2 Future Work  

We strongly believe that,  if we have large data set, things will be much easier and results 

will be much improved. Increasing the depth of neural network will increase accuracy but 

that will come at the cost of very powerful computing power. We must try by using different 

activation functions and monitor how results are varying and error is decreasing or not. Doing 

any pre-processing on the callosity pattern between Bonnet and Blow head to make it more 

prominent can also make training process quicker.  
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