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Abstract 

Lately, social media has become one of the favorite topics of fields like Data Science, Machine 

Learning, Data Mining, Big Data, and Natural Language Processing. This is due to the fact that 

data is abundantly present on social media platforms. These platforms include Facebook, Twitter, 

Instagram, and Flickr, etc. Gaining some insight into user data can be of great use when it comes 

to tailored campaigns like advertisements, or political campaigns. Gender prediction also possesses 

special significance when it comes to other domains where the identification of an organization is 

important. For example, emergency management and on other occasions where classifying 

between male or female is critical for instance in campaigns that are directed towards the issues or 

awareness of gender-based ferocity. 

Taking the significance of gender prediction into consideration, this research tries to assess and 

evaluate a readily presented approach to automatically detect the gender of the users based on 

provided tweets. This can be helpful in targeting a specific gender group for advertisements or for 

social media campaigns. As social media campaigns are really helpful in educating a wide range 

of people with different backgrounds and geographical locations. Convolutional Neural Network 

or more commonly known as CNN has been used for this categorization. CNN is mostly used for 

image classification but it is also helpful in text classification. CNN has been made use of for 

classifying user’s gender by considering the texts from their tweets. 

CrowdFlower dataset has been used in this thesis. After preprocessing the user tweets are inputted 

to the CNN where the embedding layer receives polished tweets. It is quite usual to use forward 

or backward propagation with neural networks but here Adaptive moment estimation technique 

has been used for weight optimization. 

The mean accuracy that has been achieved by the proposed system is 97%. The stated figure is 

close to 100 percent and thus the proposed system can be used to form an automated prediction 

system and can be made use of for numerous purposes including tailored advertisements. 

In the future, different combinations of weight optimization and loss functions can be used to further 

improve the performance of the proposed system. 

 

Keywords: CNN, Social Media, Gender Prediction, NLP, and ML. 
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CHAPTER 1                     

INTRODUCTION 
    

 

As far as the area and problem of gender classification are concerned, the interest of researchers 

has been rising, particularly in marketing domains and social media. A major source of this rising 

interest is due to the fact that sources of user-related information have been increasing abruptly, 

these sources include short tweets and comments on blog posts, etc. Systems or techniques that 

have been readily proposed and which are functional, make use of features for instance parts of 

speech n-grams, and word classes, etc. for training and classification. However, deep learning has 

not been used as such, or its models have not been extended to different sources for instance from 

media sphere to blogging [1]. 

Numerous papers have been proposed for studying this topic i.e. gender classification in texts [2] 

[3] [4]. All these papers have treated the stated topic or problem as a classic example of machine 

learning, and most of them have used non-linear classifiers using tailored word-based attributes or 

features on various sources of texts. [5] has made use of the British National Corpus in order to 

study gender and text associations and relationships in writing (formal). The stated study has been 

able to discover that there exists a clear difference in the style of writing of males and females. 

Whereas, [2] discovers the effectiveness of tweets for identifying the gender of the author. The 

approach put forth by them makes use of n-grams concatenated with the information of the author 

profile for predicting their gender. The stated research has achieved an accuracy of 77% by making 

use of text only, and when they included all the features their accuracy went beyond 90%. The 

present state of the art which makes use of pure textual features is actually presented by Liu and 

Mukherjee [3], who consider content words, dictionary-based content analysis, and parts of speech 

tags for blog posts. 

The abrupt increase in the occurrence of online social media for the exchange of informal 

information has empowered statistical modeling on a large scale of the association between 

language style and other social attributes, for instance, geographical origin, race, age, and gender, 

etc. More often than not there is an implicit presumption that linguistic options are related to 
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essential and immutable groups of people, despite the fact that the objective of research might be 

to understand stylistic variance or to learn about the predictive models of “latent attributes”. 

Without any doubt, it is possible to show or reveal sturdy correlations among such categories and 

language, which enable predictive modeling which is delightfully accurate. However, this causes 

a misleading and oversimplified image of how language may reveal personal identity [6]. 

As far as Social Media is concerned, it is a group of applications and services developed on the 

technological fundamentals of Web 2.0, which empowers or enables the creation and exchange of 

contents (collaborative), such content is also called user-generated content or UGC. More 

precisely, Web 2.0 can be termed as a novel methodology which is used by programmers or 

developers and also by final users in order to make use of the WWW. With the invent of Web 2.0 

applications and contents are no longer developed or published merely by individuals but in a 

manner that is collaborative. 

Various methodologies of text, image, video and sound processing can be made use of and applied 

for finding tendencies, patterns and provide quantitative and qualitative measures for utilization in 

many areas. These areas include government, economy, recommendation systems, politics and 

controlling rumors. Despite the growth that has been witnessed over the recent years, an increase 

in interest in the programmed characterization of social media users or profiles based on the 

content they generate/create and share is observed. 

1.1 Overview 

Millions of users around the globe consider Twitter, a successful microblogging social media 

website/platform, as an integral part of their daily life. Besides the informal communication with 

friends, acquaintances, and family, these services can be used as a service of recommendation as 

well as sources of real-time news and venues of content sharing. 

The experience of a user with a service of microblogging can be improved significantly if the 

description or information or personal interest or demographic attributes about a specific user as 

well as general users are available. The stated information can be used for recommending 

personalized users to follow, some posts to go through, moreover, topics and events of interest can 

also be highlighted or emphasized for a specific group of people or communities.  
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Most of the social media platforms or microblogging services contain information of user-profiles 

such as a summary of interests, name, age, and location, etc. Though there is a possibility that the 

stated details might not be complete (due to the fact that the users chose not to put it) or misguiding 

(the user put a wonderland as their location). Moreover, other relevant information, for instance, 

implicit and explicit interests/likings or political liking/disliking are not listed. 

However, despite the fact that such information might be fake or imaginary but there are some 

trends that exist and can be used to predict the gender of the user. 

1.2 Background and Motivation 

The rapid and abrupt growth of real-time services of microblogging, for example, Facebook and 

Twitter have caused a mindboggling increase in the efforts put forth to make use of the contents 

of social media. For instance, major players of web technology, for instance, Google, Yahoo, and 

Bing are now incorporating microblogging posts and are trending its analysis in their own results. 

Besides the fact that they are making use of social information in aggregation with residing 

searching and retrieving models, notable efforts have been carried out for the development of novel 

applications for example post and user recommendation services. 

What motivates this thesis is the fact that the problem of most interest and attention in this regard 

is the automatic classification of users or profiles, moreover, demographic attributes such as origin, 

ethnicity, gender, and age, can be mined to achieve the stated objective. Also, interests and liking 

or disliking such as politics, soccer or a soccer team, a TV series, etc. can also be used for carrying 

out predictions. 

1.3 Objective and Contributions 

The objective of this thesis is to assess the performance of a readily proposed system and analyze 

its performance measures such as accuracy when a different dataset is fed to it. 

This manuscript contributes to the literature of techniques applied to Social Media datasets as far 

as classification is concerned in a way that it has selected a different dataset and has applied some 

preprocessing techniques in order to ready it for training and validating purposes. It then has 

conducted some experimentations with the parameters and hyperparameters of the proposed model 
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in order to improve the performance of the presented model. And the results reveal that the 

performance of the proposed system has actually enhanced. 

1.4 Outline 

This is the first chapter of the thesis, and apart from this, there are five more chapters. The second 

chapter contains the literature review i.e. previously conducted related scientific work. A literature 

review is quite significant as far as conceiving and perceiving the details of a particular topic. The 

third chapter provides the proposed methodology presented by this thesis, which explains 

everything not only figuratively but descriptively in quite some detail. The fourth chapter has the 

implementation of the proposed methodology and explains the complete architecture of the 

convolutional neural network, it also provides details about the system on which the methodology 

has been implemented, and the tools that have been used for implementing the methodology. 

Whereas the fifth chapter is about the results i.e. the whereabouts of its performance or assessment 

and comparison with another state-of-the-art techniques. The same chapter also presents an 

analysis of the proposed technique. Last but not least, the sixth chapter provides the reader with 

the conclusion and future work of this manuscript. 

This chapter is used to provide the reader with the introduction of the problem domain of the thesis. 

Social media microblogging has lately become quite a thing and the data created and shared on 

social media is phenomenal. This chapter contains an overview of the thesis. It also presents the 

background and motivation, and objectives and contribution. It outlines the thesis in order to let 

the reader know about the contents of the manuscript.  
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CHAPTER 2  

LITERATURE REVIEW 
 

 

Acquiring in-depth information regarding previously conducted research and literature is of quite 

some significance and can be termed as a necessary feature of any project be the project an 

academic one or an industrial one. What increases the significance of the literature review is the 

fact that it should be capable of creating a concrete base for advancing information. Literature 

review plays a vital role as far as the facilitation of theory development is concerned, not only that 

but it also shuts areas where an excessive amount of research readily presides and discovers fields 

where the further need of research is felt. 

In this chapter of the manuscript, a survey of existing machine learning and deep learning 

techniques that have been applied on Twitter datasets for the identification or classification of 

gender has been conducted. But before we proceed toward that discussion, we need to illustrate 

certain terms and areas. This chapter begins with the discussion of Social Media, its emergence, 

the amount of data generated on Social Media, what benefits can be achieved by making use of 

that data, and which machine learning, deep learning, and natural language processing techniques 

have been applied to make use of the data generated on Social Media platforms. Lastly, a table 

that contains the recent studies conducted on Twitter gender classification has been provided. 

2.1 Social Media 

Conventionally, the main use of the internet had been expending content. A user would make use 

of the internet for reading, watching and buying or selling services or products. But with the 

passage of time, consumers started making using other platforms, for instance, wikis, sharing sites, 

social networking sites, blogs, and others in order to access, modify, create, share and converse 

over the contents of the internet. This can be used to represent the phenomenon of social media, 

which now possesses a significant power to influence the reputation of a firm, its sales and even 

its survival [8]. 
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Web-based and mobile applications have been employed by social media for creating platforms 

that are highly interactive with which communities and individuals share, discuss, create, co-

create, modify and discuss content that is generated by users. If we look at the extraordinary 

exposure of social media, we would be able to realize that this is an era of a novel communication 

landscape. According to a report, the New York Times hired an editor of social media where a 

webinar was offered on how the church can make use of social media. Even the smallest of brands, 

for example, a milk brand called Northwest Organic Valley has started displaying ‘find, friend and 

follow us’ on their milk cartons. The fact that social media actually commenced with a social 

network called Sixdegrees in 1997, is not known to many. Just like today’s social sites, Sixdegrees, 

allowed users to make profiles, enlist friends, and add friends of their friends to their list. 

Today, there is a diverse and rich ecology of social media sites, this varies when it comes to 

functionality and scope. For instance, some of the sites are for the general masses like Facebook 

and Instagram. Then there are other sites for example LinkedIn, which is termed as a professional 

network. As a matter of fact, Facebook, for starters was only meant as a private network for the 

students of Harvard University. Then there are media sharing sites, for instance, Flickr, MySpace 

and of course YouTube, their main concentration is on sharing videos. In the 90’s a trend of 

weblogs (blogs) started, which became extremely popular, due to the fact that their creation and 

maintenance was quite easy. The authors of these weblogs ranged from laymen to celebrities and 

professional writers. As a matter of fact, in the early 2000’s ‘blogosphere’ had become a source of 

over 100 million blogs, which had become a significant source of public opinions. And other 

techies had started coming up with search engines, for example, Technorati which could be used 

for blog searching. Likewise, there now are sites like Digg, Reddit, and Delicious which can be 

used for ranking sites by voting their content. And just like Twitter, microblogging came into being 

which focused on updates which were real-time [8]. 

Today, Social Media has become a source of top agenda for numerous executives of the business. 

Not only consultants but decision-makers try to recognize trends and ways in which their firms 

can profitably make use of applications like YouTube, Twitter, Instagram, and Facebook. Despite 

the fact that people have advanced so much, there is still limited understanding of the term ‘Social 

Media’. This subsection is intended to clarify the concept of social media. An explanation of the 
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concept of Social Media has been provided at first and then the difference between other concepts 

like Web 2.0 and User Generated Content is provided [9]. 

As stated earlier, the concept of Social Media is not groundbreaking. Nonetheless, a sense of 

confusion seems to be present not only among academic researchers but managers regarding what 

should be under the umbrella of this term. And how does it differ from something like User 

Generated Content and Web 2.0 which seem to be interchangeable? That is why it does make sense 

that a step should be taken back in order to give some insight related to Social Media and its origin. 

By the year 1979, Jim Ellis and Tom Truscott from Duke University made a worldwide discussion 

system called Usenet. This system allowed users of the Internet to post public messages. It can 

also be claimed that the actual era of Social Media started when Bruce and Susan Abelson 

developed ‘Open Diary’, which could be termed as a site for social networking that brought online 

diary writers together and formed a community. This was when the term ‘weblog’ was first coined 

which was then shortened to become ‘blog’. Later, the Internet gained speed which expanded the 

commonness of the idea, and sites of social networking such as MySpace was brought forth and a 

year later Facebook was developed. This is when the term ‘Social Media’ was first coined and 

subsidized to the popularity and eminence that it has today [9]. 

Despite the fact that an idea can be formed by looking at the mentioned applications, it is necessary 

to draw a line to distinguish the two related or often confused concepts which are User Generated 

Content and Web 2.0. Web 2.0 was first introduced in 2004 in order to illustrate a novel way in 

which both developers and users started utilizing the World Wide Web. That the WWW is a 

platform where applications and content are not made and published by individuals anymore but 

rather are modified continuously by all the users in a collaborative and participatory fashion. 

Whereas applications for instance Britannica Online and Encyclopedia and the concept of content 

publication belonged to the period of Web 1.0, these are not taken over by Blogs, Wikis and other 

collaborative projects in the later version of the Web i.e. Web 2.0. In order to function, Web 2.0 

has to adopt a few functionalities despite the fact that it does not refer to any particular update of 

WWW. These include Adobe Flash (a famous technique introduced for the addition of animation, 

audio/video streams, and interactivity to webpages), Really Simple Syndication (or more 

commonly known as RSS which is a family of web feed formats utilized for publishing frequently 

updated content like blog entries and news headlines), and Asynchronous JavaScript (or more 
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commonly known as AJAX, which is a method for asynchronously retrieving data from web 

servers, and allowing the web content to update without meddling the outlook and behavior of the 

page). It can be stated that Web 2.0 provided a platform which enabled the evolution of the Social 

Media [9]. 

Web 2.0 can be used to represent technological and ideological foundations, UGC or User 

Generated Content can be perceived as the combination of all the possibilities in which people use 

Social Media. UGC gained fame around the year 2005, it is commonly implemented in order to 

illustrate the different shapes and forms of media content which are available publicly and are 

created by users that are laymen. According to the OECD or the Organization for Economic 

Cooperation and Development, UGC has to meet three fundamental requirements to be perceived 

as such; it has to get published on either a publicly reachable site or on a site that is used for social 

networking that is accessible to a chosen group of users, it has to depict a particular amount of 

creativity, and lastly, it has to create other than professional practices and routines. It excludes 

content communicated in emails or instant messages in order to meet the first condition, as far as 

the second condition is concerned, a duplication of readily existing content (copy of a newspaper 

excerpt without comments or modifications) will not qualify, and thirdly, all content which is 

designed bearing in mind a commercial market does not qualify. As a matter of fact, UGC was 

present before the concept of Web 2.0 was coined in, however, as described above, the collection 

of technological economic, and social drivers causes an essential difference in UGC than the one 

present in the 80s. After providing these basic clarifications regarding Web 2.0 and UGC, it is now 

clear to provide a detailed illustration of what is meant by Social Media. Social Media can be 

termed as a collection of applications that are Internet-based and that build on the technological 

and ideological foundations of Web 2.0, and they simultaneously create and exchange UGC [2]. 

There are numerous types of Social Media which meet the provided definition, and which need to 

be categorized further. Wikipedia, Facebook, Twitter, YouTube, and Second Life all fall in the 

larger group, and there does not exist a systematic procedure of dividing these Social Media 

platforms into sub-categories. As a matter of fact, novel sites do appear in cyberspace on a daily 

basis, and hence those sites must also be taken into consideration if a classification scheme has to 

be made [9]. 
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2.1.1 Data Generated 

The amount of data that is generated on Social Media is indeed mind-blowing. Based on our 

current pace, approximately 2.5 quintillion bytes of data is generated every day. And this pace is 

only going to increase now that the Internet of Things has been introduced. Merely in the last two 

years, 90 percent of all the data in the world has been created. Yes, it needs to be reread 90 percent 

of the data. It is quite unbelievable and that is why some of the stats, regarding some of the ways 

this humongous amount of data is created, have been enlisted here [10]. 

2.1.1.1 Internet 

Today, we have so much data and not like the previous generations, we have it at our fingertips. 

And the moment we turn to the search engines for information and answers, we start adding to the 

stockpile of the data. More than half of the web searches are performed on cell phones now. Over 

3.7 billion humans have access to and use the Internet, it has grown about 7.5 percent as compared 

to 2016. An average per second processes of Google is around 40,000 that is around 3.5 billion 

searches every day. As a matter of fact, Google alone is used for 77% of the searches, but it will 

be careless to exclude other search engines which also contribute to the data generation that occur 

on daily basis. Around the globe, the total number per day is 5 billion [10]. 

2.1.1.2 Social Media 

The affair we are having with Social Media is not only fueling data generation but is also resulting 

in a colossal amount of data generation itself. According to a report brought forth by Domo Data 

Never Sleeps, the following numbers are generated every 60 seconds of a day. 

 Snapchat: 527,760 photos 

 LinkedIn: 120 new professionals join 

 YouTube: 4,146,600 users watch videos 

 Twitter: 456,000 tweets 

 Instagram: 46,740 photos posted 

Facebook has over 2 billion active users, and with those figures, it still is the largest platform of 

social media. That is actually over a quarter of the world’s population. Here are some more 

mindboggling facts about Facebook. 

 Over 1.5 billion people are active every day on Facebook 
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 307 million European people are on Facebook 

 In every second, 5 new profiles are made on Facebook 

 Every day over 300 million pictures are uploaded to Facebook 

 In every 60 seconds 293,000 statuses are uploaded, and in the same duration 510,000 

comments are posted. 

Despite the fact that Facebook has been the largest social network for a while, Instagram which is 

also owned by Facebook has been growing impressively. Our data deluge is influenced in the 

following manner by the photo-sharing platform. 

 Out of the 600 million Instagram users, 400 million are active every day 

 Around 100 million pictures and videos are shared every day on Instagram 

 And the “stories” features are used by 100 million users every day. 

2.1.1.3 Communication 

A trail of data is left behind whilst we make use of our favorite methods of communication, that 

includes everything from sending texts to emails. The stats of data regarding our communications 

is even more intriguing. Every minute we send out, 

 16 million text messages 

 990,000 swipes on Tinder 

 156 million emails (by around 2.9 billion users of email) 

 15,000 GIFs on Facebook messenger 

 103,447,520 spam emails 

 154,200 Skype calls 

A more detailed and graphical presentation of some of the stats has been presented in Figure 2-1. 

2.1.1.4 Digital Photos 

As our phones have become smartphones now, and they do come with exemplary cameras, every 

other person has become a photographer and the fact that trillions of photos are stored is its proof. 

Due to the fact that this does not seem to slow down, the 4.7 trillion photos stored in 2017 would 

now have grown. 
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2.1.1.5 Services 

The economy is now driven by this new platform, and here are some extremely intriguing stats 

which are presented by service providers and businesses. These numbers are generated every 60 

seconds, 

 Weather channels get 18,055,556 requests of forecast 

 Addition of 13 songs to Spotify 

 

Figure 2- 1: How much data is generated every 60 seconds? [11] 

 Peer to peer transactions of $51,892 on Venmo 
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 45,788 trips on Uber 

 600 edits to Wikipedia (new page edits) 

2.1.1.6 Internet of Things 

The IoT i.e. the Internet of Things which is used to connect smart devices which interact with each 

other and with us, and in the meanwhile, it is used to collect data of all sorts. In 2006 it used to 

connect 2 billion devices and the number is projected to go beyond 200 billion devices by 2020. 

Voice search, just a single device based on IoT, let us have a look at some of its stats, 

 Over 30 million voice-first devices 

 Every month voice control is used by 8 million people 

 Queries related to voice search in Google for 2008 increased 35 times in 2016 

Now that we are aware of the fact that data is generated in an extremely high rate in a span of 

seconds, we can now imagine all the ways data is generated collectively every day. What is of 

more emphasis is that this speed and fashion is increasing exponentially with every passing day 

[10]. 

2.1.2 Making Use of the Data Generated 

Most of us, and if put as a figure over 99% of us stop at the mere production and creation of data. 

While the least of us that is a fraction of 1% make use of the data that is not only generated but is 

available to be made use of. Numerous techniques, such as machine learning, deep learning, and 

natural language processing, etc. are used to make use of data. The usage includes proposing an 

advertisement for a particular audience to life-saving events. 

2.2 Machine Learning 

Learning can be termed as the process of developing some model after the information is retrieved 

from data, as far as machine learning is concerned it can be illustrated as a computational procedure 

rather a complex computational procedure which is used to automatically recognize patterns and 

make intelligent decisions or predictions based on trained samples of data. Machine learning can 

be termed as something which falls under the arc or umbrella of artificial intelligence. Machine 

learning is the learning capability of a machine, this learning process is carried out when a decent 

amount of data is fed to it then the machine is trained on the provided data. After training 



26 

 

completes, the machine is asked to cluster, predict or classify similar data. There are numerous 

techniques of machine learning, the most popular among those are ANN or Artificial Neural 

Network, SVM or Support Vectors Machine, and DT or Decision Trees, etc. Then there are 

combinations of these techniques which are called ensemble techniques. 

2.2.1 Using Machine Learning to Benefit from Social Media Data 

As stated in the previous section, data has been generated in abundance on Social Media and 

numerous researches have been carried out in order to benefit from the stated data. In this section, 

we discuss a few such studies which have made use of machine learning techniques and benefitted 

from the data produced on social media. 

2.2.1.1 Face Recognition 

In the past two decades, Face Recognition has become the crux of many new innovations and has 

been proffering steadily many cross-domain apps ranging from conventional software that is 

commercial to crucial applications for law enforcement. The newest innovative advancements in 

Analytics for Big Data, Machine Learning, Cloud Computing, and Social Networks have greatly 

changed the typical perception of how many daunting challenges in Computer Vision can be taken 

care of. In this research, an insight of the perceptions and ideas related to Cloud Computing, Social 

Networks, Big Data and Machine Learning from the viewpoint of FR has been provided. The 

stated study has also proffered a novel framework for FR founded on Extreme Learning Machines 

methodology in order to carry out the job of Face Tagging for Social Networks that operate on Big 

Data. In the approach that has been presented in this study, the stated concepts have been merged 

in order to develop a technique that is used to supplement FR’s performance, moreover, it can also 

serve in other disciplines as well. 

This study has been successful in proffering an insight view of the latest advancements in Social 

Networking, Big Data and Machine Learning and the different methods in which they can be 

converged with FR. The study has successfully proposed a new approach for FR which is more 

robust than all those conventional techniques which are not based on the cloud. It can garner from 

the previously presented techniques when it comes to boosting in accuracy and improvement in 

performance. The stated framework has been evaluated for Face Tagging task in Social Networks 

that operate on Big Data by making use of the Extreme Learning Machines procedure. As stated 
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earlier this technique can also be used for other FR tasks for instance authentication and access 

control with more ease [12]. 

2.2.1.2 User Classification 

This study has been carried out for classifying users in Social Media, and particularly on Twitter. 

The research is able to automatically deduce the values of attributes of users such as ethnicity or 

political orientation by leveraging information which can be observed for instance network 

structure, user behavior, and contents of the language of the feed of Twitter’s users. A machine 

learning technique has been used which depends on a wide-spread range of features which are 

derived from the stated information of Twitter users. The technique has been trialed for 3 tasks 

having various properties and the results of the experiments are encouraging. 

These tasks are the detection of affinity for a specific business, detection of political affiliation, 

and identification of ethnicity. The findings of this particular study reveal that rich linguistic 

features provide value across all the 3 tasks and can be termed as more promising as far as 

additional user identification is concerned [13]. 

2.3 Deep Learning 

Deep learning and machine learning are closely related and can be differentiated based on the fact 

that in deep learning we assume that we are not limited by machine resources. Since hardware 

resources are not limited, we do not opt for feature selection or feature reduction techniques but 

instead, feed all the features and attributes to our system and make use of them for reaching our 

desired results. 

2.3.1 Using Deep Learning to Benefit from Social Media Data 

Just like machine learning, deep learning has also been applied in order to make use of and to 

benefit from the abundantly produced and accessible social media data. In this section, we discuss 

a few studies which have applied deep learning techniques for the stated purpose. 

2.3.1.1 Sentiment Analysis 

Analyzing sentiments of contents that are generated by online users is significant for numerous 

social media analytics errands. Researchers mainly rely on sentiment analysis of texts in order to 
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make systems for predicting elections (political) and for measuring economic indicators and many 

more such tasks. Lately, users of social networking sites have been using videos and images in 

order to express their viewpoints and share their experiences. 

If these largely posted visual contents are analyzed for sentiments, it can help better when it comes 

to extracting sentiments of users regarding an event or a topic, for instance in those tweets (images 

and videos), so that predicting sentiments from these visual contents becomes complementary as 

far as analysis of sentiments from textual contents is concerned. This study is motivated by the 

requirements of leveraging hugely scaled training data that is noisy for solving highly difficult 

issues of sentiment analysis from images and makes use of CNN or more commonly known as 

Convolutional Neural Network. Firstly, an adequate architecture of CNN has been designed for 

analyzing sentiment in images. Over half a million training samples are acquired by making use 

of a baseline sentiment algorithm for labeling Flickr pictures. In order to utilize these noisy data 

that is labelled by machine, a progressive strategy is employed for fine-tuning the network. 

Moreover, the performance of the proposed technique is further improved on Twitter images by 

bringing a domain transformation by means of a tiny number of Twitter images that are manually 

labeled. 

The experiments conducted on Twitter images having manually labeled images is quite extensive. 

The results of these experiments depict that the presented CNN can be used to achieve an 

ameliorated performance as far as analyzing sentiment in images is concerned [14]. 

2.3.1.2 Psychological Stress Detection 

It is of utmost significance to discover or identify and manage stress before it starts causing severe 

issues. But it is also a fact that the currently present techniques of stress detection mostly depend 

on psychological devices or psychological scales, and hence not only making the process 

complicated but expensive as well. In this study, an effort of automatically detecting an 

individual’s psychological stress from social media has been put forth. The study makes use of 

real-time online micro-blog data, firstly a correlation between the stress of users and the content 

of their tweets, behavior patterns, and social engagement is investigated. Secondly, two types of 

attributes related to stress are defined i.e. low-level content attributes obtained from one tweet, 

consisting of social interactions, images and texts, and the second obtained from their weekly 

micro-blog, leveraging info such as time, and type of tweet, and the style of linguistics. Thirdly, 
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CNN is designed for combining the content of attributes with attributes of stats. The CNN has 

cross auto-encoders used for generating user-scope content properties from content attributes that 

are low level. Lastly, a DNN or Deep Neural Network model has been proposed for incorporating 

the stated types of user-scope attributes for detecting the psychological stress of users. 

The trained model is tested on four datasets obtained from different micro-blogging websites 

including Twitter and Tencent Weibo. The results obtained from different experiments reveal that 

the technique proposed is efficient and effective when it comes to identifying psychological stress 

from the stated micro-blogging data. The proposed model can be of use for the development of 

stress detection tools for health agents and other such individuals [15]. 

2.3.1.3 Traffic Flow Prediction 

The timely and accurate traffic flow information is extremely vital for deploying systems of 

transportation that are intelligent. In the last decade or so, traffic data, just like other data, has been 

produced in abundance and the period of big data for transportation has truly upon us. The 

currently available methods of traffic flow prediction basically make use of traffic prediction 

models that are shallow and do not fulfill the requirements of numerous real-time applications. 

The stated scenario motivated researchers to rethink the prediction of traffic flow and to propose 

prediction models that are based on big traffic data. In this study, a new method for the prediction 

of traffic flow based on deep learning has been proposed, which cogitates the temporal and spatial 

correlations inherently. 

A greedy layer-wise fashion-based training method is used with a stacked autoencoder model for 

learning the features of a generic flow of traffic. The authors claim that this the first time a deep 

architecture has been deployed with autoencoders as building blocks for the representation of 

traffic flow features. The researchers also claim that their proposed technique has outclassed the 

previous techniques as far predicting traffic flow is concerned [16]. 

2.4 Natural Language Processing 

Natural Language Processing or more commonly known as NLP can be termed as a subfield of 

information or data engineering, computer sciences, and artificial intelligence. NLP mainly deals 

with the communications or interactions carried out between human and computer languages, 
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particularly with the programming of computers for processing and analyzing humongous amounts 

of data that is present in natural languages i.e. human languages. 

2.4.1 Using Natural Language Processing to Benefit from Social Media Data 

Just like Machine learning and deep learning techniques, NLP is also widely used for making use 

of data that is currently being produced on Social Media platforms such as Twitter and 

Facebook, etc. In this section, we look at a few studies which have done the stated job. 

2.4.1.1 Enhancing Emergency Situation Awareness 

Platforms of Social Media, for instance, Twitter, provide a great source of real-time information 

regarding events that happen in real-world, specifically when mass emergencies take place. The 

examination and selection of cherished information obtained from Social Media give a detailed 

vision regarding time crucial scenarios to emergency personnel to better comprehend the influence 

of dangers and perform emergency procedures timely. This particular research brings forth an 

analysis performed on Twitter messages that are generated amid natural catastrophes and depicts 

how the technique of NLP and data mining can be made use of for extracting situation mindfulness 

details from Twitter. The stated research delivers fundamental methods that have been examined 

these methods include tweet filtering and identification, burst detection, geotagging and online 

clustering. 

The rapidly evolving and increasing usage of Social Media amid natural crises and disasters gives 

us the opportunity to gain information reported on the ground from the public. This study 

emphasizes the analysis of Twitter messages that are generated amid natural disasters and 

humanitarian crises and brings forth fundamental approaches for detecting bursts, filtering, and 

classification of tweets, geotagging and clustering. The evaluation and development of the stated 

approaches and methods revealed that given that the right information is chosen via Social Media, 

it can facilitate the concerned authorities and personnel for enhancing their attentiveness of time 

crucial scenarios and taking better decisions as responses to emergencies [17]. 

2.4.1.2 Detecting Poor Quality Healthcare 

Just like other service providers, the healthcare sector has also been seeing an increase in interest 

of patient-centered care and calls in order to improve the patient’s experience. Simultaneously, 
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numerous patients have been making use of the internet for describing their involvements with 

healthcare. The authors of this paper believe that the increase of access to patients’ blogs, social 

networking sites like Twitter or any other review systems or sites provides the concerned person 

with the opportunity of advancing the agenda of making their service patient-centric. Moreover, a 

good amount of data is also generated at the same time. The stated concept has been described by 

the authors as ‘a cloud of patient experience’. In the paper under discussion, the methods in which 

the combination of patients’ explanations of their own experience on the Internet can be utilized 

for detecting poor clinical care. With the passage of time, the stated technique can also be used to 

recognize excellence and empower to be built on. 

The study suggests that methods of NLP and sentiment analysis should be used to change the 

descriptions of patients’ experiences that are not structured into useful events of healthcare 

performance [18]. 

2.5 Twitter Gender Classification 

If the gender of Twitter users is classified correctly, the information can be used for numerous 

purposes i.e. for directing particular advertisements to one or the other gender, the stated 

information can also be used by law enforcement for legal investigation and also by others for 

social reasons and benefits. 

2.6 A Survey of Machine Learning and Deep Learning Techniques Used for 

Twitter Gender Classification 

One of the studies from the literature aims to classify twitter gender. The technique proposed in 

the stated study is based on Support Vector Machine (SVM). It has used CLEF corpus for training 

and testing and has been able to achieve 81.7%. A deep analysis and insight of the article reveal 

that if deep neural networks would enhance the classification accuracy of the proposed system 

[19]. 

Another study from the literature tries to profile users’ demography by making use of a technique 

founded on logistic regression it uses CLEF and achieves 69.17%. It is evident that the achieved 

accuracy can be enhanced to a great deal, and hence further experimentations ought to be 

performed [20]. 
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A study in the literature aims to reduce the number of features for empirically evaluating the 

characteristics of twitter profiles for classifying gender. This study has used many techniques and 

has discovered that Decision Tree works best for their dataset of around 194,293 twitter profiles. 

The maximum accuracy attained by this study is close to 70%, thus further work should be carried 

out in order to improve the stated accuracy [21]. An interesting study tries to classify gender of 

twitter profiles and achieves a decent accuracy of 89.5% and contributes to the literature by 

generating new features. The stated article makes use of Twitter API in order to cumulate a new 

corpus [22]. 

Gender classification of users based on a corpus cumulated from twitter API has been carried out 

in another study. This has made use of numerous classification techniques and recognizes Best 

First Tree as the best technique, which has achieved an accuracy of 81.66% [23]. 

Author’s gender classification of a dataset assembled from Twitter Streaming API has been made 

use of and a stream-based neural network has been used to achieve an accuracy of around 98% 

[24]. [26] also uses the Twitter Streaming API to get twitter data and achieves similar accuracy as 

[24]. 

Recognition of gender from Twitter profiles has been conducted in another study, and an ensemble 

technique based on the convolutional neural network has been proposed in this study. A corpus of 

274,933 New Yorkers has been used in this study. The technique has been able to achieve an 

accuracy of 86.54%. For future new traits or attributes can be taken into consideration in order to 

enhance the performance of the ensemble [25]. 

Adience Benchmark has been used for classifying the age and gender of twitter users by a study. 

It has proposed a technique founded on CNN and has achieved an accuracy of 87% [27]. 

Classification of gender from tweets by a technique proposed in an article based on Balanced 

Winnow. The proposed technique has been able to achieve an accuracy of 92% [28]. 

One study from the literature aims to automatically detect twitter users’ gender by trying different 

techniques and Fuzzy C-means is recognized as the best technique [29]. 

Language independent Twitter users’ gender classification has been carried out in another study, 

which has proposed a technique based on SVM. The study has used TwiSty as its corpus. Users of 



33 

 

this dataset have self-reported their gender and hence the proposed technique has to be evaluated 

on another dataset [30]. 

TIRA dataset has been used to recognize the age, gender, and personality of users. The study under 

scrutiny has used a linear model with stochastic gradient descent. The study has been successful 

60% of the time [31]. 

Distributed K-means clustering has been used by a study for twitter user classification on 2.2 

billion tweets to achieve an accuracy of over 90% [32]. Gender is inferred from tweets of 5,000 

users by a study. The stated study has proposed a technique based on SVM and has achieved 83% 

accuracy [33]. Another study from the literature aims to identify the gender of Twitter users, the 

technique presented in the study is based on SVM Light. The study has been able to achieve 80% 

[34]. 

Twitter users’ demographics have been predicted by a study that makes use of regression models. 

The corpus used in this study has been derived from Quandcast and it has achieved a mediocre 

accuracy of 69% [35]. Twitter users’ type of recognition is the aim of another study in the 

literature. The study founds its technique on SVM with a linear kernel. The corpus has been 

assembled through twitter streaming API and the technique is right 89% of the times [36]. 

Semantic analysis is used by a study to predict twitter users’ gender with the help of SVM. 10,000 

profiles are considered as the corpus, and 88% accuracy has been achieved by the study. In the 

future, the authors intend to make use of visual information for predicting age and political 

association [37]. 

Twitter users’ classification has been done by a study which uses CNN with multiple classifiers 

i.e. Decision Tree, SVM, AdaBoost, Gradient Boosting, & Random Forest. CrowdFlower dataset 

has been used for training and testing, and the study has achieved 89.9% accuracy. In the future, 

the researchers want to use more features and deploy deep neural networks for enhancing feature 

fusion [38]. 

User types are inferred as males, females and organizations by a study. CNN has been utilized for 

image learning whereas for classification different techniques are used in this study [39]. Age and 

gender recognition are the aims of research, and numerous classification techniques have been 

tried, and Extra Trees (1,000 classifiers with stop words) has outperformed all other techniques. 
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The study has used CrowdFlower dataset and has achieved 91.4% accuracy [40]. A study from the 

literature uses CNN to predict twitter gender. It uses PAN 2018 Author Profiling dataset and 

achieves 79% accuracy [41]. 

The following table i.e. table 2-1 is used to present a list of machine learning and deep learning 

techniques applied for twitter gender classification. 

Table 2- 1: ML & DL techniques for Twitter Gender Classification 

Sources Research Problem Proposed 

Approach 

Corpus Mean 

Accuracy in 

% 

Future 

Work/Limitatio

ns 

[19] Twitter gender 

identification. 

The proposed 

technique is based 

on Support 

Vector Machine 

(SVM). 

CLEF 81.7 Application of 

deep neural 

networks may 

enhance the 

classification 

accuracy. 

[20] Twitter users’ 

demographics and 

social profiling. 

The presented 

technique is 

founded on 

logistic 

regression. 

CLEF 69.17 The accuracy can 

be improved 

further. 

[21] This study aims to 

reduce the number 

of features for 

empirically 

evaluating the 

characteristics of 

twitter profiles for 

classifying gender. 

They have used 

Decision Tree and 

many other 

techniques for 

classification 

purpose. 

A dataset 

of 194,293 

twitter 

profiles has 

been used 

in this 

study. 

69.13 In the future, 

addition tweet 

and profile 

characteristics 

could be applied 

to enhance the 

technique. 
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[22] Classification of 

gender in twitter 

profiles. 

The main 

contribution of 

this study, is 

feature 

generation. 

Twitter 

API is used 

to cumulate 

a corpus. 

89.5 Limited dataset. 

[23] Gender 

classification of 

users based on 

Twitter data. 

This research has 

used 3 

classification 

techniques and 

recognizes Best 

First Tree as the 

best technique. 

Twitter 

API is used 

to cumulate 

a corpus of 

3,240 

tweets. 

81.66 Limited dataset 

[24] Author’s gender 

identification. 

The proposed 

technique is based 

on a stream-based 

neural network. 

Twitter 

Streaming 

API has 

been used 

and to 

assemble a 

corpus of 

over 

36,000.  

97.98 - 

[25] Recognizing gender 

from Twitter 

profiles. 

An ensemble 

technique based 

on a 

convolutional 

neural network 

has been 

proposed in this 

study. 

Corpus of 

274,933 

New 

Yorkers 

has been 

used in this 

study. 

86.54 New traits or 

attributes can be 

taken into 

consideration in 

order to enhance 

the performance 

of the ensemble. 
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[27] Classifying the age 

and gender of 

Twitter users. 

The proposed 

technique has 

been derived from 

CNN. 

Adience 

Benchmark

. 

86.8 More training 

data can be used 

to improve the 

performance of 

the algorithm. 

[28] Discriminating 

gender from tweets. 

The classifier is 

derived from 

Balanced 

Winnow. 

Twitter’s 

API has 

been used 

to assemble 

a corpus of 

213 million 

tweets. 

92 - 

[29] Automatic 

detection of Twitter 

users’ gender. 

Different 

techniques have 

been trialed in 

this study and 

Fuzzy C-means is 

recognized as the 

best technique. 

Tweets of 

242,000 

Twitter 

users. 

96 Development of a 

semi-automatic 

system for 

labelled dataset. 

[30] Language 

independent Twitter 

users’ gender 

classification. 

The proposed 

technique uses 

SVM as a 

classifier. 

TwiSty 

Dataset. 

- Users of this 

dataset have self-

reported their 

gender and hence 

the proposed 

technique has to 

be evaluated on 

another dataset. 

[31] Recognition of age, 

gender and 

personality. 

The proposed 

approach is based 

on a linear model 

TIRA 60 The accuracy can 

improved be 

further. 
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with stochastic 

gradient descent. 

[32] Twitter user 

classification 

The presented 

technique is based 

on distributed K-

means clustering. 

2.2 billion 

Tweets. 

90.2 - 

[33] Inferring gender 

from Twitter data. 

The proposed 

approach is based 

on SVM. 

Tweets of 

5,000 

users. 

83 Adding more 

features to 

enhance the 

accuracy. 

[34] Twitter profile 

gender 

identification. 

This study uses 

SVM Light for 

classification. 

Twitter 

search API, 

Nigerian 

data. 

80 The technique 

can be applied to 

data that is not 

labelled. 

[35] Predicting Twitter 

users’ 

demographics. 

This study makes 

use of regression 

models for 

classification. 

Data 

derived 

from 

Quandcast 

69 In future, the 

generalization of 

the proposed 

technique can be 

evaluated. 

[36] Twitter users’ type 

recognition 

SVM with a 

linear kernel has 

been deployed in 

this study. 

Corpus 

assembled 

through 

Twitter 

Streaming 

API. 

89 - 

[37] Prediction of 

Twitter users’ 

gender on the basis 

of semantic 

analysis. 

SVM with RBF 

kernel has been 

utilized in this 

research. 

10,000 

Twitter 

profiles. 

88 The authors 

intend to make 

use of visual 

information for 

predicting age 
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and political 

association. 

[38] Role-based Twitter 

user’s 

classification. 

CNN with 

multiple 

classifiers i.e. 

Decision Tree, 

SVM, AdaBoost, 

Gradient 

Boosting, & 

Random Forest.  

CrowdFlo

wer & 

Gender 

Labelled 

Dataset 

89.9 The researchers 

want to use more 

features and 

deploy deep 

neural networks 

for enhancing 

feature fusion. 

[39] Inferring user types 

as males, females 

and organizations. 

CNN has been 

utilized for image 

learning whereas 

for classification 

different 

techniques are 

used in this study. 

For CrowdFlower 

Random Forest 

has achieved the 

highest accuracy 

& for ILLAE 

SVM does best. 

CrowdFlo

wer & 

ILLAE 

85.99 & 

78.61 

Profile pictures 

of organizations 

could not be 

recognized and 

female with short 

hair are identified 

as male. 

[40] Gender and Age 

recognition of 

Twitter users. 

Numerous 

classification 

techniques have 

been tried, and 

Extra Trees 

(1,000 classifiers 

with stop words) 

has outperformed 

CrowdFlo

wer 

91.4 For gender 

classification an 

ensemble is 

intended to be 

applied. 
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all other 

techniques. 

[41] Twitter gender 

prediction 

The proposed 

technique has 

made use of 

convolutional 

neural networks. 

PAN 2018 

Author 

Profiling 

dataset 

79 The researchers 

want to make use 

of images that are 

present in the 

dataset. 

 

 

This chapter of the manuscript starts with the definition of Social Media, then it proceeds toward 

the amount of data produced on Social Media platforms such as Twitter, Facebook, Instagram, and 

Flickr, etc. Then the different techniques of machine learning, deep learning and natural language 

processing that are applied to the abundant data produced on the stated platforms in order to benefit 

from them are discussed. Then a survey regarding the main theme i.e. machine learning and deep 

learning techniques applied for Twitter gender identification or classification has been presented 

in the shape of a table. The main findings of numerous studies have been brought forth in this 

table. The future work/limitation column can be used for advancing a particular study of the 

literature. 
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CHAPTER 3  

PROPOSED METHODOLOGY 
  

 

In this chapter, the methodology of the thesis has been discussed. The discussion begins with an 

illustration of the dataset that has been used for both validation and testing purposes. Then 

preprocessing has been described briefly in which emojis, and special characters, etc. are dealt 

with. Due to the fact that character embeddings take a shorter time than word embeddings, and 

that is the reason why character embedding has been preferred over word embedding. The chapter 

concludes by providing an insight into the architecture of CNN and by providing a figurative 

illustration of the proposed methodology. 

3.1  Data 

The dataset that has been used in this thesis is known as the CrowdFlower. The dataset contains 

20,000 rows, each with a username, a random tweet, account profile and image, location, and even 

link and sidebar color. Because of multiple annotation results by different people, each row has a 

certain degree of confidence signifying the likelihood of the majority gender. It has been made 

sure to use only the cleanest data possible, user types have been filtered every user type that had a 

degree of confidence less than 1. After filtering the dataset, there are 13,926 users. Because most 

of the user’s image URL is not functional. In the end, 10,029 users could be retrieved and used as 

training samples. The distribution of the CrowdFlower dataset is presented in the following table 

i.e. table 3-1 [28]. 

Table 3- 1: Dataset with User Distribution 

Dataset Male Female Total 

CrowdFlower 4,658 5,371 10,029 

3.2  Preprocessing 

In Twitter, characters are used not only to create words but also to express emotions like smiling 

as ’:)’ or blinking as ’;)’, because of this type of usage, punctuations and stop words did not get 
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eliminated, texts are given as how they are. NLTK [10] is used to tokenize tweets. To illustrate 

(example from NLTK): 

Tweet = "This is a cooool #dummysmiley: :-) :-P <3 and some arrows < > -> <–" 

Tokenized Tweet = [’This’, ’is’, ’a’, ’cooool’, ’#dummysmiley’, ’:’, ’:-)’, ’:-P’, ’<3’, ’and’, ’some’, 

’arrows’, ’<’, ’>’, ’->’, ’<–’] 

Each word in the tokenized tweet is applied lowercasing. Then, each character from the word is 

taken to be utilized in the input to the system. Thus, the tweet in the above example is turned into 

the following input: 

Input = [’t’, ’h’, ’i’, ’s’, ’i’, ’s’, ’a’, ’c’, ’o’, ’o’, ’o’, ’o’, ’l’, ’#’, ’d’, ’u’, ’m’, ’m’, ’y’, ’s’, ’m’, ’i’, 

’l’, ’e’, ’y’, ’:’, ’:’, ’-’, ’)’, ’:’, ’-’, ’p’, ’<’, ’3’, ’a’, ’n’, ’d’, ’s’, ’o’, ’m’, e’, ’a’, ’r’, ’r’, ’o’, ’w’, ’s’, 

’<’, ’>’, ’-’, ’>’, ’<’, ’-’, ’-’] 

For each user, the number of characters is set to the highest number that is allowed for tweets in 

Twitter. If a tweet has a fewer number of characters than the maximum, padding is applied to the 

end of the tweet. 

3.3 Character Embeddings 

Character embeddings with size 25 are initialized by sampling from a uniform distribution with 0 

mean and trained simultaneously with the neural network. Due to their smaller size and count, 

training character embeddings requires fewer text to be trained than word embeddings. Therefore, 

the given dataset was sufficient to train them and no additional data are collected or used. 

3.4 Architecture 

In the proposed technique each tweet of a user is passed to the CNN simultaneously as a sequence 

of characters to assess the style-based features of each particular tweet. CNN outputs a feature 

vector for each tweet. 

At this level, using other methods like combining, flattening or averaging the feature vectors would 

mean to explicitly assume the equal importance among tweets. However, the level of information 

on gender may differ from tweet to tweet. Therefore, A Bahdanau attention mechanism [41] is 

combined with the character CNN in order to learn which tweet holds more information on the 

gender of its author. Figure 3-1 shows the attention mechanism in detail which is calculated by the 

following equations: 
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Ai =  tanh(W ∝ ti +  b) 

vi =
exp (Aiωi)

∑ 𝑗𝑒𝑥𝑝(𝐴𝑗𝜔𝑗)
 

𝑂𝑖 − 𝑣𝑖𝑡𝑖 

𝐾 =  ∑ 𝑂𝑖

𝑖

 

 
Figure 3- 1: Attention Mechanism 
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A fully connected layer is used on the output of the attention layer to reduce the size of the feature 

vector to the number of genders. Predictions are obtained after applying Softmax over the output 

of the fully connected layer. The proposed model can be seen in Figure 3-2. 

CNN [6] is implemented with ReLu activation function and [filter size, embedding size] shaped 

filters with stride 1 to make all characters visited. Adam optimizer [42] is used with cross-entropy 

loss. To prevent the model from overfitting L2 regularization loss is used. 

3.1 Parameter Selection 

Exhaustive grid search is used to optimize the hyperparameters of the model. Parameters that have 

been tried for each language can be seen in Table 2. Due to differences in each language and the 

size of the dataset, different hyperparameters gave best results for each language (Table 3-2). 

 

Table 3- 2: Hyperparameter used in Optimization 

Parameter Values 

Embedding Size 25 

Learning Rate 5x10^3, 10^4, 5x10^4, 10^5, 5x10^5, 10^6 

L2 Regularization 

Coefficient 

5x10^4, 10^5, 5x10^5, 10^6, 5x10^6, 10^7, 5x10^7, 10^8 

Filter sizes 3, 4, 5 

Number of Filters 40, 50, 60, 75, 100 
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Figure 3- 2: Proposed Methodology 
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CHAPTER 4  

IMPLEMENTATION 
 

This chapter of the thesis discusses the implementation of the proposed technique and hence can 

be termed as the most significant chapter of the manuscript. 

4.1 Convolutional Neural Network 

When we hear about Convolutional Neural Network (CNNs), we typically think of Computer 

Vision. CNNs were responsible for major breakthroughs in Image Classification and are the core of 

most Computer Vision systems today, from Facebook’s automated photo tagging to self-driving 

cars. More recently we have also started to apply CNNs to problems in Natural 

Language Processing and gotten some interesting results. In order to understand convolution, the 

easiest way is by thinking of it as a sliding window function applied to a matrix. 

CNNs are basically just several layers of convolutions with nonlinear activation 

functions like ReLU or Tanh applied to the results. In a traditional feedforward neural network, 

we connect each input neuron to each output neuron in the next layer. That is also called a fully 

connected layer, or affine layer. Whereas in CNNs that is not done, instead, convolutions are used 

over the input layer to compute the output. This results in local connections, where each region of 

the input is connected to a neuron in the output. Each layer applies different filters, typically 

hundreds or thousands like the ones showed above, and combines their results. There’s also 

something called pooling (subsampling) layers. A key aspect of Convolutional Neural Networks 

is pooling layers, typically applied after the convolutional layers. Pooling layers subsample their 

input. The most common way to do pooling is to apply a  operation to the result of each filter. 

During the training phase, CNN automatically learns the values of its filters based on the task you 

want to perform. For example, in Image Classification, a CNN may learn to detect edges from raw 

pixels in the first layer, then use the edges to detect simple shapes in the second layer, and then 

use these shapes to deter higher-level features, such as facial shapes in higher layers. The last layer 

is then a classifier that uses these high-level features. 

https://en.wikipedia.org/wiki/Rectifier_(neural_networks)
https://reference.wolfram.com/language/ref/Tanh.html
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There are two aspects of this computation worth paying attention to: Location 

Invariance and Compositionality. Let’s say you want to classify whether or not there’s an elephant 

in an image. Because you are sliding your filters over the whole image you don’t really 

care where the elephant occurs. In practice, pooling also gives you invariance to translation, 

rotation and scaling, but more on that later. The second key aspect is (local) compositionality. Each 

filter composes a local patch of lower-level features into higher-level representation. That’s why 

CNNs are so powerful in Computer Vision. It makes intuitive sense that you build edges from 

pixels, shapes from edges, and more complex objects from shapes. 

As far as Natural Language Processing is concerned, instead of image pixels, the input to most 

NLP tasks are sentences or documents represented as a matrix. Each row of the matrix corresponds 

to one token, typically a word, but it could be a character. That is, each row is vector that represents 

a word. Typically, these vectors are word embeddings (low-dimensional 

representations) like word2vec or GloVe, but they could also be one-hot vectors that index the 

word into a vocabulary. For a 10word sentence using a 100-dimensional embedding, we would 

have a 10×100 matrix as our input. That’s our “image”. 

4.2 CNN Architecture 

An illustration of the architecture of CNN used in this manuscript has been provided in figure 4-

1. 

4.2.1 Initializing CNN 

In this stage, the convolutional neural network is initiated. 

4.2.2 Embedding layer 

Embedding layer is used for neural network on text data and defined as a first hidden layer of the 

network. It specifies three arguments input dimension, output dimension, and input length. 

The reasons to have an embedding layer are: 

https://code.google.com/p/word2vec/
http://nlp.stanford.edu/projects/glove/
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Figure 4- 1: CNN Architecture 

1. One-hot encoded vectors are high-dimensional and sparse. Let’s assume that we are doing 

Natural Language Processing (NLP) and have a dictionary of 2000 words. This means that, 

when using one-hot encoding, each word will be represented by a vector containing 2000 

integers. And 1999 of these integers are zeros. In a big dataset, this approach is not 

computationally efficient. 

2. The vectors of each embedding get updated while training the neural network. If you have seen 

the image at the top of this post you can see how similarities between words can be found in a 

multi-dimensional space. This allows us to visualize relationships between words, but also 

between everything that can be turned into a vector through an embedding layer [43]. 

The architecture that has been chosen after experimentations and which is the best suited for 

different rounds of validations has three 4D convolution layers. 

Adding the first convolution 

Step 1 convolution 
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A convolution is how the input is modified by a filter. In convolutional networks, 

multiple filters are taken to slice through the image and map them one by one and 

learn different portions of an input image. Imagine a small filter sliding left to right 

across the image from top to bottom and that moving filter is looking for, say, a dark 

edge. Each time a match is found, it is mapped out onto an output image [44]. 

 Input shape= (3, 128, 1, 128) 

 Activation = ReLu  

Step 2 Maxpooling 

A pooling layer is another building block of a CNN. Its function is to progressively 

reduce the spatial size of the representation to reduce the number of parameters and 

computation in the network. Pooling layer operates on each feature map 

independently. The most common approach used in pooling is max pooling. Figure 

4-2 provides a graphical representation of how Maxpooling is carried out [45]. 

 
Figure 4- 2: Maxpooling 

 
Adding the second convolution  

Step 1 convolution 

 Input shape= (4, 128, 1, 128) 

 Activation = ReLu  

Step 2 Maxpooling 

Adding the third convolution  
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Step 1 convolution 

 Input shape= (5, 128, 1, 128) 

 Activation = ReLu  

Step 2 Maxpooling 

4.2.3 Adding Concat layer 

This layer is used to concatenate a list of inputs. It takes as input a list of tensors, all of the same 

shape except for the concatenation axis, and returns a single tensor, the concatenation of all inputs. 

It receives the following arguments. 

 axis: Axis along which to concatenate. 

 **kwargs: Standard layer keyword arguments [46]. 

4.2.4 Adding reshape layer 

In Keras, this is a typical process for building a CNN architecture: Reshape the input data into a 

format suitable for the convolutional layers, using X_train.reshape() and X_test.reshape() [47]. 

4.2.5 Adding dropout layer 

Dropout is a technique where randomly selected neurons are ignored during training. They are 

“dropped-out” randomly. This means that their contribution to the activation of downstream 

neurons is temporally removed on the forward pass and any weight updates are not applied to the 

neuron on the backward pass. 

As a neural network learns, neuron weights settle into their context within the network. Weights of 

neurons are tuned for specific features providing some specialization. Neighboring neurons become 

to rely on this specialization, which if taken too far can result in a fragile model too specialized to 

the training data. This reliant on the context for a neuron during training is referred to as complex 

co-adaptations [48]. 

4.2.6 Compiling CNN 

 Optimizer = Adam 
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Usually, forward propagation and backward propagation techniques are used as error functions or 

weight optimization. But in our case, we use the Adaptive moment estimation technique. However, 

Adam has been used as an optimization technique in this system. 

Since 2014, a special optimization algorithm in the shape of Adam (Adaptive Moment Estimation) 

for deep neural networks is present [7]. Adam is one of the best methods that are used to calculate 

adaptive learning rates for every parameter. It computes the adaptive learning rates for all the 

parameters. Apart from storing the exponentially decaying averages of previously squared 

gradients, for instance, RMSprop and Adadelta, it also keeps something similar to momentum. If 

momentum is thought of like a ball going down a slope, Adam can be termed as a heavy ball having 

friction and hence providing us with flat minima [49]. 

 Loss= softmax_cross_entropy_with_logits_sg 

The Softmax regression is a form of logistic regression that normalizes an input value into a vector 

of values that follows a probability distribution whose total sums up to 1. The output values are 

between the range [0,1] which is nice because we are able to avoid binary classification and 

accommodate as many classes or dimensions in our neural network model. This is why SoftMax is 

sometimes referred to as a multinomial logistic regression. 

As an aside, another name for Softmax Regression is Maximum Entropy (MaxEnt) Classifier. 

The function is usually used to compute losses that can be expected when training a data set. Known 

use-cases of SoftMax regression are in discriminative models such as Cross-Entropy and Noise 

Contrastive Estimation. These are only two among various techniques that attempt to optimize the 

current training set to increase the likelihood of predicting the correct word or sentence [50]. 

Softmax function can be illustrated as [51]: 

 
Hand in hand with the SoftMax function is the cross-entropy function. Here's the formula for it: 

https://en.wikipedia.org/wiki/Cross_entropy
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4.2.7 Prediction  

This is the last stage of the process, and as it is clear from the heading in this stage the final 

prediction is made, which obviously is of whether the user is male or female. 

The following figures i.e. figure 4-3 and figure 4-4 can be considered as sample tweets and their 

predicted genders. 

 

Figure 4- 3: Sample Tweet and Prediction 1 

 

 

 

 

BSc economics graduate #COYS 

James Bond premier night at the @Everymancinema in Oxted with 

@SidiEdey. Let's hope it lives up to expectation! #SPECTRE 

james bond premier night at the everymancinema in oxted with 

sidiedey let s hope it lives up to expectation spectre bsc economics 

graduate coys 

Male 

User Tweet 

Formatted 

Tweet 

Profile 

Description 

Prediction 

Proposed Model 
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Figure 4- 4: Sample Tweet and Prediction 2 

4.3 Hardware 

The system on which the technique has been executed has the following specifications. 

 Processor: Intel® Core™ i7-7500U CPU @ 2.70GHz × 4  

 Graphics: Intel® HD Graphics 620 (Kaby Lake GT2)  

 OS Type: 64-bit 

 RAM: 15.6 GiB 

4.4 Tools Used 

As far as the tools and software that have been made use of are concerned, here is the list. 

 Language: Python 3.5.2 

 Anaconda 

 

 

 

he bled and died to take away my sins 

 

A l the girls went to sleep and the guys just sat in the floor and 

watched us 

all the girls went to sleep and the guys just sat in the floor and 

watched us he bled and died to take away my sins 

Female 

User Tweet 

Formatted 

Tweet 

Profile 

Description 

Prediction 

Proposed Model 
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o Libraries: Keras>TensorFlow (at the Backend) 

 IDE: Spyder 3.2.3 

In this chapter, the implementation of the proposed technique has been discussed in detail. An 

illustration not only graphic but textual has been presented in the same chapter. The architecture 

of CNN has been thoroughly explained. The illustration begins with the initiation of the network 

and continues until the prediction is done. 
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CHAPTER 5  

RESULTS, COMPARISON, AND ANALYSIS 
 

In this chapter, the reader is presented with an illustration of the results that have been achieved 

through the proposed technique. Moreover, a comparison of existing techniques applied on the 

same dataset and their accuracies has also been presented. As a subsection, an analysis of the 

proposed technique has also been presented. 

5.1 Results 

The proposed technique has been able to achieve an accuracy of 97 percent. It is evident from the 

following figure i.e. figure 5-1 that the accuracy of the model has been increasing as the number 

of epochs increase. 

 

Figure 5- 1: Accuracy vs Epochs Graph 

As far as loss is concerned, the objective is to minimize the loss function. The following figure i.e. 

figure 5-2 is used to depict the relationship between loss and epochs in the form of a graph. 

Epochs 

A
cc

u
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Figure 5- 2: Loss vs Epochs 

In the following table i.e. table 5-1, the confusion matrix of the training process has been provided. 

Moreover, in order to get an insight of the effectiveness of the proposed model the sensitivity and 

specificity of the model have also been presented. 

Table 5- 1: Confusion Matrix (Training) 

 Predicted Positive Predicted Negative 

True Positive 8,918 241 

True Negative 237 4,421 

 

Sensitivity = True Positive/ True Positive+ Predicted Negative 

       = 8,918/8,918+237 = 0.97 

Which means the sensitivity of the proposed model as far as the training process is concerned is 

97%. 

Specificity = True Negative/ True Negative+ Predicted Positive 

       = 4,421/4,421+241 = 0.94 

The specificity of the proposed model as far as the training process is concerned is 94%. 

Moreover, in the following table the confusion matrix of the testing process has been presented in 

the following table i.e. table 5-2. 

Table 5- 2: Confusion Matrix (Testing) 

 Predicted Positive Predicted Negative 

True Positive 490 9 

True Negative 23 481 

Epochs 

L
o
ss
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Sensitivity = True Positive/ True Positive+ Predicted Negative 

       = 490/490+23 = 0.95 

Which means the sensitivity of the proposed model is equal to 95%. 

Specificity = True Negative/ True Negative+ Predicted Positive 

       = 481/481+09 = 0.98 

Which implies that the specificity of the proposed model is equal to 98%. 

5.2 State of the Art 

In this section, a table (table 5-2) of studies that made use of the same dataset has been presented. 

The objective here is to compare the results i.e. accuracy of the proposed technique with those of 

existing state of the art techniques, in order to fetch an insight regarding the performance of the 

presented system. 

Table 5- 3: Comparison with State of the Art 

Source Problem 

Statement 

Proposed 

Technique 

Dataset Accuracy Future Work/ 

Limitations 

[31] Role-based Twitter 

user’s 

classification. 

CNN with 

multiple 

classifiers i.e. 

Decision Tree, 

SVM, AdaBoost, 

Gradient 

Boosting, & 

Random Forest.  

CrowdFlo

wer & 

Gender 

Labelled 

Dataset 

89.9 The researchers 

want to use more 

features and 

deploy deep 

neural networks 

for enhancing 

feature fusion. 

[32] Inferring user types 

as males, females, 

and organizations. 

CNN has been 

utilized for image 

learning whereas 

for classification 

different 

techniques are 

used in this study. 

CrowdFlo

wer & 

ILLAE 

85.99 & 

78.61 

Profile pictures 

of organizations 

could not be 

recognized and 

female with short 

hair are identified 

as male. 
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For CrowdFlower 

Random Forest 

has achieved the 

highest accuracy 

& for ILLAE 

SVM does best. 

[33] Gender and Age 

recognition of 

Twitter users. 

Numerous 

classification 

techniques have 

been tried, and 

Extra Trees 

(1,000 classifiers 

with stop words) 

has outperformed 

all other 

techniques. 

CrowdFlo

wer 

91.4 For gender 

classification, an 

ensemble is 

intended to be 

applied. 

5.3 Analysis 

This thesis has actually been founded on the technique that has been presented in [34]. The main 

objective of the thesis is to evaluate the presented methodology on a different dataset than they 

have used. Seeing the accuracy of the proposed technique ensures that the presented technique is 

top-notch. Due to the fact that different datasets have been inputted to the proposed system and it 

has performed really well. Based on the stated performance, it is also evident that the proposed 

technique does not have any sort of overfitting or underfitting. 

As the objective of this thesis is to execute a readily proposed technique in order to assess its 

performance on a different dataset, this chapter is of high quality. The chapter provides a graph 

which illustrates the accuracy achieved by the presented system, another graph is used to present 

the ratio of iterations and loss. This chapter also has a comparison of the results attained by the 

proposed technique with those achieved by the state-of-the-art techniques applied to the same 

dataset. The chapter ends with an analysis of the technique. 
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CHAPTER 6  

CONCLUSION AND FUTURE WORK 
 

 

This is the last chapter of the thesis and is used to conclude the manuscript. It presents the 

conclusion of the current work and the work that can be done in the future in order to enhance its 

performance or evaluate it on another level. 

6.1 Conclusion 

Social media platforms and particularly microblogging sites, for instance, Twitter has gradually 

become a vital part of millions of people around the globe. Apart from interacting and 

communicating with acquaintances, friends, and family, such services are being used as 

recommendation services, as sources of real-time news and venues of content sharing. 

The experience of a user with microblogging services can be improved quite notably given that 

information regarding their demographic properties or interests that are personal to a specific user. 

Information of such sort could be used for recommendations that are personalized or the posts 

presented to a particular user would be personalized. The topic of interests and events highlighted 

to a user would be specific and tailored. 

Such information of user-profiles for instance name, location, age, gender, and a brief about their 

interests is more often than not available as far as most social media sites are concerned. However, 

these details can be incomplete due to the fact that the user does not feel like sharing their details. 

Or if the information is provided, it may be misleading or imaginary. Moreover, some details may 

be shared explicitly, for instance, political affiliation. Despite the fact that such information might 

not be shared in the first place or fake details might be provided. There still are certain ways to 

predict these attributes. 

The rapid growth of social networks has produced an unprecedented amount of user-generated 

data, which provides an excellent opportunity for text mining. Authorship analysis, an important 

part of text mining, attempts to learn about the author of the text through subtle variations in the 

writing styles that occur between gender, age, and social groups. Such information has a variety 
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of applications including advertising and law enforcement. One of the most accessible sources of 

user-generated data is Twitter, which makes the majority of its user data freely available through 

its data access API. 

This thesis makes use of a convolutional neural network in order to predict the gender of the twitter 

user. For the stated purpose it uses the CrowdFlower dataset, which can be found on Kaggle 

(Kaggle 2016) is a project of CrowdFlower (CrowdFlower 2015), including the information of 

about 20,000 users. Project contributors manually labeled each user by checking the corresponding 

information, which contains part of the profile metadata, such as display name, screen name, 

description, link color, etc. There are three labels in the dataset: male, female, and brand. The 

contributors also provided a confidence score along with the role tag, which is a good indicator of 

labeling quality. 

After some preprocessing the user tweets are fed to the CNN where they are received by the 

embedding layer. The best-suited architecture of neural network has three 4D convolutional layers. 

Usually, forward propagation and backward propagation techniques are used as error functions or 

weight optimization. But in our case, we use the Adaptive moment estimation technique or more 

commonly known as Adam. 

The Softmax regression is a form of logistic regression that normalizes an input value into a vector 

of values that follows a probability distribution whose total sums up to 1. The output values are 

between the range [0,1] which is commendable due to the fact that if needed more classes can be 

adjusted the neural network model. 

The mean accuracy that has been achieved by the proposed system is over 97 percent. The stated 

figure is close to 100 percent and thus the proposed system can be further improved in order to form 

an automated prediction system and can be made use of for numerous purposes including tailored 

advertisements and other such campaigns. This work is also applicable to other domains where 

identifying organizations, for instance, emergency management, is important and where identifying 

female or male participants is crucial (any campaign directed towards diversity of issues such as 

gender-based violence). 
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6.2 Future Work 

Despite the fact that the accuracy achieved by the proposed system is close to 100 percent, there 

is still room for improvement and in the future, the accuracy can be increased by trying various 

experimentations. There are different activation functions that can be tried and their results could 

be assessed. Various optimization functions can be tried in order to enhance the performance of 

the system. Moreover, different loss functions can also be exasperated for increasing the accuracy 

of the system. 

All these different combinations can also be tried with a dataset that contains some figures or 

images of users. With the modern set of tools if both text and images are used to train a network 

the results can be phenomenal. 

This is the concluding chapter of the thesis and presents the conclusion of the study as well as its 

future work. The conclusion section briefly discusses the architecture of the network as well as 

some details regarding the dataset. Whereas the future work section contains the different 

possibilities and options for enhancing the performance of the system.  
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