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Abstract

A computer needs to be able to understand what you said, before it can even understand
what you mean and it encompasses Natural Language Processing (NLP). There are limited open
source speech recognition systems are available with close to human level performance and it is
particularly true for the Urdu language. In this thesis we worked on the development of an Urdu
language Automatic Speech Recognition (ASR) system based on Deep Learning. Mozilla’s
DeepSpeech which is an open source implementation of TensorFlow, Optimized RNN, CTC and
Bi-directional LSTM used to train and build acoustic model for Urdu speech recognition. A
language model is constructed and trained to represent Urdu alphabets and common vocabulary
and its binary file is created with help of KenLM tools to feed it in the system for estimation and
decoding purposes. This method makes training a speech recognition system a lot simpler and it
does not require many complex neural network layers or knowledge about a language to train. The
system is trained using virtual machine on Google’s cloud platform with GPU support. Based on
WER (Word Error Rate) the number of nodes in the core layers of neural network is optimized
acquired on data set, having concern to GPU memory limits. Our study lead to an Urdu language
acoustic model which has been trained based on data set we have collected. We collected almost
390K speech instances of total 1008 sentences from 400 male and female students. Desktop and
mobile applications are developed to automatically record and collect on the cloud the spoken
audio files along with their transcripts. Language model is constructed with these commonly used
Urdu sentences. Data set is separated into three categories including training, validation and testing
data with a split of 70%, 20% and 10% respectively—the best results in form of WER we get from
the system is less than 10%.

Key Words: Deep Learning, Urdu ASR, DeepSpeech, LSTM, RNN, CTC
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CHAPTER 1: INTRODUCTION

The thesis investigates using deep learning based speech recognition system for Urdu
language. The model is trained with DeepSpeech which is deep learning based speech
recognition framework using the data acquired mostly from voices of male and female
university students. It mainly consists of a deep neural network and a hybrid CTC/attention
based encoder-decoder architecture.

This chapter describes the problem and methodology for solving it. It outlines the basic
differences between using the traditional and deep learning based approach for speech
recognition. We define the problem, set a hypothesis for solving it and set target goals for

validating the results.

1.1 Problem

The thesis investigates using deep learning based speech recognition for Urdu language.
Deep learning based method has not been previously researched on Urdu language.

The current research on speech recognition for Urdu language is done using the traditional
approach. Traditional speech recognition systems are currently based on very complex
components. These components are acoustic models based on hidden Markov models, Gaussian
mixture models, deep neural networks, n-gram and neural network based language models,
complicated training and decoding algorithms. Deep learning based speech recognition replaces
all these different components in the traditional pipeline with a single deep learning based deep

recurrent neural network (RNN).

1.2  Objectives

The objective for this thesis is to test a deep recurrent network model with hybrid
CTClattention based encoder-decoder architecture for Urdu speech recognition. The model is

trained using about 75 hours of Urdu speech recordings from approximately 400 unique speakers.



The results are evaluated using word error rate and character error rate on n-best lists. Word
error rate measures the accuracy by comparing the exact match of words. Character error rate
compares each character individually, which usually gives a correctness score better than with
word error rate. These scores are calculated for deep learning based speech recognition system and
then combined with the traditional approach.

The goal is to achieve a word error rate below 10% and a character error rate below 2% for

only using deep learning based speech recognition with better results than traditional approach.

1.3 Methodology

The model is trained using different deep learning based speech recognition systems. These
systems all include a deep neural network. The difference is the method used for scoring the output
of a neural network.

Around 390K speech utterance of total 1008 sentences from 400 male and female students
are collected. Different applications are developed for automatically record and collect the speech
files along with their transcripts on the cloud. A language model is created with commonly used
Urdu sentences. Data set is separated into categories including 70% of training, 20% of validation
and 10% of testing data. Model id trained using DeepSpeech and results are extracted in term of
WER.

1.4 Thesis Outline

The first chapter describes the problem and methodology for solving Urdu language deep
learning based speech recognition. It outlines the basic differences between using the traditional
and deep learning based approach for speech recognition. We define the problem, set a hypothesis
for solving it and set target goals for validating the results.

The second chapter gives a detailed overview of the main component used for using an
deep learning based speech recognition system, e.g. feature extraction, RNN, LSTM, CTC,
attention based encoder-decoder and evaluation metrics.

The third chapter introduces previous related works that are related to this thesis’ problem.
These alternative works have used deep learning based speech recognition for other languages.
The only Urdu language related work concentrates on the traditional method for speech

recognition.



The fourth chapter specifies the solution part of the thesis. It gives a detailed overview of
the methods used with training the deep learning based speech recognition system. The deep
learning based methods and DeepSpeech architecture is explained.

The fifth chapter is about the experiments. It describes the data used in the experiments,
why the DeepSpeech framework is chosen, the used model for training, the results of the
experiments and the analysis of the results.

The sixth chapter draws conclusion on how the deep learning based speech recognition
system performs on Urdu language. The objectives and hypothesis are analyzed whether they were

achieved as initially planned.



CHAPTER 2: RELATED BACKGROUND

This chapter gives a detailed overview of the main component used for deep learning based
speech recognition system, e.g. feature extraction, RNN, LSTM, CTC, attention based encoder-

decoder and evaluation metrics.

2.1 Deep Learning Based Speech Recognition

Speech recognition is the process of automatically extracting the word conveyed by speech
wave. Traditional speech recognition systems are currently based on very complex components.
These systems use components such as hidden Markov models, Gaussian mixture models, deep
neural networks, n-gram and neural network based language models. Deep learning based speech
recognition replaces all these different components in the traditional pipeline with a single deep
learning based deep recurrent neural network.

Deep learning based speech recognition does not know anything about words or how they
are used. It tries to guess each letter on a given audio and combine those to form words. This is
different from the traditional approach where vocabulary and n-grams are used. The traditional
approach then tries to calculate probabilities of what a person might have said compared to a given
vocabulary and n-grams.

The main benefit of using deep learning based speech recognition is that is simplifies the
process of training and deployment. Because of the fact that deep learning based does not need a
vocabulary or n-gram, it can be used with different languages more easily, when only training data
is available. It will also simplify deployment on mobile devices, because it does not use a typical
n-gram language model, which takes a lot of disk space.

Deep learning based speech recognition system has one important downside. Even though
training the system is a lot simpler than in traditional approach, it needs a lot of training data. The
system will have to learn different characteristics of a language by itself and that is why it needs
to have a sufficient amount of data. Usually, the system needs to have thousands of hours of data
to train on. It is possible to train with less data, but the results will not be as good as the system is
capable of achieving.

Deep learning based speech recognition is mainly based on deep recurrent neural network.

A deep recurrent neural network alone is not enough for a speech recognition system. The first
4



attempts used CTC, but it is incapable of learning the language and needs language model to clean
up common mistakes. Instead of CTC, attention-based models were tested and they proved to be
outperforming previous models, due to the ability of learning all components of a speech
recognizer. Both methods still have some benefits over one another and recent works have started

using a hybrid CTC/attention based architecture, which is also used in this thesis.

2.2 Feature Extraction

The first step in recognizing speech from audio is to extract features. Feature extraction is
for removing background noise, emotion and all other useless information to get only the
components that can be used for identifying linguistic content. This pre-processing is needed for

making neural network’s processing easier to recognize text from audio [1].

7500

5000 -

2500 -

0 4

-2500 A

Amplitude

-5000 A

-7500 A

-10000 -

0 20000 40000 60000 80000
Time (s)

Figure 2.1: An audio signal wave [1]

For extracting features from audio, the signal is usually framed into 20-40ms frames. Each
frame is selected after 10ms, which means that the next frame will have some of its contents from
the previous frame. All of these frames still contain redundant information that require filtering.
To remove all sudden endings of an audio signal in each frame, a window function is used, such

5



as the Hamming window. The Hamming window function also allows to counteract the
assumption made by the discrete Fourier transform that the signal is infinite and to reduce spectral
leakage.

By using discrete Fourier transform, each complex sound wave is broken apart into simple
sound waves. It takes a windowed signal as input and outputs a complex number for each
frequency band. Each of those sound waves’ contained energy is added up to get a score of how
important each frequency band is. To better visualize the output of this process, a spectrogram is
created using each frame’s contained energy scores.

After using the discrete Fourier transform, the spectrogram still has too much information.
Triangular filters are applied on a Mel-scale to the power spectrum for extracting frequency bands.
The Mel-scale’s purpose is to mimic the non-linear human ear perception of sound. Lower
frequencies are filtered with narrower and higher frequencies with wider bands. Each of those

filters collect energy from a number of frequency bands in discrete Fourier transform.
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Figure 2.2: Spectrogram of an audio clip [1]

The spectrogram in Figure 2 visualizes the patterns of low and high pitch frequency ranges.
This data is better for a neural network to process, because it can find patterns more easily. That
is why this is the actual representation of audio data that gets fed into the neural network. The
neural network will then try to figure out the best possible letter for each of these 20ms frames.
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2.3 Recurrent Neural Network (RNN)
RNN is a type of deep learning model that works best for handling sequential information.

RNN assumes, that all inputs and outputs are dependent on each other, unlike the traditional neural

network. It keeps a memory of previous outputs and passes those as inputs from one step of the

network to the next (Figure 3). This way the network can have a deeper understanding of the

statement [2].

[: A :] = — A

SR Sl Sl Gl

Figure 2.3: An unrolled RNN [3]

v

-
Ll

The above figure shows a chunk of neural network (A), that takes (Xt) and previous output
as inputs and outputs a value (ht). The recurrence allows the network to pass information from one
step to the next [3]. This is the basic workflow of a RNN, but it is often used with bidirectional to

get more accurate results.

Qutput Layer

Backward Layer

Forward Layer

Input Layer

Figure 2.4: Bidirectional RNN (BRNN) [4]
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It is often beneficial to know some information about the future as well as past context.
Usually, when classifying a letter in a word, it is beneficial to know about the previous and next
letters. This is something that bidirectional RNNs will help to solve. The idea behind BRNN is to
have two hidden layers (Figure 4), one for forward and one for backward layer. This way the output
layer will have both the past and future context for every point in the input sequence [4].

Standard RNN does not always perform very well. The problem is that RNNs cannot
preserve memory from far away in the sequence. RNN makes predictions based on the most recent
sequences. This means that the context about the start of a sentence might be lost while predicting
the end of the sentence. To solve this problem, RNN is often used with long short-term memory

(LSTM) architecture to have the context of a whole sentence always available in memory [5].

2.4  Long Short-Term Memory (LSTM)

Standard RNN architectures have a problem with multiple hidden layers. When passing
information from one hidden layer to another, the information might get lost, if there are many
layers. LSTM handles this kind of situation and enables RNN to preserve memory throughout the

whole learning process.

"]/
%

"Output Gate

. Forget Gate
Input Gate

Block

(%)
N

Figure 2.5: LSTM memory block with one cell [4]



LSTM architecture consists of memory blocks, which are all recurrently connected to each
other. Each memory block contains at least one self-connected memory cell [6]. The memory cell
allows information to be stored in, written to or read from. It also decides, which information to
store and when to allow reading, writing and erasing. This is done using input, output and forget

gates that open and close as shown in Figure 5.

S YIYITITY

e o?—-oé»oé—»oé»oé—»oé—» | C;)

2922008

Time

Figure 2.6: Preservation of gradient information by LSTM [4]

Figure 6 shows the preservation of gradient information by LSTM. Input state, forget and
output gates are shown below, to the left and above the hidden layer respectively. (O) represents
an entirely open gate and (-) is for a closed gate. Looking at the diagram, LSTM memory cell can
preserve information as long as the input gate is closed and forget gate is open. Getting information
from output gate does not have any affect memory cell’s data.

When using LSTM architecture with bidirectional RNN gives bidirectional LSTM
(BLSTM) [4]. Using BLSTM allows to preserve information from the past as well as from the
future. This is important, when the understanding of past and future context is needed to find the
correct next word in any time.

For better understanding of BLSTM, it can be explained with a simple speech recognition
example. Let us say, we need to detect the next word for a sentence starting with “I will go to “.
Currently the only available information about the sentence’s context is in the past. Finding the
correct next word can be difficult, when there are almost limitless possibilities. Now, the BLSTM
allows to get context from the future as well. When the sentence continues with “and learn machine
learning”, the detection for the missing word becomes simpler, because of the extra context about

the whole sentence [7].



2.5 Connectionist Temporal Classification (CTC)

People talk with very different rates of speed which makes training an ASR system a lot
more difficult. That is why the alignment between characters in the transcript and audio is always
unknown. One way of solving this problem is to manually align all characters to their location in
the audio. The major downside is that it’s very time consuming when dealing with large datasets.
Another option is to use connectionist temporal classification (CTC) which has become a very
popular among RNNSs [8].

CTC is a type of neural network output and associated scoring function. It is used with
RNNs to handle sequential problems. CTC sums over the probability of all possible alignments
between the input and the output [4]. Assuming that an input has a length greater than the actual

word’s length, one option for solving the problem is to collapse all repeating characters.

Input: [i ﬁ' [ﬁ] [ﬁ]

Alignment:[h: i [1]|1|

Output: [E i

Figure 2.7: Merging repeated characters

Collapsing all repeating words is not the best way of tackling this problem, because it will
remove all repeating characters even when there should be a repetition. That is why CTC uses a
token called blank (here referred as ). This token is always removed from the output, but used in

alignment process.

) GG W) D) G G L)

Figure 2.8: Merging repeated characters with blank token

Firstly, CTC merges all repeating characters and secondly, removes all blank tokens. The

remaining output will be ‘hello’ not ‘helo’, which would be the output without the token.
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There are a lot of possible ways of character alignment for every input. CTC loss functions
combines all alignments where the output is the same. It then calculates the score for each of these
combinations and sums over all scores. While decoding, a character with the highest score for each
time step is picked. After that, the duplicate characters are merged and blank tokens removed to

get the final output [9].

2.6 Attention Based Encoder-Decoder Architecture

Encoder-decoder architectures are mostly used to deal with sequences where the input and
output length size in unknown. Both encoder and decoder are RNNs. The encoder transforms the
input to a higher level representation where the length size is fixed. The decoder then uses this
representation and generates output sequences.

When dealing with a simple encoder-decoder architecture, the decoder generates a
transcription based on the last hidden state from the encoder. This is not a reasonable approach,
because when dealing with sentences containing many words, the encoder will have to encode
every information into a single vector. The decoder must then produce a valid output only based
on this single vector. While decoding, the decoder has to consider information from the beginning
of the sentence and when dealing with RNNs, it is known that long-range information might get
lost.

Attention based encoder-decoder architecture solves the problem of encoding everything
into one single vector. The attention mechanism allows decoder to get information from all parts
of the source sentence at every step of output generation. The model will learn by itself what
information is important and should be considered. Each decoder output does not depend on the

last vector anymore, but instead on a weighted combination of all the input states [10].

2.7 Evaluation Metrics for Speech Recognition

Encoder-decoder architectures are mostly used to deal with sequences where the input and
output length

11



2.7.1 Word Error Rate (WER)

WER is a method for calculating the performance of a speech recognition software. This
is not always easy to measure, because the correct input length can be different from the detected
value length.

S+D+1

WER = ——

(2.1)

Equation 1 shows the equation for calculating WER. S shows the number of substitutions,
D is for deletions, I is for insertions and N is for words in the reference [11].
There are three possibilities for an automated speech recognition (ASR) software to make
mistakes that WER will calculate:
1) Deletion — ASR system deletes a word
Correct input: Machines can think
ASR result: Machines think
2) Insertion — ASR system inserts an unneeded word
Correct input: Machines can think
ASR result: Machines can not think
3) Substitution — ASR system substitutes a correct word with an incorrect one Correct
input: Machines can think
ASR result: Machines can learn
WER can sometimes give very unreasonable results when dealing with compound words.
Sentences like “water melon tastes good” and “watermelon tastes good” are both very well
understandable. But the calculated WER would be 50%, which is unfair considering that the actual
mistake is only adding an unnecessary white space. This is where character error rate will give

more adequate results.

2.7.2 Character Error Rate (CER)

Another method for calculating the performance of ASR is character error rate. CER is
calculated with the minimum number of operations necessary to transform the original text into
ASR output. The smaller the number, the more accurate both texts are.

12



The equation for calculating CER is the same for WER as shown in Equation 1. But for
CER, N is for the total number of characters and the minimal number of character substitutions as
S, deletions as D and insertions as I, required for transforming original text into automatic
transcription [12].

White space and case are also important for CER. While contiguous white spaces are
usually considered as one, a word pair “auto mobile”” with more than one space between them still
gives an accuracy of 10%. When comparing words with different case like “Hello World” and
“hello world”, CER sees them as substitutions and calculates an accuracy of 18%.

CER is most commonly used when dealing with languages that have difficult declensions.
When the original reference in Urdu is “koerast” and ASR recognizes it as “koeras”, the WER
would be 100%, but CER is only 14%. For these kind of languages, where a word has many
different cases, WER might show a bit unfair results compared to CER. Although the result of
WER is high, the word is still readable and in the meaning of the sentence would still be

understandable.
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CHAPTER 3: LITERATURE REVIEW AND RELATED WORK

The problem of using deep learning based speech recognition for Urdu language has not
been investigated in any earlier research.

This chapter introduces previous related works that are related to this thesis’ problem.
These alternative works have used deep learning based speech recognition for other languages.
The only Urdu language related work concentrates on the traditional method for speech
recognition.

Asadullah et al. [13] presented a method for development of Automatic Speech
Recognition for Urdu isolated words. Research is built on Urdu language comprising 250 words
of medium vocabulary speech corpus using the open source toolkit Sphinx. Using this approach
Mel Frequency Cepstral Coefficients (MFCC) features are fetched and created a Hidden Markov
Model (HMM) to accomplish speech recognition. Reported accuracy is 78.2% for both
experimentations of 100 and 250 words separately. Results recommend that improved speech
recognition accurateness has been accomplished with this method as the preceding results stated
70.69% on same corpus.

Syed Abbas Ali et al. [14] proposed Urdu to English language speech interpreter
consuming Deep Neural Network. ASR section in suggested pipeline is using deep neural network
which is modest as matched to old-fashioned ASR which needs difficult engineering like feature
mining and huge resources such as phoneme lexicon. Proposed technique displays extraordinary
accurateness when the input to system is recorded voice and deprived performance with the real
time voice input. On HTTP request per input text shaped English transformation for Text to Text
conversion using TextBlob toolkit of Python. The Output attained with an interval of 30 seconds.
Reported error rate of proposed system varies from 10% to 21%.

Awni Hannun et al. [15] presented a speech recognition method develop with end-to-end
deep learning. Design is meaningfully naiver than old-fashioned speech methods which depend on
painfully engineered handling pipelines which be likely to achieve poorly while in loud
surroundings. This approach is a well improved RNN training method which uses several GPUs
and an innovative data fusion methods that permit resourcefully acquire huge amount of diverse
data for the training task. System is named DeepSpeech which overtakes formerly available results

on commonly studied Switchboard Hub5’00 while reaching 16.0% error on complete test dataset.
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DeepSpeech likewise handles very noisy surroundings enhanced than state-of-the-art extensively
used commercial speech recognition systems.

Hazrat Ali et al. [16] presented the construction of Urdu language Medium Vocabulary
Speech Corpus. These Corpus includes 250 isolated words with digits and most commonly
vocalized words of Urdu language. These words are carried from 5000 commonly words among
19.3 M words of the Urdu language. Particular words have been spoken by 50 utterers in a noise
free workplace. Speakers includes male and female, teenagers and old peoples.

Dario Amodei et al. [17] showed that end-to-end deep learning method could be
implemented to recognize both English and Mandarin Chinese speech which are two very diverse
languages. Because it substitutes intact pipelines of hand engineered mechanisms with neural
networks end-to-end learning permits to hold a varied selection of speech data comprising loud
environments pronunciations and altered languages. Use of HPC methods allowing investigates
formerly take many weeks and now in days. This permits to reiterate more rapidly to classify
bigger architectures and procedures. Resulting numerous circumstances the system is modest with
transcription of language when benchmarked on ordinary datasets.

Eric Battenberg et al. [18] performed an experiential evaluation between RNN Transducer,
CTC and responsiveness Seq2Seq representations of end-to-end speech recognition. It is stated
that deprived of any language model, RNN Transducer and Seq2Seq models both overtake greatest
stated CTC models with a language model on the prevalent Hub5’00 standard. For their internal
assorted dataset these developments last. RNN Transducer representations scored with language
model afterward beam search beats our finest CTC models. Outcomes streamline speech
recognition pipeline so that decoding can further articulated only as neural network actions.

S Shaleva et al. [19] examined the concrete issues in emerging a speech to text system by
deep neural networks. Development of Russian language speech recognition constructed on
DeepSpeech is described. The use of language models with numerous concentrated sizes of word
arrangements and designated the model that presented the greatest WER. Result is an acoustic
Russian language model which is trained constructed on data set including audio and captions from
video clips of YouTube. Language model was constructed built on the texts of captions and openly
accessible corpus of Russian language from articles of Wikipedia’s. Resulting system verified on
dataset containing audio recordings of Russian literature accessible on voxforge.com and the best

WER 18% verified by the system.
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Ossama Abdel-Hamid et al. [20] proposed to put CNN in speech recognition inside the
context of NNHMM a hybrid model which would be use native sifting in frequency domain and
max pooling to standardize speaker adjustment to accomplish advanced multi speaker speech
recognition enactment. A pair of native sifting layer and max pooling layer added at lowermost
end in neural network to regularize phantom differences in speech signals. Experiments showed
the suggested CNN structural design is assessed in a speaker autonomous speech recognition
consuming ordinary TIMIT datasets. Tentative results demonstrated that suggested CNN
technique can accomplish above 10% comparative error decline in central TIMIT test datasets
when associating with consistent NN using identical hidden layers. Results showed the finest result
of suggested CNN model enhanced than formerly available results on same TIMIT datasets that
uses pre trained deep NN models.

Tara N. Sainath et al. [21] took benefit of complementarity LSTMs, DNNs and CNNs by
merging them into single combined design. Suggested architecture which called CLDNN on a
variability of huge vocabulary tasks that fluctuating from 200 to 2,000 hours of data. It is found
that CLDNN delivers 4-6% comparative enhancement in WER above than LSTM which is the
robust of the all three distinct models.

Huda Sarfraz et al. [22] presented the construction of language and acoustic models for
Urdu speech recognition consuming CMU Sphinx which is an open source Toolkit. Three
prototypes have been developed one by one with the accumulation of Urdu voice data of two
utterers per pass for which one model consuming voice data one from 41 male utterers solitary,
from 40 female utterers solitary and one with both male and female utterers with a total of 81

utterers. Best results presented in term of WER is 29.1%.

3.1 Hybrid CTC/attention-based deep learning based architecture

In machine translation, where word order for input and output can be different, the
attention-based encoder-decoder works fairly well. It allows nonsequential alignments between
each element of the output sequence and acoustic encoder network generated hidden states for
each frame of acoustic input.

But for speech recognition, word order is the same for input and output except some small

within-word deviations that may happen.
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Another problem is the different lengths of input and output sequences. The difference in
length comes from each speaker’s speaking rate and writing system. That makes it difficult for the
ASR to track the alignment between input and output. The attention mechanism could solve all
these problems, but for better results, a CTC-based alignment will be used for training the model
[41].

CTC

[ [C10])-[Z]  Attention
A F N A AN F Decoder
Shared

Encoder

Ll ol Jeo Jeo jeo Jeo jef e
I T 3 T T * £ 91

ER|NER e EA eSS B B

Figure 3.1: Hybrid CTC/attention-based deep learning based architecture [33]

Hybrid CTC/attention-based deep learning based architecture, as shown in Figure 9, solves
both the word order and alignment problem between input and output. This architecture uses a
CTC objective function as an auxiliary task for training the attention model encoder. The BLSTM
encoder network is shared between CTC and attention model.

The decoding process uses both attention-based and CTC scores. Because of the fact that
CTC and attention-based decoder computes scores differently, combining them is nontrivial. A
rescoring/one-pass beam search algorithm is used to combine those scores. The outcome of this
would eliminate all irregular alignments.

Using this joint architecture, the learning process of the network is quicker and it works

better in noisy conditions or with long sentences. The forward-backward algorithm of CTC
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enforces monotonic alignment between speech and label sequences. This helps to acquire more
accurate alignments in noisy conditions. Using CTC as an auxiliary task also improves the speed
in estimating alignments without the aid of rough estimates. That way the estimations for
alignments in long sequences are not solely dependent on data-driven attention methods [33].

3.2 Combining n-best lists with ROVER method

N-best list is generated by the ASR system and it contains a list of likely possibilities for
input sentence which is sorted by the best score. Each possibility is different and has a score of
how sure the system is in its correctness. N-best list allows to combine multiple different ASR
systems to achieve better results.

For combining multiple n-best lists, a ROVER system is used. The first step for this system
is to align all hypothesis transcripts from ASR systems to get one word transition network (WTN).
It firstly creates WTNSs for all ASR system outputs to be able to combine them.

a b C d *okok
base WTN

e b f d €
WTN

Figure 3.2: WTNs alignment

A base WTN is chosen from which the composite WTN is developed. All other WTNs are
aligned according to the base WTN as shown in Figure 10. For example, if there are 3 different
systems, a base WTN is chosen and then one of the remaining WTN is aligned with the base WTN
to form a new base WTN. The process is repeated with all other remaining WTNSs to eventually
get one final composite WTN.

When the final composite WTN is found, a voting module is used to find the best scoring
word sequence. The voting module finds the occurrences of each word and accumulates them.

The Equation show how the voting is performed. The number of occurrences of word type w
is accumulated in correspondence set i in the array N(w,i). To scale the frequency of occurrence to
unity, the array is then divided by the number of combined systems Ns.

The measured confidence scores for word w create an array C(w,i). The parameter « is
trained to be the trade-off between using word frequency and confidence scores.
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The voting can be done in three different ways. When setting the « parameter to 1, the
information about confidence scores become irrelevant. This way the voting is made by frequency
of occurrence. When training the parameter « a priori on the training data, the voting will use
confidence scores to find either average or maximum confidence scores. The parameter « can be
trained by quantizing the parameter space into a grid of possible WER values and then exhaustively
searching for the lowest WER [42].

3.3 Deep Learning Based Speech Recognition

In machine translation, where word order for input and output can be different, the
attention-based encoder-decoder works fairly well. It allows nonsequential alignments between
each element of the output sequence and acoustic encoder network generated hidden states for
each frame of acoustic input.

Deep Speech 2: Deep learning based Speech Recognition in English and Mandarin was
created in 2015 to show the possibilities of implementing deep learning based speech recognition
on very different languages [26]. The system consists of three main components:

e RNN with one or more convolutional input layers
e Multiple recurrent layers and one fully connected layer
e CTC

For training the models, this research uses 11940 hours of labeled speech, which contains
8 million utterances, for English model and for Mandarin, there are 9400 hours of labelled speech,
which contains 11 million utterances.

The trained model’s WER for English language is comparable with human WER, when
the audio is clearly understandable. In these cases, the WER differs between 3-13% using different
datasets. When testing with accented or noisy audio, the WER becomes understandably bigger.
The difference between human level and the trained model becomes clearer when dealing with
accented or noisy audio.

The results for Mandarin language show that deep learning based speech recognition can
give better results than an average human speaker. When transcribing short voice-query like
utterances, the trained system for Mandarin language works better than human level performance.

The system achieves a WER of 3.7% for 100 random utterances labelled by a committee of 5 and
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5.7% for 250 utterances labelled by a single person. A typical Mandarin Chinese speaker achieves
approximately 4% for committee labelled utterances and 9.7% for utterances labelled by an
individual.

Listen, attend and spell (LAS) is research done in 2015 and has a key improvement over
previous deep learning based CTC models. LAS uses a neural network, that transcribes speech
utterances to characters. The system has two components: a listener and a speller, which are both
jointly learned. The listener is a pyramidal recurrent network encoder that uses filterbank spectra
for inputs. The speller is an attention-based recurrent network decoder that sends out characters as
outputs [40].

Without using a language model or a dictionary, LAS achieves a WER of 14.1% on a subset
of the Google voice search task. The result is not as good as the traditional DMM-HMM models,
but still quite good for a system that has not been fully researched and developed.

There have also been many other recent researches about deep learning based speech
recognition using LAS, such as [28] [29] [30] [31] [32].

Joint CTCl/attention decoding for deep learning based speech recognition is another
research for deep learning based speech recognition created in 2017 [33]. Previous works on deep
learning based ASR systems have used either CTC or attention architecture. This research has
created a deep learning based speech processing framework called DeepSpeech which proposes a
hybrid CTC/attention architecture to utilize both advantages in decoding [34].

The testing is done on spontaneous Japanese and Mandarin Chinese datasets. For getting
better results, the train set is expanded by linearly scaling the audio lengths by factors of 0.9 and
1.1. It eventually achieved a WER of 29.9% which is better than systems using only CTC.

Using CTC in deep learning based speech recognition is also researched by many others,
such as [35] [36] [37] [38] [39].

3.4 Hybrid CTC/attention-based deep learning based architecture

Recent improvements in Urdu LVCSR is a paper from 2010 by Agha Ali Raza which uses
the traditional method for solving Urdu language speech recognition [23] [24].

This paper describes a speech-to-text transcription system for semi-spontaneous speech.
The system is based on the Kaldi framework and uses deep neural network based hidden Markov

models (DNN-HMM) as main acoustic models. For restoring the final lattices, the system uses
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neural network based phone duration models, which gives significant improvements over the basic
DNN-HMM architecture.

For training the model, over 100 hours of speech was transcribed and used. The audio
contains various speakers and no special processing has been made with it. This system achieves

WER of 17.9% on broadcast conversations and 26.3% on conference speeches.
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CHAPTER 4: MATERIAL AND METHODS

This chapter specifies the solution part of the thesis. It gives a detailed overview of the
methods used with training the deep learning based speech recognition system. The deep learning

based architecture DeepSpeech is explained.

4.1  Flow Diagram

E 2~ Training

Audio Data ﬁ‘ Validation H ARNNt'
Collection Dataset coustic
model
Testing

\

Urdu

Language Inference
model

Figure 4.1: Flow Diagram
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4.2 Data Collection

Initially we’ve used the dataset presented by Center for Speech and Language
Technologies which consists of 70 minutes of speech data involving 708 Urdu sentences. Problem
with this data was it’s a single speaker speech data and we need to collect multiple instances from
multiple speakers both male and female to train it with our Deep Neural Network for better
accuracy.

We developed a desktop application and feed it with that 708 sentences to record the voices
of multiple speakers and distributed it to more than 400 different university students both male and
female. Data collection back from students was a difficult task there for we gave an option in
application to upload recorded voice data to cloud so, we could collect all data from one place.

Almost 300K instances of speech data was collected but there is a big issue with it, because
the sentences were very difficult to read and speak, most of the data was incorrect and didn’t match
with their transcriptions. Also it was not easy for students to stick with their desktops/laptops all

the time to record their sentences and voice quality was also not very good.

Table 4.1: Sample transcriptions (CSaLT)

Urdu Transcription No.

S oo 9) 83T § o8 99l oatisl 52 o & ()8 dguel S gauunan Sy 0,80l 3 ol 1

=8 B B 19! Bobe LBl e 0B )l KU1 S 0938 )3l O350 28 lme (21> 2

o TS Suos3 (§9 ol 39de SOl odadigr 1o 90 § 2 29 5 e 1S5 068 § rdna)s! el 3
WSS e 95 AurS Ayl e (opeliS o Ugand 5529290 & 9w SHB 3 055y CaguS | 4

o8 26 33 0950w ple e i 8 Gz S Qs 9l 28 ol (o 3o 5y yoylaedlys 5

2 ke 01935k Yy agliw GLbL GaedB yauol Jus 0 93 2 955 6

0 e J9 Al sS 9l cgtime s oledes g8 e pb 3> JBal> B 59l Useky 7

M K052 5 G o & Olods s S OB S 2 )l gl Slgmaws Cuigige § @23 oS 8

oS Cwsyd o o 58S Ky (5 093l9295 HI3y Oleyd gl eueds (§ Hlolae (S3laidl 9

o ) p Sl Sila) 2 gudl 098 3lr day & WIS Sloghao 9.8y sl | 10

B e 0t 82 oeze Sl sS 03l il one db & Gaedg O el S 09xbS e el | 11

S o 075w 9 G aw azrgun Pz 455548 56 ww O9igid ) S o aw Jes § (i ghSIS @3 12

o A e B0l S aian GelgSin 5> U Jle Canyd § 03195 0L393 WS o i Jow Somd | 13
o 200 3 ol Lo S 9) s (55 Sol iy e 2B B e ) S e &S s RS | 14

B 23 o (e aeadilyS 95 (it 03) ddis) aw 713 Jgme b U9z 9o 3 0 9l e oeSles | 15

2 e 95 U9yl na) Ulyeie sl () B Ul Ak e 09laS pudllszr & sl | 16

2 Wigie 55395 e o 8 3law v (o ih re Wosdle ol ingiad! 3 fog e 17

@ Uow b § 4ST i sy oo ool Sl Ogur e 8 ol & o § ey | 18
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We decided to create simple readable and speak able Urdu transcriptions and for speaker
convenience we also developed a mobile application to record and collect speech data. We created
a list of 100 random sentences and after that 200 commonly used sentences in daily life. Almost
90K instances of speech data was collected of these two lists. We verified the data and discarded

the voice data with bad quality and wrongly spoken voices.
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Table 4.2: Sample transcriptions (Collected)

Urdu Transcription

No.
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43 Data Preparation

Data preparation is required to bring collected data in the style allowed by DeepSpeech.
Two commonly used formats are LibriSpeech and CommonVoice. We created utility application
to bring our collected data to that formats which includes conversion of files, moving files,
renaming files and some validation tasks such as audio files are not corrupted or empty, names of

audio files and transcription files are matching etc.

4.3.1 LibriSpeech:

For the voice data we collected in first phase we used LibriSpeech format. It requires
separate sets for training, validation and testing. Each audio file in these three sets must have its
own transcription file. Audio file must be in WAV format, single channel (mono), sample rate
must be 16000 Hz with depth of 16 bit and transcription must be in TXT file format. So, if we
have 300K audio files of speech data we must have their respective transcription in same quantity.
4.3.2 CommonVoice:

For the voice data collected in second phase we used CommonVoice format. It is the most
convenient dataset format for DeepSpeech. Same like LibriSpeech it requires separate sets for
training, validation and testing. Against each set a CSV file is created in which information
regarding audio file physical path, audio file size and related Urdu transcription is written. For
CommonVoice audio files must be in WAV file format, single channel (mono) and 16000 Hz

sample rate with depth of 16 bit. CSV’s are built with the help of our utility application.

Table 4.3: Datasets LibriSpeech vs CommonVoice

LibriSpeech CommonVoice
Audio files 300 K 90 K
Length 460 hrs. 75 hrs.
Sample rate 16000 Hz 16000 Hz
Channel Mono Mono
Depth 16 bit 16 bit
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Verified No Yes

Collection Method Desktop Application Mobile Application

Online Storage Dropbox Google Cloud

Table 4.4: Datasets Distribution

Dataset Training Validation Testing
Split 70% 20% 10%

Table 4.5: Speakers Distribution

Male Female Total
Speakers 165 235 400
41.25% 58.75%

4.4  Language Model

DeepSpeech implements a probabilistic language model to increase the precision of speech
recognition. This Urdu language model is basically a dataset that comprises approximation
probabilities of word sequences in Urdu language. Every sequence sorts in length from 1 to N and
assigned to it a number which relates to the probability of that sequence. Word arrangements that
comprise of N words are termed n-grams.

The extreme number N that relates to the size of a word arrangement describes the
measurement of that model, if the size of an arrangement surpasses model’s measurement or
arrangement in a dataset not originated, probability of that arrangement is predictable by reference
to probability of smaller arrangements it comprises of. Making queries to language model
DeepSpeech uses KenLM toolkit.

441 KenLM

To make language model and trained it with KenLM [25] we created an Urdu alphabet file

which contain one Urdu character per line and an empty space to represent spaces. We also created
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an Urdu vocabulary file in while we put whole Urdu transcriptions, one line per transcription. Both
files are in TXT format. Kenlm employs smoothing technique to adjust n-grams to make better
estimation of most probable Urdu sentences.

In execution KenLM attested to be more time and memory proficient. The trigram language
model for Urdu is constructed and compiled it into binary file format for quick loading. Assessment
was done by multiple Urdu sentences with constructed language model and confident scores was

achieved.

4.5 DeepSpeech

DeepSpeech is an open source speech to text engine based on Baidu's DeepSpeech research
paper using model trained by machine learning practices. DeepSpeech uses Google's TensorFlow
to mark the operation easier. Pre built binaries for execution implication with a qualified model
can be installed with pip command. Proper arrangement using a virtual setting is suggested.

A pre qualified English model is accessible for consumption and can be downloaded.
Presently only 16 kHz, 16-bit and mono channel WAVE audio files are maintained in the Python.
When everything installed you can use deepspeech binary to prepare speech to text on short

roughly 5 second lengthy audio records:

pip install deepspeech

deepspeech --model models_test/output_graph_test.pbmm --alphabet
models test/alphabet_test.txt --1m models_test/lm_test.binary --trie
models_test/trie_test --audio my_audio_file_test.wav

Instead faster inference could be done using a supported NVIDIA GPU on Linux. To run

deepspeech on a GPU connect the GPU precise package:

pip install deepspeech-gpu
deepspeech --model models/output_graph_test.pbmm --alphabet models/alphabet_test.txt
--1m models/1m_test.binary --trie models/trie_test --audio my_audio_file_test.wav

45.1 Architecture

DeepSpeech network consists of five layers in which the input is fed into first three fully
connected layers which trailed by a bidirectional RNN layer and last network layer is a fully
connected layer for output. It requires audio dataset along with their transcripts as input. The output
of DeepSpeech network is matrix of character’s likelihoods over time means network for each time
outputs single likelihood for each character in the alphabet which denotes the probability of
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character consistent to what’s in the audio being said at that time step. CTC loss function reflects
all arrangements at similar time of audio to transcription permitting to exploit likelihood of
accurate transcription projected deprived of disturbing arrangement. Lastly training is done using
Adam optimizer. Architecture is presented with the help of diagram in Figure 11 and 12.

Text

()

Acoustic Model

Features

Extraction

Figure 4.2: Architecture — Training network
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|h4/ fw2

h4/fw1 h4/fws3

Acoustic Model

Figure 4.3: Architecture — Decoding step

45.2 Features Extraction

Features extraction assumes a key job in ASR frameworks. Features are special identifiers
by which a discourse can be perceived. Complete discourse can't be handled, in light of the fact
that it requires computational costly preparing which could bring about failure of ASR framework.
Features are a diminished trademark portrayal of a discourse articulation. There are some notable
features in writing for discourse acknowledgment, for example, Linear Predictive Coding (LPC),
Perceptual Linear Predictive Coding (PLP) and Mel Frequency Cepstral Coefficients (MFCC)

which is utilized by DeepSpeech.
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45.3 Requisites

e Python 3.6
e Git Storage for large files

e Linux or Mac environment

4.5.4 Receiving code

Install Git Large File Storage either through a package manager or manually if available

on your system. Then duplicate the DeepSpeech source normally:
git clone https://github.com/mozilla/DeepSpeech

45.5 Installing Training Prerequisites

Install the prerequisite dependences using pip:

cd DeepSpeech
pip install -r requirements.txt

You'll likewise need to introduce the ds_ctcdecoder Python bundle. ds_ctcdecoder is required for
deciphering the vyields of the deepspeech acoustic model into content. You can utilize
util/taskcluster.py with the - decoder banner to get a URL to a twofold of the decoder bundle fitting

for your stage and Python rendition:

pip install $python util/taskcluster.py --decoder

This order will download and introduce the ds_ctcdecoder bundle. In the event that you lean toward
structure the pairs from source. You can abrogate the stage with - curve in the event that you need
the bundle for ARM7 --arch arm or ARM64 --arch arm64.

45.6 Recommendations

On the off chance that you have a skilled (NVIDIA, at any rate 8GB of VRAM) GPU, it is
profoundly prescribed to introduce TensorFlow with GPU support. Preparing will be essentially
quicker than utilizing the CPU. To empower GPU support, you can do: Please guarantee you have

the required CUDA reliance.

pip uninstall tensorflow
pip install 'tensorflow-gpu==1.14.0'
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45.7 Training a model

The focal (Python) content is DeepSpeech.py in the undertaking's root catalog. For its

rundown of order line alternatives, you can call:

./DeepSpeech.py --helpfull

To get the yield of this in a somewhat better-arranged way, you can likewise look into the
choice definitions top DeepSpeech.py.

For executing pre-arranged preparing situations, there is a gathering of accommodation
contents in the canister envelope. The vast majority of them are named after the corpora they are
designed for. Remember that the other discourse corpora are huge, on the request for several
gigabytes, and some aren't free. Downloading and preprocessing them can take quite a while, and
preparing on them without a quick GPU (GTX 10 arrangement prescribed) takes much more.

In the event that you experience GPU OOM blunders while preparing, take a stab at
decreasing the clump size with the - train_batch_size, - dev_batch_size and - test_batch_size
parameters. As a basic first model you can open a terminal, change to the registry of the

DeepSpeech checkout and run:
./bin/run-1dc93sl.sh

This content will prepare on a little example dataset called LDC93S1, which can be
overfitted on a GPU in no time flat for exhibit purposes. From here, you can adjust any factors
concerning what dataset is utilized, what number of preparing cycles are run and the default
estimations of the system parameters. Feel likewise allowed to pass extra (or superseding)
DeepSpeech.py parameters to these contents. At that point, simply run the content to prepare the
adjusted system.

Each dataset has a relating merchant content in container/that can be utilized to download
(if it's uninhibitedly accessible) and preprocess the dataset. See canister/import_librivox.py for a
case of how to import and preprocess an enormous dataset for preparing with DeepSpeech.

On the off chance that you've run the old merchants (in util/shippers/), they could have
evacuated source documents that are required for the new merchants to run. All things considered,
essentially evacuate the removed organizers and let the shipper concentrate and procedure the
dataset sans preparation, and things should work.
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45.8 Checkpointing

During preparing of a model alleged checkpoints will get put away on plate. This happens
at a configurable time interim. The reason for checkpoints is to permit interference (additionally
on account of some startling disappointment) and later continuation of preparing without losing
long stretches of preparing time. Continuing from checkpoints happens consequently by simply
(re)starting preparing with the equivalent - checkpoint_dir of the previous run.

Know anyway that checkpoints are legitimate for a similar model geometry they had been
produced from. As such: If there are blunder messages of specific Tensors having contrary
measurements, this is in all probability because of a contradictory model change. One normal way
out is wipe all checkpoint records in the checkpoint catalog or transforming it before beginning
the preparation.

4.5.9 Exporting model for inference

On the off chance that the - export_dir parameter is given, a model will have been traded
to this catalog during preparing. In the event that you need to explore different avenues regarding
the TF Lite motor, you have to send out a model that is perfect with it, at that point utilize the -
export_tflite banners. In the event that you as of now have a prepared model, you can re-send out
it for TFLite by running DeepSpeech.py again and determining the equivalent checkpoint_dir that
you utilized for preparing, just as passing - export_tflite - export_dir/model/trade/goal.

4.5.10 Making mmap-able model for inference

The output_graph.pb model record produced in the above advance will be stacked in
memory to be managed when running induction. This will bring about additional stacking time
and memory utilization. One approach to maintain a strategic distance from this is to legitimately
peruse information from the circle.

TensorFlow has tooling to accomplish this: it requires building the
objective/tensorflow/contrib/util:convert_graphdef _memmapped_format (doubles are delivered
by our TaskCluster for certain frameworks including Linux/amd64 and macOS/amd64), use
util/taskcluster.py apparatus to download, indicating tensorflow as a source and
convert_graphdef_memmapped_format as ancient rarity. Delivering a mmap-capable model is as

straightforward as:
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$ convert_graphdef_memmapped_format --in_graph=output_graph.pb --
out_graph=output_graph.pbmm

Upon sucessfull run, it should report about transformation of a non-zero number of hubs.
In the event that it reports changing over 0 hubs, something isn't right: ensure your model is a
solidified one, and that you have not connected any contrary changes (this incorporates

quantize_weights).

4.5.11 Continuing training from a release model

On the off chance that you'd like to utilize one of the pre-prepared models discharged by
Mozilla to bootstrap your preparation procedure (move adapting, calibrating), you can do as such
by utilizing the - checkpoint_dir banner in DeepSpeech.py. Determine the way where you
downloaded the checkpoint from the discharge, and preparing will continue from the pre-prepared
model.

For instance, in the event that you need to tweak the whole diagram utilizing your very
own information in my-train.csv, my-dev.csv and my-test.csv, for three ages, you would

something be able to like the accompanying, tuning the hyperparameters as required:

mkdir fine_tuning_checkpoints

python DeepSpeech.py --n_hidden 2048 --checkpoint_dir path/to/checkpoint/folder --
epochs 3 --train_files my-train.csv --dev_files my-dev.csv --test_files my_dev.csv --
learning_rate 0.0001

4.6  Acoustic Model

After creating Urdu language model we trained our data with DeepSpeech architecture to
create acoustic model. Resulting acoustic model for Urdu speech could be used for retraining,

inferences and could be converted into light version to be used for mobile applications.

4.6.1 Training Parameters

For training multiple parameters need to be provided including training, validation and
testing dataset paths, language model path including Urdu alphabet file and binary language model
file, CSV's path containing transcriptions, checkpoint directory path where checkpoints are saved
after some epochs so training process could be resume in case of any interruption, summary
directory path where training summary is saved, export directory path where acoustic model is

exported after training completion, batch size of training, validation and testing dataset which can
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be set according to GPU's available memory which in our case was 50 for training and validation

and 30 for testing.

4.6.2 Training Command

Python DeepSpeech.py --train_files urdu_voice_train.csv --dev_files urdu_voice_dev.csv
--test_files urdu_voice_test.csv --checkpoint_dir checkpoints_urdu_v2 --train_batch_size 50 --
dev_batch_size 50 --test_batch_size 30 --export_dir exportmodel_urdu_v2 --validation_step 1 --
early_stop True --summary_dir summary_urdu_v2 --summary_secs 10 --n_hidden 512 --epoch
201 --earlystop_nsteps 201 --estop_mean_thresh 0.1 --estop_std_thresh 0.1 --dropout_rate 0.30 --
default_stddev 0.046875 --learning_rate 0.0001 --report_count 100 --use seq_length False --
alphabet_config_path urdu_Im/alphabet.txt --Im_binary_path urdu_Im/Im.binary --Im_trie_path

urdu_Im/trie

4.6.3 Hyper Parameters

Some hyper parameters needed to define for the fine tuning of training process for our Urdu
acoustic model. These parameters including validation step which was 1 in our case mean for each
training step validation step is executed to adjust network weights.

Other parameters including number of epochs which was 500, learning rate 0.0001, dropout
rate 0.30, standard deviation 0.046875 and early stop is set to true which helped to escape training
process for over fitting, early stop mean threshold 0.1 and early stop standard deviation 0.1. These

parameters helped us to achieve WER less than 10%.

4.7  Training Platform

We used Google’s cloud platform for training because training related tasks needs huge
computing power and sometime needs multiple GPU’s with extensive memory. We created a
Linux virtual machine with following technical parameters:

e CPU:8VvCPUs

e RAM:32GB

e GPU: 1x NVIDIA Tesla P100 with 16 GB of memory
e Physical Memory: 160 GB

e OS: Ubuntu
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CHAPTER 5: EXPERIMENTAL RESULTS

We’ve trained our Urdu acoustic model and found different results for that training process.
We run total 500 epochs and calculate WER, CER and step loss. WER is considered as accuracy
rate in speech recognition. Minimum WER means more accuracy and vice versa. While training
till 350 epochs WER decreases but after that WER increases gradually, which means our model is

fully trained on 350 epochs and after that model is moving to the state called overfitting.

5.1 Test Results

The best result for testing dataset we achieved is 9.75% WER after training 350 epochs.

Results are presented in Table 5.1.

Table 5.1: Avg. Test WER, CER and Step Loss

Epochs Testing (Avg.)
WER CER Loss
100 13.88% 2.16% 17.35%
200 12.34% 1.87% 16.65%
350 9.75% 1.38% 13.23%
500 10.58% 1.55% 14.43%

5.1.1 Speaker Dependent Test Results

These are speaker dependent test results which we have got from the model while training
ends. As we have separated test data from the dataset, this data does not exist in training and
validation datasets but similar speaker have voices in all datasets. Therefore we consider it speaker
dependent test results. Results are presented in Table 5.2.

Table 5.2: Speaker Dependent Test Results

WER Urdu Transcription No.
o 1y o o Al Original 1
11.76% By o s 4] Inference
o oy S Al olawg AT 9 dde il o dama Original 2
6.52% Jgey § ) oy T 9 dde il o domo Inference
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50 zme (Sule edll Original 3

0.00% 50 zme (Sle ol Inference
Pl (Sde g Original 4

0.00% ed! (Sile g Inference
o Jb WS el ugs Original 5

20.00% @ Jb el g Inference
2 S OT ol b S U g o Original 6

45.71% 4 S O Sugd oo Inference
o Sugd 45 o g Original 7

0.00% o Sugs 45 o g Inference
A, S g g2 Original 8

0.00% A, S S g2 Inference
e (B AS Original 9

0.00% o A B A Inference
o DU §5S giuw Cawgd Original 10

19.05% e ©b (8¢S Cawgd Inference
S g (S § 0T gxo Original 11

35.71% Sow S S <l g Inference
Lal> s § e o a0 o Original 12

25.00% Lal>lus § ey Inference
O3 LS 545 o w0 LS Original 13

17.39% O3 LS o w0 S Inference
Oy S S ode éb?JTu}AL(S Original 14

10.34% bSw S ode § ol o WS Inference
o w48 e G DT LS Original 15

0.00% ot B ,S 3de S0 LT LS Inference
ST & oS Do (S0 09 Original 16

0.00% ST & oS dko (S0 09 Inference
< OLS poy s pay 5L Original 17

33.33% o 0LS pgy &b Inference
o OLS g Sodue Original 18

0.00% & OLS g Sodue Inference
o825 b s S 2w Original 19

16.13% Wl ol Sl 2w Inference
Oy by B303 58 oS 1o Original 20

25.00% O by 5 (w8 e Inference

7.69% s D903 oS WS S @ Inference
@ G sl S Cae B 4 Original 22

0.00% @ Gyl S e B Inference
SoxS HUaS) s 43S 3lyeo Sl Original 23
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11.76% S8 HUail g8 3byeo Sy Inference
xS Uogw 3byee Sy Original 24

0.00% xS Ugw 3byeo Sy Inference
o 8 a8 4 Original 25

0.00% w0 € Sy 4 Inference
o )3 Vg bipla Cyydias Original 26

16.67% o Qg liply O)ydae Inference
Cwgd 1,S Colae Original 27

0.00% Cwgd 1,S Colae Inference
A glo 4 e Original 28

0.00% > gle 2 e Inference
oy &S Jg 931 b 63,551 OT LS Original 29

22.86% o S Jgr 5,501 QT LS Inference
S Si9d B Sb (> Original 30

0.00% S G98 Lo SL (> Inference
o WSel 8T Original 31

0.00% o WSel 8ol Inference
@ ey pb e Original 32

0.00% @ 2By ol Ly Inference
U8 29390 wﬂmw@j\m (éj{?m Original 33

24.24% 39790 Lo o dafie @ Ao Inference
Aow he> S do v O Original 34

0.00% Qw293 S do v O Inference
o Obyes S T Original 35

0.00% o Oy C Of Inference
o oS Fl 8Ol Original 36

0.00% o ol S 3l 8Ol Inference
P @ﬁ\)ﬁl QU-MSLQ dl’j Ipo Original 37

32.35% @ a0 OlSh (3lad e Inference
Ogw oyl 9l Gl o Original 38

14.81% O Sul QlwSh Inference
9 Aoy oS T Original 39

0.00% o S oS oI Inference
O B Og Ly 165 ol e Original 40

40.00% Ug by g8 Inference
Bzl STok ST Original 41

0.00% Bzl STole SO WS Inference
o She gzl SOl @ Original 42

0.00% o She gzl SOl @ Inference
& L)y S L Original 43

0.00% & g9 e Ldd Inference
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on 35 pB LS T Original 44

0.00% on S5 e LS Ol Inference
Oy 5,8 w3 y9l wil e Original 45

0.00% O B,S i y9l Ol ae Inference
O »>0 9l yziue o Original 46

0.00% Ogw >0 )9l yziue ae Inference
o S ez 6l sl 9l cgxe Original 47

32.35% S 639l 93)) cgxe Inference
O L) 45w Ob) 4w o ye 36 0 Original 48

29.73% by 48w Ob) 4 38 o Inference
ot & Jle gge 03 Original 49

0.00% o & e swe 03 Inference
B3 G D93 2 0l9 Original 50

0.00% B3 S W9 o 0lg Inference
o &8 e §OT Original 51

0.00% o &S e ST Inference
& o bl yos Gao Original 52

0.00% @ Jlo s joe S0 Inference
O Uplyr Wil & Ll O g2e Original 53

32.26% Dl w0 bl Ol g0 Inference
0,5 oyl e € 08T Luols (sl Original 54

0.00% 0,5 o yUaiil e € 08T Luols (Sl Inference
S8 xSl s5eS Original 55

0.00% S8 ezl ST sS4 Inference
Sl 28 g0 Original 56

0.00% Sl &8 a0 Inference
)b )l s 5 T Sl gz b Ll (x5 95 Sl Original 57

26.53% HLS o T Wl g2 e (5 95 SO Inference
s 29 ool A Bl oy pullr S G Original 58

31.58% 9w gl i el e Inference
45 ! 59,5 Y b Original 59

17.39% 58S 5955 SY i Inference
o S 9l Juad € <l Original 60

18.18% o S Jond € Inference
95 230 91 SHlo 0,0l Original 61

0.00% 95 2 50 g0 SHke 0,8l Inference
g SHlo Jw W Original 62

0.00% o SHlo Jlw L3 Inference
O30 Gl Oy bl Ul Ol 05 SOl e Original 63

25.00% Ogw byl Bl 0l 05 SOl pae Inference
LS oMo Lo 95 Camn Original 64
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0.00% LS Do o 95 uw Inference
2w @ 2 ey Al Original 65

0.00% 2w o 2 S oy Inference
Olgs Sl ygl o e Original 66

27.27% Olgs 9l o Inference
O3 Gl b ugw lpls oyl Original 67

46.43% Ogw liwle Wydas Inference
a0 0,S Glas Original 68

0.00% o 1B,S Colae Inference
o6 92 S Bl e O G558 Original 69

0.00% o D92 S Bl o ©b 35S Inference
ot S 4S il 9l 0)b9d el T LS Original 70

14.63% o s 45 )9l b9 el LT LS Inference
S a8 Lyl 3bye Sy Original 71

0.00% eS8 Lyl (3o Sy Inference
o o e Original 72

0.00% o o e Inference
polan nd g0 Original 73

0.00% polre ro g0 Inference
& U 03] gxe Original 74

0.00% &5 oo o)1) gz Inference
o g LS e Ll Original 75

0.00% o g LS e (i1 Inference
o oh> Scwa Sa Original 76

0.00% Ol xS cw o Wa Inference
B ol 5 Sugd s Oy Ut Oldidy) Original 77

14.71% B 3l 4 o g e Ol Inference
ez 1S 3w § ool g0 Original 78

0.00% ewlz 35 3w § ool ge Inference
b Jgo20 09 0 1 b g lg=! Original 79

10.00% dgere 09 & b gu Lol Inference
& Rl o Bggx I3 Original 80

0.00% & plp o Bggx I Inference
@09 7T e 36 g Original 81

25.93% o) vl 5B e Inference
@ A an S 39w 255 SV I Original 82

17.14% Fe e Sgw 23S S Vg 3T Inference
93 Olg= e Lok Original 83

0.00% 93 Olg= e L oL Inference
o8 bl Loy md 4 Original 84

0.00% o8 bl Lo azmd 4 Inference
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LT L S OT LS Original 85

0.00% LT i S Ol LS Inference
LT g S0 ¢ gm0 Original 86

0.00% LT W g 95 g0 Inference
RS S oole 9! 65.3.3 e Original 87

0.00% & S ol 9l Sogr cgxo Inference
e Ol e pli e e O B)S a6 e Original 88

40.00% plé e ugr 6,S o8 (e Inference
& 0L 9l @ ) v GL e Ll Original 89

11.11% & 0L W () g UL e ol Inference
0L 9,S s> Original 90

0.00% BIPT RUNIES Inference
50 SU o5 une g Original 91

0.00% 5 Sb @ o g Inference
o S SS9 S S« Original 92

0.00% @ QS ESY 9 S Sl Inference
o K 5S e el OT gl e Original 93

0.00% o K 5SS Jo el OF gl o Inference
@ g c39 WS el Original 94

0.00% @ gy c39 S e Inference
08 &2 0 )by ke 2 el Original 95

0.00% 08 22 09S by die 2 Ll Inference
S 5w oz 207 a4y go Original 96

0.00% S o dox 207 a0 4y go Inference
O B)Sg,uam” w0 )9l Hle o 9l 2 Al o Original 97

21.43% 09w 6,8 5Ly o 9l (2l Al o Inference
ob QL LL Gals bl 4 e 4 Original 98

0.00% o QB GG 8ala 151> 2 e s Inference
5% Bl O L e s @5 Original 99

0.00% 90 Al R 2 e @5 Inference
b ABLE 2l > o e Original 100

26.67% O O V.Y Inference
o Qs Ogolo P s 2 a0 Original 101

18.18% oy 0gele J A 4 e b Inference
o Aol 8 ol § gl y9l Ggm Original 102

0.00% o Wolan 8 ol & pugds yol Gom 4 Inference
oy 43! S e )9l ol 2 e Original 103

0.00% 08 3! S i 9l s 2 a0 Inference
& (52 2 $5 Il hleS Original 104

0.00% & 8 e2d 9 J s Hlas Inference
ez Gow SO Vsl 4w b g b Original 105
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16.67% g SO Vgl S b g b Inference
95 Gl gl wize (§ cpdly Original 106

0.00% 95 Gl gl wize (§ cpdly Inference
@ b3 canb G Original 107

0.00% @ b3 caub e Inference
sxSles J o e Original 108

0.00% cxSles J o e Inference
o e § ,8ed 9l sy b og Original 109

12.50% o e 8 Seds y9l by 09 Inference
& Oygpe S A3 gme Original 110

0.00% @ 90 8 A1 gme Inference
el Blall goxe Original 111

0.00% anlz SBlail g0 Inference
o W& ez S 0 § S8 onew o 0gidinnlw Original 112

36.17% o L& a0 & 5SS e Inference
&S e sy Original 113

0.00% &S d> esy Inference
SSTesy Original 114

0.00% SSTesy Inference
Sl b S Uglgy Calisee g0 Original 115

0.00% Sty alb & Uolgy Calises go Inference
29745 1355 501 AT g S WS 55551 Copun Original 116

17.07% 29765 LB AT 68 S 565l Cws Inference
o L 3L ol bLeS 3LeS g==o Original 117

0.00% L 3L ol BLeS 3LeS g==o Inference
ot Oyl s (ol 2 e Original 118

0.00% or OL)lgw caw (Wb 2 e Inference
S U8 Sl g0 Sl Original 119

0.00% Sy5 w8 Sl SS90 Sl Inference
3o Jominl A 8 saw She 090 Sk S Sk Gl Original 120

15.52% ot 3 9w Jemiwl § i She 9 Sk Sk Glow Inference
ot b 82 AU S g —gxe Original 121

0.00% ot b 82 pU S g —gxe Inference
S5 g 2dis 998 1168 J g0 ekt ;28 o oS oI Original 122

SIL

26.67% G155 2dis 998 1S J g0 526 Ao a2sS o Inference
o8 Ky By 59l el e S Original 123

0.00% o By Ly 59l el re S Inference
g0 Uogh Ls> (S5ag) yuio gl lous i S b Original 124

42.22% Wb gb Ly yui a1 S L Inference
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o @S bl b Original 125

0.00% & @S B b Inference
o g @85zl Original 126

0.00% o g @8yl Inference
on 3 2b ewgs (2w e OLS Original 127

25.71% U8 P98 (R o gt OliS Inference
A3 5l Lo Lo)S eusgo Original 128

0.00% Ol e b la)S eusgo Inference
& ) e Ul 3Bk Original 129

0.00% & ) iR Ul JBgb Inference
& R o Gb A Original 130

0.00% 2 VRS Sy Inference
=& w55 93 ol (g 49l SO Lud y Jlge EiSgiu Original 131

33.33% 20 55291 S pud p Jbge i3 giu Inference
09 1gSed 69 3 83 Ogw U)S Ho b cad e B9 £ e Original 132

19.30% 09 UgSd S5 3 89 Ug B,S (e w39 &)1 e Inference
o by ow 3908 sy Sl Original 133

0.00% @ by on 398 g il Inference
o 5 230 G2 LS E 500 Original 134

0.00% @ 8 230 GBS S 400l Inference
355 e blagS e Canan Olakune Original 135

23.53% 355 s e Cunan Oladuno Inference
o e gre 0 § 0959 B9 oS Original 136

26.47% & o S U9Sg Gigyd Inference
@ B,S 73 8190 dld w pur Original 137

18.18% o G,SEolge dwld o o> Inference
@ B,Sade g 3,5 S 0js Original 138

0.00% @ B,S ade g 3,5 S 09 Inference
0S990 Jlaial 8 ol Sol Wi oo 3ls3 2 Original 139

30.43% oS 292 Jlerinl § Lol Kol o Inference
@ e 005 LlgS e ilys (8 Lsl swileS Original 140

11.11% o o 0058 BLgS e § L9l woleS Inference
o B,S 595 cwlis (§ odan Original 141

29.63% @ G)S 593 § pdas Inference
4)€$J.A e a)f‘sjfa&ya Original 142

25.00% @ o 35S S 5S 2bige Inference
& e olild g S S Gl Original 143

0.00% @ Lo okl e S S Glex Inference
@ dio o Ol S A Original 144

42.31% @ ko g 8 Inference
@ 5)S 593 oS ©198) (§ 0gib & Original 145
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22.58% o G)S 595 oS &8 (§ Inference
2 355095 55 6195 § 02y p9l VIS S lis! Original 146

16.00% 2 G509 55 6955 § ugady ygl ugil Inference
@ 3Y S o g Original 147

0.00% @ 3Y S o o g Inference
o 35S 4> K o) djs Original 148

0.00% &3S 4> K o) dgs Inference
o s S Cabdlie g8 M § wiS Original 149

18.92% @ 3l S wd WSS S Inference
o Lo 0L5 e ez (21l Original 150

0.00% @ Lo 05 e @i o0l Inference
2 by Job _Gop b 2SSl Original 151

0.00% o by Joyb oy b o S S ol Inference
2 3¢9 Job oS mhw § JgAwdsS Original 152

26.47% o S Job S waw § Inference
@ @S v S5 0l Original 153

0.00% @ 35D a 25 0l Inference
& Sk e Mjg‘ 30 8 095> Original 154

20.00% o Mdo e y9l 9y S 09Sex Inference
& 3,5 J9FS oS e Original 155

0.00% @ 355 JaFS oS e Inference
o8 20 50 Sl e 9l 038 Original 156

0.00% / 8 @) 90 Sl e 9l 058 Inference
08 &8 S o S A8 Sunygadsy I8 oS Original 157

29.55% o &8 oS S sids @S oS Inference
Gt J9ee 35S (548355 ST S5 aw (B Sy Original 158

14.89% 08 o3z 33 055 ST &S e (e S Inference
Ao 5 &S e pasye 9l SIS Original 159

0.00% Aor @5 &L ey )9l ASIS Inference
U8 i e Lo ($HB (2o S9lg0 Original 160

17.65% O o e (B (2do S9lgo Inference
oS el B odilul Al Original 161

0.00% oS plisl Eadilul Al Inference
AT 3 63,8 odie Luilg Original 162

38.46% A5 el g Inference
O = 2 09 U o el Original 163

0.00% O i T 03 Sy e clus Inference
o Wl g Original 164

0.00% o Wl g 4l Inference
08 (e G ) ¥lgAw 2 e Original 165

0.00% ON (e S ) l9 w2 e Inference
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o Oleie Soal yae e dlilaxe ol § 05SH Original 166

26.67% Olaie ol yae de ob S 0sSH) Inference
O ) @upe buo dille b S 0583 Original 167

13.51% o8 0 Lo aille ob 5 0 gSH Inference
S 297 018 o Hlad (JlelS dlleLadl Original 168

25.00% S 297 p18 2 )Ll G Inference
& 02 R ew W Original 169

0.00% & 02y ew s Inference
slie Uyan pac o y=b Original 170

23.81% Oyre pac pwbd yxd Inference
@ Jly (90,9 355 003 Original 171

0.00% @ Jluy (08 355 Soop Inference
o ASI3 G )9l Al by § colo )8 Original 172

18.60% o ASI3 w9l by § Colo )8 Inference
@ By Ag o Ugw 9> Original 173

0.00% @ Ugp Ag o Gy 9> Inference
b g1 o b oS S99l S T Original 174

0.00% b g5l s b oS S99l Ko Ty Inference
by o Ut S0 Original 175

0.00% by Jo ond Srge0) Inference
) do o omha Gae Original 176

0.00% 1 o o onhar Gae Inference
& bl o W59 C3lw yol A9 b SgasS Original 177

28.57% o W o W9 Cdlw ol 3 Inference
) 265 Blas 9l ;9‘.4,055‘.‘,03 BEVIRTIRGESR Original 178

20.93% oy 265y Blo S Labd Jegs y9l sy Inference
o S5 s LE93,8 y9l (995 S SAS Sy Original 179

0.00% o K5 w0 )L 93,S yol (g § (SASUd (S Inference
9,5 Jae ¢S Original 180

0.00% 95 Jae ¢S Inference
o8 e 251 9l it oS (£r0 cpma Original 181

0.00% o8 e 20 9l et oS 6 £y cgma Inference
o W8T s Wl K uue Original 182

0.00% o W8T s Bl K uue Inference
5 025 Qb3 § 38 gl o S0 b ol o Original 183

11.90% § S aL3 838 4500 ool e Inference
o Sl Guus 2 Original 184

0.00% o SSSbe (S 2o Inference
Sl a3 S)lo due Original 185

0.00% S)ke p3 S)lo dus Inference
08 @0 2 b oKl sl oy S Original 186
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15.63% o @0 o otbogl s oS Inference
Y e 2 5 Olide 49l SLT Juasd Heud (&1,S Original 187

0.00% O o 25 Ol ol ST Juaid HeuN (21,S Inference
290 S Ol Olinuily 8K 1950 515 s pdius Ol Original 188

o

47.37% o 2 & OlSl adiw Ol Inference
=5 @513 9 @56 55 Sho 4 yloy Al Original 189

20.59% =5 @58 65 Sho 1 ylay bl Inference
b o3y OlSL Original 190

0.00% 3L 045y OlwSL Inference
b oL LSl Original 191

0.00% 2L a5l OlisSL Inference
& o Cygaargs 3bT Dl Original 192

16.00% & Oyguags LT el Inference
@ CangShly K Olusl 9l Original 193

0.00% d CangSodhls B sl 9 Inference
oy a8 2 e JU SU o g7 Original 194

28.13% o a> B SL o ST Inference
o da> B puzsad _pw 9ib oSS Original 195

40.63% o a> 8w 9ib Inference
o b Sy Original 196

0.00% @ WS Inference
L SaEol A S gyl Original 197

0.00% LS 80T A S ol Inference
Ol Al Lasl> lus Ladl> 4l Original 198

23.33% A0l badl> lus haal> Inference
WS 80T b dex 63T 4 Original 199

0.00% LSEEOl o dex 3T o Inference
o6 o 35S 6 el sl w0 SOl Original 200

11.11% 06 S0 395 6 el o SOl <l Inference
9.75% Testing (Avg.)

5.1.2 Speaker Independent Test Results

These are also speaker independent test results which we have managed to collect by
recordings of specified sentences which do not exist in training, validation and test datasets. We
have done inference of all these voice data with already prepared model and got 14.21% Avg.
WER. As these voice data do not exist in all data sets we consider it speaker independent test

results. Results are presented in Table 5.3.
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Table 5.3: Speaker Independent Test Results

WER Urdu Transcription No.

o 15 A Original 1

29.41% e A Inference
o oy S Al olawg AT 9 dde il o dazma Original 2

36.96% g T g dde dll oo daxa Inference
50 zme (Sule el Original 3

20.00% e (Sde edlul Inference
Pl (Sde g Original 4

0.00% ed! (Sile g Inference
o J WS wdel g5 Original 5

50.00% Lol g Inference
02 auS O gl 4y S g S oo Original 6

45.71% S g Sugd e Inference
o Sl 43S cw g Original 7

26.32% 2 43S o gz Inference
4, g a2 Original 8

0.00% 4, S g2 Inference
oo B A Original 9

0.00% o A S AsS Inference
oo b G8S gw Cawngd Original 10

23.81% Gb 665 guw Canngd Inference
San peguss (S Ca § O g0 Original 11

14.29% S g (S § Ol gxo Inference
Lal> s § e e a0 b Original 12

25.00% Lol lus § ey Inference
O WS 965 o 0 WS Original 13

17.39% O3 LS (e 0 S Inference
O S S ode § 0T e S Original 14

24.14% S S SOl e WS Inference
o w58 e e O LS Original 15

0.00% o S S 3 S0 OT LS Inference
ST & oS Do (S0 09 Original 16

0.00% ST & oS Do (S0 09 Inference
e LS p) Gl Py L Original 17

33.33% @ oS pgy Sl Inference
& OLS g Sodue Original 18

0.00% & OLS Hgiw Sodue Inference
oSlz5e b s S 2w Original 19

19.35% ublase oy S > o Inference
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O by K903 55 oS e Original 20

25.00% U9 by 65 (w8 e Inference

23.08% s Ligal oS S5 @ Inference
@ Gl S cae B Original 22

0.00% @ G sl S Cae B 4 Inference
sorS HUail 13 43S 3bye Sy Original 23

0.00% S HUail s g8 3bye Sl Inference
xS Vo by Sl Original 24

0.00% xS Uogw 3byeo Sy Inference
o 8 a8 4 Original 25

0.00% PP PUrE" Inference
o D3 09 lpl Oydae Original 26

0.00% i )3 g liply O)ydae Inference
Caw9d ,S Colan Original 27

0.00% Caw9d ByS Blas Inference
oz Pl 2 po Original 28

0.00% > gle 2 e Inference
o8 &S Jg2 93)1 b 6,1 OT LS Original 29

45.71% o S Jgs OT LS Inference
S (S)98 Bro b (> Original 30

0.00% S GI9e Lo SL (> Inference
o WSeb T Original 31

0.00% o WSel 8ol Inference
& 2By b e Original 32

31.25% « pblae Inference
U8 D990 G _fnd o Ao fAses pA>S Original 33

24.24% 39790 Lo o oo @ A>e Inference
Aow o9 S do O Original 34

23.81% Gow S do e Of Inference
o Obpe C Of Original 35

0.00% o Oy Ce Of Inference
& o 0LS 3l BT Original 36

0.00% o 0SBl T Inference
Ry 4&3_,0\)3‘ uU.u.SLg Blad e Original 37

23.53% & o 4oyl gl (@l e Inference
Oy L;’J"")ﬁ‘ dl:.“SLg e Original 38

14.81% O oyl QliwSL o Inference
v S 0LS QI Original 39

0.00% o & oS oI Inference
O B U9 Ly 165 ol e Original 40
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30.00% O by 148 ol e Inference
B gzl STolp S OT LS Original 41

17.86% K gzl STSOTWS Inference
o S gz Sl 4y Original 42

0.00% o S gzl Sl 4 Inference
& Oygag> S Ldd Original 43

42.11% @ S o Inference
on 35 pB LS T Original 44

0.00% on 3,5 LS T Inference
Oy 6,8 w3 9l wil e Original 45

0.00% O B,S i y9l Ol ae Inference
Og 20 )9l yziiue o Original 46

0.00% O »=>0 )9l ydae ae Inference
o 3 ez Sl gl 93] gz Original 47

0.00% o 3N ez 6 gl 93] cgze Inference
O by 45 Ob) 4 ww w0ye @8 e Original 48

35.14% O by oLy 4 38 e Inference
ot &l gue 03 Original 49

0.00% o & e swe 03 Inference
B3 G D93 e 0l9 Original 50

0.00% =l e ey oly Inference
o &8 e §OT Original 51

0.00% & S e § T Inference
@ Jle puli yos S0 Original 52

0.00% @ Jlw b jas G0 Inference
O bply Wil w Bl Of goxe Original 53

0.00% O3 liply Ol w Bl Ol g0 Inference
0,S oo yUa! e € 05T puly (Sl Original 54

0.00% 0,5 o yUasil e € 08T Luols (Sl Inference
S8 xSl sS4 Original 55

16.00% S8 SOl Inference
Sl 28 g0 Original 56

0.00% Sl 28 g0 Inference
)b )l s 5 5T Sl gz b Ll (x5 99 Sl Original 57

8.16% )b )l o 9 Sl gz L Ll (S 95 Sl Inference
s 285 o S Pl o pudller pu G Original 58

18.42% 9w 2 ¢ ol gl b ulls b Inference
28S )l 59,5 Yl Original 59

21.74% ol 59,5 Syl Inference
o S gl Juad € Al Original 60

0.00% o S gl Juad € 4l Inference
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95 2 50 90 SHke 0,8l Original 61

0.00% 95 230 9 SHlo 0,0l Inference
g SHe Jo W Original 62

0.00% 9 SHlo Jlw L3 Inference
O Gl Ogp iyl Bl Ol 05 SOl e Original 63

37.50% Oy bwlz bl 05 SOl e Inference
WS pdls ne 95 s Original 64

0.00% LS Do e 95 Cuw Inference
2w o 2 S oy Original 65

0.00% 2w o 2 S oy ] Inference
Olg3 Sl ygl o e Original 66

68.18% A Inference
O3 Gl b ugw lpls e Original 67

46.43% Ogw linle Wydas Inference
o7 UyS Clan Original 68

0.00% =0 0,S OGlas Inference
o6 92 S Bl e b §5S Original 69

0.00% o D92 S Ble o b 358 Inference
ot S 4S il 9l 0)L9d el T LS Original 70

36.59% 4S9 bgs wl LT LS Inference
e A8 Lyl JUyo Sy Original 71

21.43% A L) by 31 Inference
o lemow me Original 72

0.00% e leow e Inference
polre ot e Original 73

40.00% B Inference
& o OIS gxo Original 74

0.00% &5 o o)1) gz Inference
o g LS e (i) Original 75

22.22% ow A WS e el Inference
2 ohd eScwa e Original 76

0.00% Ol xS cw o Wa Inference
€2.>”1.S=‘.€3wu”wuuex Original 77

0.00% B Sl 5 Sugd s Oy Ut Ol Inference
v 35S B § ol e Original 78

16.00% x> 3,5 § ool oo Inference
bo Jgor0 09 w0 1 b g lg=! Original 79

33.33% 89 0 1y b 9w ! Inference
@ plp o Bggx I Original 80

42.86% Pl e 15 Inference
@09 7T awlr 36 g Original 81
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0.00% !9 7l s S5 e Inference
o g o S Sgw 295 SV A Original 82

0.00% o g o S Saw 25 SV A Inference
P lgz e 4L ob Original 83

14.29% 93 Olg= me b 0L Inference
o8 bl Lo azmd @ Original 84

26.09% 8 hls LSop 4 Inference
LT L S OT LS Original 85

0.00% LT g S OT LS Inference
LT S 2 5 0 Original 86

0.00% LT W Cg 95 g0 Inference
o ) S ool 9l Ssg gme Original 87

17.86% o o0 S ol gl e Inference
e Ol e pli e e U ,S o6 e Original 88

0.00% e Ol e pli e e U ,S a8 e Inference
& 0L 9l @ ) v GL e Ll Original 89

25.00% o b (o) 9 82 Ol Inference
Ob oS sl Original 90

0.00% b 9SS s> Inference
52 Sb o3 e Original 91

0.00% 5 LU @ o g Inference
2 SS9 S5 Sl Original 92

18.75% 2SSH TS Inference
o i ,S Jo el OT ol e Original 93

17.24% o S do el OF gl e Inference
@ gy c39 WS el Original 94

0.00% @ gy c39 WS el Inference
) 038 0L 3 A 2 LS Original 95

16.13% 0N 22 08S 53 diw 2 )l Inference
S 5w oz 207 a4y g Original 96

0.00% S oo dox 29T w4 gme Inference
O B)SCA{.zA)g\)lﬂ o 9l ) Xl o Original 97

11.90% U9y 5)5)_9\)[5.3 o 9l @) Xl o Inference
on QL LL Gals bl 4 e 4 Original 98

0.00% ot QB LBL 8ala 1als 4 e s Inference
90 Al R L e @5 Original 99

26.09% 99 OR L s @5 Inference
ob AGLE x> o o Original 100

0.00% WAl b o Inference
oy Qles 0gale s A 4 pe 4y Original 101

15.15% ot Qoo Ugele s 4 e &y Inference
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@ dolao € Ll & yugd yol Som @ Original 102

13.89% o dolao T & )9l Son 4 Inference
oy 32! S e )9l ol 2 e Original 103

13.79% 0N 83 S 9l ol 2 e Inference
& 0 208§ Ul hled Original 104

0.00% & 9 28 9 I s ol Inference
ol Qo S sl G b g i Original 105

0.00% ez Gow SO Vsl S b g b Inference
95S G gl je (S ply Original 106

34.62% D9l e § cpdly Inference
@ b3 canb G Original 107

0.00% d Ol Caub G Inference
sxSles J o e Original 108

0.00% sxSles J o e Inference
o vse 8§ Sk yol sduy Kb og Original 109

12.50% o e § Sek ygl by 09 Inference
& Oygpe S SIS gme Original 110

27.27% & N9 (S o Inference
enlr Blall gxo Original 111

0.00% aplz Blail g0 Inference
o U g 8 0 § S5 orew 3 09Il Original 112

29.79% o W gz & § S5 o b Inference
&S e sy Original 113

0.00% &S d> esy Inference
SSTesy Original 114

0.00% SSTesy Inference
St ab & ol Calises goo Original 115

0.00% Sty ab & Uglgy Calises gxo Inference
29785 1365 501 AT 98 WS 5655l s Original 116

46.34% DUl T 958 S Inference
@ b 3L gl BLeS 3eS g=e Original 117

18.18% « Lo 3L ol bleS g0 Inference
o OWlgw e (b 2 e Original 118

0.00% or OLlgw caw (b 2 a0 Inference
S w0 ) Sl YS90 Sl Original 119

0.00% Sy5 w8 Sl SS90 Sl Inference
Jlenil J § s Sl 09 iz G20 Sk Glgw Original 120

oR 2

44.83% ot 3 g Jleiwel J S o Slho Inference
o oL & pU S g gxe Original 121

23.33% on b e pU S gxe Inference
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Sdigr 2diss 998 naS J 9o prbis ;28 5o 25 o Original 122
S g5

46.67% S35 995 1aeS J g0 =8 Ao T Inference
O Ky s> 9l el re S Original 123

31.25% a9 el e S Inference
290 Uogh Ui (S5e9) yuio ol louS i S L Original 124

35.56% D90 Uogb yuis ol ad US Inference
o @S bl b Original 125

0.00% & @S Bl b Inference
o g @85zl Original 126

27.78% « 35570 Inference
o8 3 2b ewge (B e e OlSL Original 127

0.00% o 3 2l g (P s o Ol Inference
A3l b La)S eusgo Original 128

0.00% O3l b la)S eusgo Inference
& ) e Ul 3Bk Original 129

0.00% & ) i Ul JBgb Inference
& G Roe GL A Original 130

0.00% QR SL By Inference
=& 20 S 392 2 owlg 09l SO pud y Jbige Ei3ghw Original 131

45.10% @) S 291 S pud  Jibge Inference
lgSos 894309 U Ujfjﬁ g@%w&éﬁ '&)léu;m Original 132

O

31.58% 032 69 383 Vg ByS e B9 &) e Inference
o W ow 3908 an Sl Original 133

15.38% o by 8 andlx Inference
@ 8o 50 e LS 6 ya0l Original 134

0.00% @ 8o 30 e LS 6 ya0l Inference
35 06 blneS une e Olokwo Original 135

23.53% 3,5 Ut U Cumas Oladuno Inference
o dade e 3)3 S 09597 E9,8 oS Original 136

58.82% & oy 8 Inference
@ 5,z B 5lge duld w o Original 137

15.15% o BS 7zl B9 ww pun Inference
@ B,Sade g 3,5 S 09 Original 138

0.00% @ BySode e 3 S S 9 Inference
Q”J)s_)gﬂb Jloxiwl € ! gf}’)llmmdlyL Original 139

30.43% S 2928 ool S e les 0 Inference
@ e 05 BlgS e ilys (§ Lsl owileS Original 140

11.11% @ Jio 0058 LS o § L9l ileS Inference
@ B,S 590 cwlis § odae Original 141
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29.63% @ G)S 593 § pdas Inference
e S8 e 3,5 S oS Sbige Original 142

25.00% @ g0 2SS 58 obge Inference
@ Lo ol e S S Glex Original 143

0.00% & e ol o S S Glex Inference
& ddo oo Ol & A Original 144

42.31% @ e e S Inference
o U)S 193 oS 596y § ugib Original 145

0.00% 2 G)S 593 oS &98) (§ 0gib & Inference
2 355095 55 6195 § O 09l VIS Gl Original 146

12.00% @ 355090 55 5935 § 19l 0gEls SplAul Inference
@ 3Y S o o gw Original 147

20.00% o 3Y S Inference
& 35 4> K o) djs Original 148

15.38% & 35S 4> K o8 Inference
o s oS Cabdlie g NS S S Original 149

40.54% Glags oS Cigd M- S Inference
@ Lo 08B e @dir (5]l Original 150

0.00% o o 0L5 e @iz 21l Inference
e by Job dop b 4w JgS' S ul Original 151

0.00% o by Jopb oy b o S S ol Inference
2 3¢9 Job oS mhw § g AwsS Original 152

26.47% o 69 Job S maw § Inference
& S e 250l Original 153

0.00% & 3S9) ar 253 0byex Inference
o e one LgiS Hol 3 § 99> Original 154

34.29% @ dde oo y9l 3 & Inference
& A5 J9rS 58 el Original 155

19.05% & 3,5 JoFS S Inference
o8 @) 90 Sl e 9l 058 Original 156

0.00% o8 2 50 Sl e 9l 03E Inference
08 &8 S o Sy B () 50599 IS JgSaw Original 157

18.18% 0N e oy DS (Sunysuigy 6 JgSw Inference
Gt J9ee p 35S (598355 ST S5 aw (B0e Sy Original 158

12.77% 08 S (58395 ST o (Ko Sy Inference
Qogw S EL e e 9l SIS Original 159

30.30% Aow ure vy 9l ASI3 Inference
UR 0 e Ao ($HB (20 S9dge Original 160

14.71% UM i oo dxans (5B (S9lge Inference
oS el B odilul 4l Original 161

26.92% oS el 8 Inference
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AT 53 63,8 odie Luilg Original 162

38.46% AT 5 g Inference
O < 09 U o edlae Original 163

9.68% o =i 9l Sy e clus Inference
o Wl g 4l Original 164

0.00% o Wl g 4l Inference
oY Ge Ca2 )3l 2 e Original 165
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0.00% S 297 pd 2 )Ll Gl dltlelid) Inference
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0.00% & 02w ) Inference
sliue Oypio pac p o yd Original 170
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@ Jlusy (08 355 Soop Original 171

26.92% & 28 395 sy Inference
o ASI3 G )9l Al by § colo )8 Original 172

0.00% o SIS G o9 Al b 8 ol oS Inference
& Bow Ag o Ugw 9> Original 173

0.00% @ Bgw A w0 B 9> Inference
b g5l o 3L S S g 9l S T Original 174

21.62% bed g1 e 3L S sl S Inference
by o Ut S0 Original 175

0.00% by Jo ond Sg00) Inference
) o s onl e Original 176

30.43% W o e G Inference
@ blr w9 SOl gl 59 I SgasS Original 177

0.00% o W 59 E8lu y9l W9 DL JSgundS Inference
o &S Llak ol ;9‘.4,055‘.‘,03 BEVIRTIRGESR Original 178

30.23% o 85 Blo ¢S g y9l ey Inference
o8 S5 e HuE93,S yol (903 & (G (S Original 179

36.36% o8 S5 w9l 920 S Sy Inference
9S Jae ¢S Original 180

0.00% 9,5 Jae g8 Inference
U8 Ny 2519l i gS E £ye cgmme Original 181

27.78% o8 e 9l Cets oS gxe Inference
o W8T sl Bl K uue Original 182
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21.74% o W8T K ue Inference
S S 3LS § 58 Cisl oS b el o Original 183

11.90% S oS Al § 38 4,0 b el ow Inference
o Sl Guue ey Original 184

0.00% o SSbe Sues 2o Inference
S)lo a3 Sl due Original 185

0.00% Sl a3 Syl due Inference
08 @0 2 wob oKl sl by oS Original 186

15.63% o8 @0 &2 b9l b S Inference
O o 2 5 Olike Hol ST uad HguN (&1,S Original 187
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S ObSL bl 8K 1936 gisn s s Wlxiy Original 188

R 2P

36.84% S OluS 1950 gl s odivw Ol Inference
5 @513 9 @B o5 Sho 4 jloy Al Original 189

0.00% =5 @513 9 @56 55 Slho 4 yloy Al Inference
b o3y OlSL Original 190

0.00% 3L 045y OliwSL Inference
b o8l LSl Original 191

61.11% OlSL Inference
@ e Cyguargs 3bT Dl Original 192

0.00% & o Cygaargs dbT Dl Inference
& S gShly K LS 9l Original 193

39.29% L @ B oSt Inference
oy a> 8 2y Jb S o (ST Original 194

0.00% b 4> 5 2 > JU SB o gSST Inference
8 a> 5 awzbed_w 95b (1Sl Original 195

21.88% o8 a8 95b 4SSl Inference
o b Sy Original 196

0.00% 2 b Sy Inference
L Sa8ol A S gyl Original 197

25.00% BT A S Oyl Inference
O 4l Ladl> 1o Jasl> Original 198
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o6 o 35S 6 el sl w0 SOl Original 200

0.00% o6 o (35S 6 el sl w0 SOl Inference
14.21% Testing (Avg.)
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5.2

proposed methods for Urdu ASR. Some methods can only recognize words instead of sentences

Test Results Comparison

We compared test results of our proposed method in term of WER with previously

which are categorized separately. Comparison is presented in Table 5.4

Table 5.4: Test Results Comparison

Methods WER Category
Hidden Markov Model 29.1% Sentence Recognition
[22]
Hidden Markov Model 21.8% Words Recognition
[13]
Deep Neural Network 21% Sentence Recognition
[14]
Proposed 9.75% Sentence Recognition

5.3 Training and Validation Results

step loss logged after 350 epochs which is 1.29% for training set and 13.13% for validation set.

Results are presented in Table 5.5.

Training and Validation step loss is calculated on each iteration of epochs. The minimum

Table 5.5: Training and Validation Step loss

Epochs Step Loss

Training Validation
100 2.91% 17.09%
200 1.81% 16.20%
350 1.29% 13.13%
500 1.33% 14.69%
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5.4 Training and Validation Summary

For the calculations we utilized TensorFlow because preparing a gigantic profound neural
system can be unpredictable and confounding. To make it clearer, troubleshootable and enhanced
TensorFlow project incorporated a suite of representation devices called TensorBoard. You can
utilize TensorBoard to imagine your TensorFlow diagram, plot quantitative measurements about
the execution of your chart, and demonstrate extra information like pictures that go through it.

TensorBoard works by perusing TensorFlow occurrences records, which contain synopsis
information that you can produce when running TensorFlow.

With the help of summary data which is collected on each iteration of epoch’s graphical
representation of step loss on each epoch iteration is logged. It includes Validation step loss,

Training step loss and their combined results presented in Figure 5.1, 5.2 and 5.3 respectively.

Loss

25.0
20.0
15.0
10.0
5.00
0.00

0.000 100.0k 200.0k 3000k step

Figure 5.1: Validation Step Loss
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Figure 5.2: Training Step Loss

0.000 100.0k 200.0k 3000k step
Figure 5.3: Training and Validation Step Loss
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CHAPTER 6: CONCLUSION AND FUTURE WORK

In this paper we presented the development of ASR system for Urdu language using Deep
Learning. We've used DeepSpeech which is an open source speech recognition framework
implements Deep Learning techniques and supports almost all languages.

Results using Deep Learning are quite impressive as compare to other Urdu ASR systems
which are available previously using other techniques like HMM and DNN. One of the major task
we've done is the data collection in huge amount for common Urdu speech because data available
for Urdu speech is very low in quantity and of single speaker or not open source.

We developed desktop and mobile application for data collection and preparation. Online
storge is used to gather data from both application sources. We also developed utility application
which makes the task of data arrangement and validation much easier. Language model and
acoustic model for Urdu is developed which can be reused and retrained for inferences in future.

For training we used Google's cloud platform because Deep Learning requires huge
computing power with large amount of data. Usage of GPU decreased the training time which is
reduced from months and weeks to days. Also it makes the decording and inference of voice to
text data faster.

We perform data testing for both speaker dependent voice data and speaker independent
voice data. We got less than 10% WER in term of accuracy which is quite impressive as compare
to other techniques used for ASR.

This ASR model could be retarined with more collected data and could be used in many
daily life applications. Chat botes concept is emerging day by day, this model could be used in
chat botes for the application which required Urdu language. This model could be used for Urdu
to English or other languages translation.

Deep Learning requires huge amount of data to train any language acoustic model. We
collected commonly used Urdu corpus which doesn’t cover the whole language; we are planning
to collect more Urdu corpus to cover most of the language.

We are also planning to collaborate with Mozilla’s team and contribute in their project
Common Voice to go live with the collected Urdu data and also our developed Urdu language and
acoustic model. Additionally by adjusting hyper parameters and more data results could be

achieved near to human level recognition.
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AP PENDIX A: PARAMETERS FOR THE MODEL

--alphabet_config_path: path to the configuration file specifying the alphabet used by the
network. See the comment in data/alphabet.txt for a description of the format.

(default: 'data/alphabet.txt")

--b1_stddev: standard deviation to use when initialising b1
(a number)

--b2_stddev: standard deviation to use when initialising b2
(a number)

--b3_stddev: standard deviation to use when initialising b3
(a number)

--b5_stddev: standard deviation to use when initialising b5
(a number)

--b6_stddev: standard deviation to use when initialising b6
(a number)

--beam_width: beam width used in the CTC decoder when building candidate
transcriptions

(default: '1024")
(an integer)

--betal: beta 1 parameter of Adam optimizer
(default: '0.9")
(a number)

--beta2: beta 2 parameter of Adam optimizer
(default: '0.999")

(a number)
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--checkpoint_dir: directory in which checkpoints are stored - defaults to directory
"deepspeech/checkpoints"” within user's data home specified by the XDG Base Directory
Specification

(default: ")
--checkpoint_secs: checkpoint saving interval in seconds
(default: '600")
(an integer)
--coord_host: coordination server host
(default: 'localhost")
--coord_port: coordination server port
(default: '2500")
(an integer)

--coord_retries: number of tries of workers connecting to training coordinator before
failing

(default: '100")
(an integer)

--decoder_library_path: path to the libctc_decoder_with_kenlm.so library containing the
decoder implementation.

(default: 'native_client/libctc_decoder_with_kenlm.so")
--default_stddev: default standard deviation to use when initialising weights and biases
(default: '0.046875")
(a number)
--dev_batch_size: number of elements in a validation batch
(default: '1")

(an integer)
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--dev_files: comma separated list of files specifying the dataset used for validation.
multiple files will get merged

(default: ")

--display_step: number of epochs we cycle through before displaying detailed progress - 0
means no progress display

(default: '0")
(an integer)
--dropout_rate: dropout rate for feedforward layers
(default: '0.05")
(a number)
--dropout_rate2: dropout rate for layer 2 - defaults to dropout_rate
(default: '-1.0")
(a number)
--dropout_rate3: dropout rate for layer 3 - defaults to dropout_rate
(default: '-1.0")
(a number)
--dropout_rate4: dropout rate for layer 4 - defaults to 0.0
(default: '0.0")
(a number)
--dropout_rate5: dropout rate for layer 5 - defaults to 0.0
(default: '0.0")
(a number)
--dropout_rate6: dropout rate for layer 6 - defaults to dropout_rate
(default: '-1.0")
(a number)
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--[no]early_stop: enable early stopping mechanism over validation dataset. Make sure that
dev FLAG is enabled for this to work

(default: 'true')

--earlystop_nsteps: number of steps to consider for early stopping. Loss is not stored in
the checkpoint so when checkpoint is revived it starts the loss calculation from start at that
point

(default: '4")
(an integer)

--epoch: target epoch to train - if negative, the absolute number of additional epochs will
be trained

(default: '75")
(an integer)
--epsilon: epsilon parameter of Adam optimizer
(default: '1e-08")
(a number)

--estop_mean_thresh: mean threshold for loss to determine the condition if early stopping
is required

(default: '0.5")
(a number)

--estop_std_thresh: standard deviation threshold for loss to determine the condition if
early stopping is required

(default: '0.5")
(a number)

--export_dir: directory in which exported models are stored - if omitted, the model won't
get exported

(default: ")

--export_version: version number of the exported model
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(default: '1")
(an integer)

--[no]fulltrace: if full trace debug info should be generated during training
(default: 'false")

--h1_stddev: standard deviation to use when initialising h1
(a number)

--h2_stddev: standard deviation to use when initialising h2
(a number)

--h3_stddev: standard deviation to use when initialising h3
(a number)

--h5_stddev: standard deviation to use when initialising h5
(a number)

--h6_stddev: standard deviation to use when initialising h6
(a number)

--initialize_from_frozen_model: path to frozen model to initialize from. This behaves like a
checkpoint, loading the weights from the frozen model and starting training with those
weights. The optimizer

parameters aren't restored, so remember to adjust the learning rate.

(default: ')

--iters_per_worker: number of train or inference iterations per worker before results are
sent back to coordinator

(default: '1")
(an integer)
--job_name: job name - one of localhost (default), worker, ps

(default: 'localhost')
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--learning_rate: learning rate of Adam optimizer
(default: '0.001")
(a number)

--limit_dev: maximum number of elements to use from validation set- 0 means no limit
(default: '0")
(an integer)

--limit_test: maximum number of elements to use from test set- 0 means no limit
(default: '0")
(an integer)

--limit_train: maximum number of elements to use from train set - 0 means no limit
(default: '0")
(an integer)

--lm_binary_path: path to the language model binary file created with KenLM
(default: 'data/lm/Im.binary’)

--lm_trie_path: path to the language model trie file created with
native_client/generate_trie

(default: 'data/lm/trie")

--Im_weight: the alpha hyperparameter of the CTC decoder. Language Model weight.
(default: '1.75")
(a number)

--log_level: log level for console logs - 0: INFO, 1: WARN, 2: ERROR, 3: FATAL
(default: '1")
(an integer)

--[no]log_placement: whether to log device placement of the operators to the console

(default: 'false")
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--[no]log_traffic: log cluster transaction and traffic information during debug logging
(default: 'false")
--max_to_keep: number of checkpoint files to keep - default value is 5
(default: '5")
(an integer)
--n_hidden: layer width to use when initialising layers
(default: '2048")
(an integer)

--one_shot_infer: one-shot inference mode: specify a wav file and the script will load the
checkpoint and perform inference on it. Disables training, testing and exporting.

(default: ')

--ps_hosts: parameter servers - comma separated list of hostname:port pairs
(default: ")

--random_seed: default random seed that is used to initialize variables
(default: '4567")
(an integer)

--relu_clip: ReLU clipping value for non-recurrant layers
(default: '20.0")
(a number)

--[no]Jremove_export: whether to remove old exported models
(default: 'false")

--replicas: total number of replicas - if negative, its absolute value is multiplied by the
number of workers

(default: '-1")
(an integer)
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--replicas_to_agg: number of replicas to aggregate - if negative, its absolute value is
multiplied by the number of workers

(default: '-1")
(an integer)

--report_count: number of phrases with lowest WER (best matching) to print out during a
WER report

(default: '10")
(an integer)

--summary_dir: target directory for TensorBoard summaries - defaults to directory
"deepspeech/summaries" within user's data home specified by the XDG Base Directory
Specification

(default: ')

--summary_secs: interval in seconds for saving TensorBoard summaries - if 0, no
summaries will be written

(default: '0")
(an integer)
--task_index: index of task within the job - worker with index 0 will be the chief
(default: '0")
(an integer)
--[no]test: whether to test the network
(default: 'true')
--test_batch_size: number of elements in a test batch
(default: '1")
(an integer)

--test_files: comma separated list of files specifying the dataset used for testing. multiple
files will get merged

(default: ")
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--[no]train: whether to train the network
(default: 'true")

--train_batch_size: number of elements in a training batch
(default: '1")
(an integer)

--train_files: comma separated list of files specifying the dataset used for training. multiple
files will get merged

(default: ')

--[no]use_seq_length: have sequence_length in the exported graph (will make tfcompile
unhappy)

(default: 'true')
--[noJuse_warpctc: whether to use GPU bound Warp-CTC
(default: 'false")

--valid_word_count_weight: valid word insertion weight. This is used to lessen the word
insertion penalty when the inserted word is part of the vocabulary.

(default: '1.0")
(a number)

--validation_step: number of epochs we cycle through before validating the model - a
detailed progress report is dependent on "--display_step" - 0 means no validation steps

(default: '0")
(an integer)

--wer_log_pattern: pattern for machine readable global logging of WER progress; has to
contain %%s, %%s and %%f for the set name, the date and the float respectively; example:
"GLOBAL LOG:

logwer('12ade231’', %%s, %%s, %%f)" would result in some entry like "GLOBAL LOG:
logwer('12ade231’, 'train’, '2017-05-18T03:09:48-0700', 0.05)"; if omitted (default), there
will be no logging
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(default: ")

--word_count_weight: the beta hyperparameter of the CTC decoder. Word insertion
weight (penalty).

(default: '1.0")
(a number)
--worker_hosts: workers - comma separated list of hostname:port pairs

(default: ")

tensorflow.python.platform.app:
-h,--[no]help: show this help
(default: 'false")
--[no]helpfull: show full help
(default: 'false")
--[no]helpshort: show this help

(default: 'false')

absl.flags:
--flagfile: Insert flag definitions from the given file into the command line.
(default: ")

--undefok: comma-separated list of flag names that it is okay to specify on the command
line even if the program does not define a flag with that name. IMPORTANT: flags in this
list that have arguments

MUST use the --flag=value format.

(default: ")
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