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ABSTRACT 
 
There is a huge amount of ‘knowledge-enriched data’ in hospitals, which needs to be 

processed in order to extract useful information from it. The knowledge-enriched data is very 

useful in making valuable medical decisions. However, there is a lack of effective analysis 

framework to discover hidden relationships in data. The objective of this research is to pro-

pose a framework for cardiac data mining that mines the historical unstructured data of heart 

patients and extract significant features and patterns which will not only enable doctors to 

predict heart attack but also provide in-depth insight to write better prescription in future.  

This work is based on a large amount of unstructured data in the form of patients medical 

reports collected from a renowned cardiac hospital in Pakistan.  Firstly data preparation is 

done in which the unstructured (textual) data of heart patients is converted to structured (ta-

bular) form and then pre-processed to make it suitable to apply different data mining tech-

niques. After data preprocessing, data mining techniques are used in which clustering, corre-

lationand association rule mining techniquesare applied onthe dataset. The output from this 

exercise takes the form of trends, patterns and rules which can then be used for heart condi-

tion prediction besides helping medical practitioners in making intelligent verdicts. Finally, 

performance evaluation of the selected k-Means algorithm is performed with other clustering 

algorithms on the basis ofsome internal evaluation indexes.Further the generated rules are 

evaluated using statistical measures such as support, confidence, lift, completeness, interes-

tingness and comprehensibility to extract significant rules only. 
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Chapter 1 

 
INTRODUCTION 

 
 

This chapter presents the detailed introduction of the research. The basic purpose is to intro-

duce the main concepts, research motivation, problem definition and contribution of this re-

search. 

The diagnosis of heart disease is intricate and tedious task which depends upon various symp-

toms and factors. The health care industry contains huge amount of unstructured data that 

unfortunately is not mined properly for effective decision making. The preeminent option for 

this is to makeuse of this data by applying some data mining techniques along with expert 

knowledge of medical specialistsfor valuable knowledge discovery and diagnosis process 

which enhances the quality of clinical decisions[10]. 

 

1.1 MAIN CONCEPTS 

1.1.1 CORONARY HEARTDISEASESIGNIFICANCE 

Coronary heart disease (CHD) is the mainkiller in developed countries and the risk of CHD is 

increasing in developing countries like Pakistan[2].However, there remain distinct differenc-

es in how severe the burden is affecting the various populations [3].  

CHD claims 17.3 million lives a year throughout the world while in Pakistan this disease 

claims about 200,000 lives per year that is 410/100,000 of the population and the condition is 

frightening as the number is constantlygrowing. To reduce burden of heart diseases in Pakis-

tan, there is a need of creating awareness among public about this disease, its symptoms, risk 

factors and preventive measures to be taken to avoid heart-related problems [6].Pakistani 

population has one of the highest risks of CHD in the world. “In Pakistan, 30 to 40 percent of 

all deaths are due to cardiovascular diseases. The CHD is now becoming the leading cause of 

death in Pakistan. 

Some complications ofCoronary Heart Disease include: 

 
• Heart Attack (Myocardial Infarction) 

“Myo” means muscle and cardial refers to the heart. Infarction means death of tissue due to 

lack of blood supply. Heart attack is myocardial infarction, and it causes permanent damage 
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to the heart muscle. 
 

• Heart Failure 

Heart failure is a condition in which your heart can't pump enough blood to meet your body's 

needs. Heart failure doesn't mean that your heart has stopped or is about to stop working. It 

means that your heart can't cope with the demands of everyday activities. 

 
• Arrhythmia 

An arrhythmia is a problem with the rate or rhythm of the heartbeat. During an arrhythmia, 

the heart can beat too fast, too slow, or with an irregular rhythm. 

Some other heart disease types are abnormal heart rhythms (arrhythmias), heart failure, heart 

valve disease, heart muscle disease, and congenital heart disease. 

 

1.1.2 CORONARY ARTERY DISEASE (CAD) 

CAD is the most common heart disease type. In this disease, the arteries supplying blood to 

the heart muscle (the coronary arteries) become lined with plaque, which contains materials 

such as cholesteroland fat. This plaque buildup (called atherosclerosis) causes the arteries to 

narrow, allowing less oxygen than required to reach to the heart muscle. When the heart mus-

cle does not receive enough oxygen, chest pain (angina) or heart attack can occur [33]. 

 
Figure1.1.Arteries supplying blood to heart muscle 

Three types of CAD are: 

• SVCAD 

• DVCAD 

• TVCAD 
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1.1.3MAJOR SYMPTOMS OF HEART DISEASE& ATTACK 

Some of the major symptoms of this threat revealed by different studies are [2] [5]: 

• Angina (chest pain) 

• Dyspnea (shortness of breath) 

• Fatigue 

• Anxiety/nervousness 

• Increased irregular heart rate 

 

1.1.4RISK FACTORS OF HEARTATTACK &DISEASE 

There are multiple risk factors that enhance the chances of getting a heart attack or heart dis-

ease. Some of the major revealed by different studies are [2] [5]: 

• Age, Male gender and Family history 

These are the factors that can’t be controlled or prevented. This disease attacks male 

gender more than female. Besides family history of this disease increase the hazard of 

premature death. 

• Diabetes mellitus, Hypertension, Smoking, High cholesterol level, Physical inac-

tivity, Stress/Depression and Unhealthy diets [6] 

These all are the important factorsthatmay seriously be unsafe for your heartbut can 

be controlled by taking precautionary measures. Diabetes and Hypertension are re-

vealed responsible for this risk in many studies. Besides one should avoid smoking, 

high cholesterol diets and other unhealthy foods to prevent himself from this disease. 

Doctors suggest that even 30 minute exercise/physical activity per day reduces the 

chance of getting heart disease many times. 

 

1.1.5DATA MINING APPROACH FOR HEALTH CARE DATA 

The effective selection and extraction of information enriched data from a large collection of 

unstructured data is very significant for valuable decision making. This process known as 

‘Knowledge Discovery from Data’ is iterative and interactive and contains many subtasks 

and decisions. The core procedure of Knowledge Discovery is to transform data into know-

ledge for the purpose of decision making which is called Data Mining[1]. By applying data 

mining techniques valuable knowledge can be extracted from health care data [9]. 

Data mining syndicates database technology, machine learning and statistical analysis to 

mine unseen patterns and associations from huge databases [2]. Data Mining has its utiliza-
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tion in various fields i.e. marketing, customer relationship, management, engineering, medi-

cine, crime analysis, expert prediction, Web mining, and mobile computing. In medicine the 

researchers can diagnose and predict various diseases of patient with the help of data mining 

techniques. In this research [35] various diseases like Diabetes, Hepatitis, Cancer and are di-

agnosed using data mining techniques. 

Data mining uses two strategies: supervised and unsupervised learning. In supervised learn-

ing (like in regression model), a training set is used to learn model parameters whereas in 

unsupervised learning no training set is used (e.g., k-means clustering is unsupervised) [11]. 

Medical treatment can be made more effective and cheap with the help of automated medical 

diagnosis system. The significance of data mining techniques role in efficient pattern and 

knowledge extraction increases with the size of dataset [5]. 

1.2 NUCLEAR MEDICINE DEPARTMENT, ARMED FORCES INSTITUTE OF 

CARDIOLOGY (AFIC) 

The Nuclear Cardiology Department, AFIC operates different patients of cardiology every 

day. This 250-bedded hospital is a major tertiary cardiac care center in Rawalpindi, Pakistan, 

dedicated to the cardiac patients from all over the country including Armed Forces, Federal 

Government employees and civil population.Patients from all over Pakistan come to AFIC to 

seek diagnosis and treatment related to different cardiac problems. Reports of all these pa-

tients are stored in an unstructured database. A record of all these reports is also kept in hard 

copies within the department. 

 

1.2.1 MEDICAL PROCEDURES IN AFIC 

The different medical procedures and diagnosis performed in AFIC include different essential 

tests which lead to the diagnosis of a patient’s problem. Once results of these tests are ob-

tained, the decision about further procedure/treatment to be undertaken can be made. These 

testsinclude: 

 

1. 2D Echo Test 

2. Blood Tests  

3. Angiography 

4. CT Angiography 

5. ECG 

6. Thallium-201 
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7. ETT Test 

8. Radiology 

9. Cardiac CT Scan 

 

1.2.2 MEDICAL TREATMENTS IN AFIC 

Once the diagnosis is made, necessary and complete treatment is given immediately for that. 

There are several treatments carried out in hospital depending upon the nature of the patient 

problem.Some are: 

1. Percutaneous Transluminal Coronary Angioplasty(PTCA) 

2. Coronary Artery Bypass Grafting (CABG) 

3. Percutaneous Coronary Intervention (PCI) 

1.3 RESEARCH MOTIVATION 

According to [8] the database at health care organizations is gigantic database that keeps pa-

tients records and their medical history.  This data is considered by its intricacy and hetero-

geneity with respect to the data type. It is highly dimensional, indefinite, dispersed and rauc-

ous with improper, unacceptable or omitted values [4]. It is believed that there is a lot of hid-

den information in those records. This raises a significant problem: “How can we extract and 

transform the data into expedient information that can allow healthcare experts to make intel-

lectual clinical judgments?” This is the main motivation for this research. A well-known solu-

tion for this problem is data mining.Data mining is extraction of implicit formerly unknown 

and possibly valuable information about data, so by applying data mining techniques, trends 

and patterns identification process can be made simple which can positively impact the quali-

ty of medical decision making.[27]. 

1.4PROBLEM DEFINITION 

The basic step in the data mining is to get a deep understanding of the problem to be solved. 

The existing information system in AFIC works under the supervision of the IT Department. 

Data regarding the clinical history, procedural statistics, scan findings and impressions of a 

patient is stored in the existing system but in an unstructured format which cannot be used for 

data mining and analysis purpose. It can neither be integrated with any other system for fur-

ther use. It merely stores reports in an unstructured textual format which can’t be used for 

further processing. Clinical decisions thus are made depending only on doctor’s perception 

and experience which leads toundesirable biases, mistakes and unnecessary medical costs 
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which affects thequality of medical service.This huge ‘knowledge-enriched data’ data needs 

to be processed in order to extract useful information from it as this is very useful in making 

valuable medical decisions.However, there is a lack of effective analysis framework to dis-

cover hidden patterns/relationships in data. So by applying Biostatistics on these cardiac pro-

cedures, better visualization can be provided to a cardiologist about what goes on about when 

a patient is undergone with different tests or treatments or when a new patient comes with 

specific complains or diseases which increases the quality of clinical decisions. 

1.5RESEARCH CONTRIBUTION 

The contributionof this research is to proposea framework for cardiac data mining that mines 

the historical unstructured data of heart patients and extract significant features and patterns 

which will not only enable doctors to predict heart condition but also provide in-depth insight 

for better diagnosis and prescription for patients in future.  This work is based on a large 

amount of unstructured data in the form of patients medical reports collected from AFIC. 

Firstly data preparation is done in which the unstructured (textual) data of heart patients is 

converted to structured (tabular) form and then pre-processed to make it suitable to apply dif-

ferent data mining techniques. After data preprocessing, unsupervised learning techniqueis 

used in which clustering and correlation techniques are applied on dataset to discover know-

ledge/ hidden patterns related to heart patients. These patterns can then be used for heart con-

dition prediction besides helping medical practitioners in making intelligent verdicts or at 

least a second opinion. Finally, performance evaluation of the selected k-Means algorithm is 

performed with other clustering algorithms on the basis ofsome internal evaluation index-

es.The system is a theoretical study which will propose implementation of an expert system. 

1.6 THESIS OUTLINE 

Section 2 presents the literature review explaining the works of different researchers in bio-

medical data mining. Section 3 describes the methodology followed in this research and sec-

tion 4 contains the details of data preparation and pre-processing. Section 5 presents correla-

tion and clustering application on the data set, detailed analyses of results and significant ex-

tracted patterns. Comparison and performance evaluation of k-means with other algorithms is 

done in section 6.  Conclusion and future work are explained in the last section 7.
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Chapter 2 
 

LITERATURE REVIEW 

 
 

Data mining in bio-medical is finding useful information from a large collection of bio medi-

cal data.Data mining uses its strong predictive models and algorithms in exploring, selecting 

and discovering the unknown/hidden information from a set of large data [7]. According to 

[8] the literature reports that to predict heart diseases and to make heart disease decision sup-

port systems, developer/researches use predictive models of data mining.There is a lot of 

work in literature that is related with pattern extraction and heart disease prediction using data 

mining techniques. 

 

2. RELATED WORK 

2.1 FEATURE SELECTION AND PATTERN EXTRACTION 

To extract the significant patterns from Coronary heart disease database forefficient predic-

tion of heart attack, authors of [9], have presented a dexterous approach.A rough set tech-

nique associated to dynamic programming is suggested to abridge high interest features. In 

this research study authors have used Random Forest(RF) decision tree to classify the peril-

ous heart disease cases. Three different approaches of random forests are used in validation 

of results accuracy. It has been noted that Forest-RI is the best among the different tech-

niques. The classification results using RFs are obtained from ten-fold cross-validation. 

However, the conclusion says that, by using RFs multi-classifier technique, the initial number 

of attributes is reduced from 19 to 9. The relevant features are only taken into consideration 

which leads to reduce the complexity of the proposed model by focusing the study based on 

reduced features. The experimental results reveal that the cardiac level of risk is predicted 

efficiently by the proposed system. Some important steps include: 

• Provides level information about Coronary heart disease risk. 

• Identify patient’s early, asses risk accurately, develops perception of patient about 

risk. 

• Evaluation of the proposed model 

The study is based a huge amount of data gathered from various clinical institutions. Besides, 

some expert knowledge is taken into account for description of disease, risk factors and rela-
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tions between medical factors. For this a computer-aided system based on population of 525 

adults is developed. The analysis and evaluation of the proposed model is done on the basis 

of set ofbenchmark procedures.Another efficient approach was proposed by [10] for heart 

attack prediction by extraction of significant patterns from the heart disease warehouse. The 

approach has utilized ‘Clustering’ and ‘Frequent pattern mining’ techniques. The heart dis-

ease DWH consists of both numerical and categorical attributes. Initially, data was prepro-

cessed by removing duplicate records and supplying missing values to make it compatible for 

mining process. After, K-Meansclustering algorithm was applied on the preprocessed data 

with K=2 to get useful clusters. In one cluster there is data that is most pertinent to heart at-

tack which is then input to the MAFIA algorithm and other consists of all remaining data.  

The algorithm named MAFIA was applied to get common patterns from the extractedclus-

tered dataset that are related to heart attack. Then the noteworthy weightagewas calculatedfor 

the frequent patterns based on each attribute weightage that exist in pattern and frequency of 

every pattern. The formula used for significantweightage (ܵ௪௜) calculation is as under: 

ܵ௪௜ ൌ ෍ሺ ௜ܹ ௜݂ሻ
௡

௜ୀଵ

                                     ሺ1ሻ 

 

௜ܹdenotes the weightage of each attribute and ௜݂represents the frequency of each rule. 

Supplementary, on the basis of calculated weightage some patterns important to heart attack 

prediction were chosen. The system was implemented in Java. The dataset contains attributes 

like BP, chest pain, cholesterol, maximum heart rate etc.In the future they will developHeart 

attack prediction system on the basis of these significant patternsusing artificial intelligence 

techniques. 

 

2.2 HEART DISEASE PREDICTION SYSTEMS 

Author in [11] used data mining techniques e.g. Naïve Bayes, Decision Trees and Neural 

Network to develop a prototype of IHDPS. IHDPS has the capability to extract hidden pat-

terns and relationships related to heart disease. IHDPS can respond to simple as well as com-

plex’ what if’ queries thus allow medical persons in making wise clinical decisions. Besides 

it provides effective and cheap treatment and improves visualization and understand-

ing.Among the three models the most efficient in predicting heart disease patients comes to 

be Naïve Bayes followed by Neural Network and Decision Trees. 
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IHDPS has used the CRISP-DM [17] methodology to make three models and Data Mining 

Extension language is used to create, train, predict and access model content.Classification 

Matrix and Lift Chart methods are used to check which model gave maximum percentage of 

right predictions. Five mining goals were set and assessed with respect to three trained mod-

els. These are: 

• Predict those patients who have chances to get heart disease based on their medical 

profile. 

• Findout the important influences and relationships between medical inputs and medi-

cal attributes related to the predictable state. 

• Find out heart patient characteristics. 

• Define attribute values that discriminate nodes favoring and disfavoring the predicta-

ble conditions. 

 

Naïve Bayes appears most efficient by answering four out of the five goals and by identifying 

all important medical predictors; Decision Trees answered three and its results are easier to 

interpret; Neural Network two and in this the correlation between attributes  is hard to interp-

ret.IHDPS is based on 15 medical attributes, 909 records and only categorical data but it can 

be expanded to include more medical attributes, more techniques like Clustering, Time Series 

and Association Rules and continuous data as well. Another approach for Heart Disease Pre-

diction system (HDPS) was proposed by [12] using CANFIS. In proposed model Neural net-

work adaptive capabilities are combined with fuzzy logic qualitative approach which is fur-

ther integrated with genetic algorithm for heart disease diagnosis. The results of the study 

show that the proposed model has great capability to predict the heart disease. 

Jyoti in [13] has proposed an Intelligent and Effective Heart Disease Prediction System using 

CAR rules generated by Weighted Association rule based Classifier(WAC) for prediction of 

heart disease. The system is Web-based, user-friendly, scalable and reliable. A GUI based 

Interface is designed where patient record is entered and prediction is done by mininghistori-

cal data of patient. In WAC different attributes are given different weights based on their pre-

dicting capability. The results show that WAC is very efficient in extraction of important pat-

terns from data which are further stored in rule base as Prediction rules. Associative Classifi-

ers have better performance than decision tree and rule Induction besides providing improved 

accuracy. Currently it is using Cleveland Heart Disease database which consists of 303 

records and 14 attributes but it can be easily expanded for new training dataset. 
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A Decision Support System is proposed by Rajeswari in [14] to predict the patient heart risk 

in following Years by determining the risk score. This will assist patients to take preventive 

measures by taking suited diet and medicine that may enhance the patient’s life.The proposed 

system is based on nineteen features and 125 records of patient.The selected features for pre-

diction are based on extensive literature review and expert knowledge of medical practition-

ers. The features include Age, Sex, Height, Weight, BMI, Menopause details, Waist Circum-

ference, Systolic BP, Diastolic BP, Sugar , Thyroid, Total Cholesterol, LDL Cholesterol, 

HDL Cholesterol, Smoking, Genetic aspects, Family History, Type A personality, Sleep Dis-

ruption. Feature reduction is done among the 19 features on the basis of Genetic algo-

rithm.The Risk factor can be determined by doing sum of several features risk score. With the 

help of this algorithm, the association patterns having high influence on heart disease identi-

fication along with optimal values of considered attributes is determined. The fitness function 

given below is expected to determine the optimal values related to each attribute. 

݂itness ൌ ෎ ଵ
௠

ቆ݂ݍ݁ݎሺܣ௩ሺ௜ሻ  כ ሺܣ௩ሺ௜ሻିܰ௩ሺ௜ሻሻቇ
௠

௜ୀଵ

                            (2) 

 

However, the system is a theoretical study proposing implementation of algorithms for Ma-

chine intelligence. 

 
2.3 NEURAL NETWORKS FOR HEART DISEASE DIAGNOSIS  

Neural networks have the capability to solve too complex problems that can’t be solved by 

the conventional technologies. Neural networks proved very good in pattern recognition and 

forecasting, the problems that are well solved by humans rather than computers aid. It has the 

capability to generate the desired output even with the inaccurate input. Neural networks are 

used for heart disease diagnosis in [11][12]. 

In[36] author has predicted heart disease, BP and Diabetics with the help of Neural network 

technique. Their dataset consists of 78 records with 13 input variables on which various expe-

riments are conducted and the system is trained. For heart disease diagnosis author has sug-

gested supervised network which is trained using Back Propagation algorithm.When the sys-

tem is input with new data, it will find it from the trained data and generate list of probable 

diseases that may be occurred by the patient.The success rate of the system to give desired 

output from the inaccurate input is 100%. The results of the study show that Neuralnetworks 

has the extreme capability to be used as an indexing function.It is used for modeling and pre-
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diction of experimental data, thus is a fast substitute to classical statistical techniques. The 

system can avoid human error. Thus, the system is reliable and assists medical practitioners 

in making accurate decision. Certainly, expert mind can’t be replaced by neural networks 

since expert is more reliable but it can assist human experts by cross checking their diagnosis. 

In CANFIS approach [12], the neural network adaptive capabilities are combined with fuzzy 

logic qualitative approachwhich is further integrated with genetic algorithm for diagnosis of 

heart disease. The Cleveland heart-disease database which comprises of 303 cases is used in 

the study. The proposed CANFIS model performance is evaluated with respect to training 

performances and classification accuracies. The results of the study show that the proposed 

model has great capability to predict the heart disease. 

 

3. ANALYSIS OF EXISTING WORK FOR MEDICAL DATAMINING 

 

In countries like China, India and Malaysia much work has been done in medical data mining 

and also specifically in cardiac data mining[9][10][11][12] on the basis of real and artificial 

data sets. All the research discussed above is based on either of these countries.Besides, most 

of the medical data mining work discussed above focuses on either clustering, classification 

or association rules miningwhile in some [9] [10] the details of results are not discussed and 

visualized properly. 

 

However, there islittle research seen in Pakistan in building a framework specifically for car-

diac data mining on the basis of real data obtained from some renowned cardiac hospital.Also 

there is need of framework that unifies the data mining tasks from data preparation to data 

visualization and discovery of knowledge. In our work analysis is based on results of data 

mining techniques like clustering, correlation as well as association rule mining with better 

and complete visualization of results.Further, the generated rules in our work are validated 

against completeness, interestingness and comprehensibility along with these three rudimen-

tary quality measures like support, confidence and lift. Thus providesmore robust rule mining 

results.  

 

 

 

Chapter 3 
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Rapid Miner® 5.3, Microsoft SQL Server R2 2008, Crystal Reports, Microsoft Excel 2010. 

• Rapid Miner® by Rapid-I was used as primary analytical tool for data pre-processing 

and algorithms implementation and other data mining related tasks. 

• Microsoft SQL Server 2008 R2 was used as a database tool for data preparation, 

transformation into numerical form and restructuring after getting text reports from 

AFIC. 

• Crystal Report is also used for some reporting purposes. 

• Microsoft Excel 2010 pivot table is used for clustering results analysis and for better 

visualization of clusters MS Office charts utility is utilized. 

 

3.3 DATA PREPARATION 
3.3.1 DATA ACQUISITION AND UNDERSTANDING 

The data used in this research project was obtained from AFIC, Rawalpindi, Pakistan which 

comprised of 300 historical heart patient reports in unstructured (textual) form. In relevant 

information extraction more than 80 medical attributes were extracted from each report ma-

nually during conversion from unstructured reports to structured format and then entered into 

the database. In order to extract important features and patterns these extracted attributes in 

database were then preprocessed by using Rapid Miner. 

The heart patient’s reports in AFIC have five main portions which are as follows,  

a. Profile  

b. Past History 

c. Procedure 

d. Scan Findings 

e. Impressions 

A brief explanation of the content within these portions is given below, 

• Patient profile 

This heading contains the information related to patient profile. Some important attributes 

extracted from this portion are name, age, gender, contact info, Ref no. and order and signed 

date of the report. 

 

• History 

This portion contains the history information of patients. The attributes extracted from this 

portion are BMI, current and past diseases, past treatments and scans, results of past test and 
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his current complains. 

 

• Procedure 

This portion comprises the details of the current procedures applied on the patient. The pro-

cedures currently applied are divided into two Protocols which are: 

1. Adenosine Infusion Protocol 

2. Bruce Protocol 

Each protocol containsdifferent procedures (particular tests and results) carried out on pa-

tients to diagnose his actual problem.For the decision of protocol implementation, a patients 

past history which includespast diseases, scans, past and current biological history and com-

plains are taken into account. After this, diagnosis is done using a series of steps involved in 

each type of protocol as shown in figure 3.2. 

 
Figure 3.2: Steps of Procedure/Diagnosis of patient condition 

• Scan Findings 
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This portion includes the details of the findings which the cardiologist gets from various vi-

sualizations of the patients heart through different computer aides and high tech machines. 

These visualizations include the cine mode, the tracer uptake images and oral observations of 

the cardiologist. 

 

• Impressions 

This portion comprises the impressions deduced by the cardiologist by examining the patient 

history, the results of the procedures and the scan findings. This includes detail about the pa-

tient’s condition as concluded by the cardiologist. The cardiologist specifically points out the 

affected regions of the heart whether they are defected or ischemic etc. The defect area size is 

also specified here and whether the defect is viable or non-viable. Besides, the risk factors 

and regions are alsoidentified in this portion.The important attributes extracted from this por-

tion are: 

1. LVEF 

2. Viable/Non-viable affected Regions 

3. Heart part condition (Defected or ischemic etc.) 

 

3.3.1.1 Business need of mining the unstructured data 

According to a source [18], more than 80 % of the medical data that could be patients reports, 

lab results, doctors reviews etc. are in unstructured form. All the unstructured data sets in 

healthcare organizations are not always compatible with one another. So extracting useful 

information from such data sets is an imperative issue for data scientists. If the organizations 

are not able to extract meaningful and useful information from the dataset then there is a 

probability that they miss out some important information, chances to develop a better medi-

cal decision support system and enhance patient care and operational efficiency [19].  

 

3.3.1.2 Drawbacks of Unstructured data 

Human minds are good at analyzing and dealing with unstructured data in small amounts. 

However, human minds fail to handle huge amount of data. Then we need automated systems 

to manage and process large size data and for those automated systems, we need structured 

data [20]. 

 

3.3.1.3. Benefits of Structured data 
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When the unstructured data is organized and placed in a database, it is called structured data. 

The structured data is easily understandable by computers and is more convenient for simple 

machine learning models. Besides, it also allows using wide variety of algorithms that are 

available for Data Mining. 

 

3.3.2 HANDLING NON-STANDARD DATA 

The collected unstructured reports are gone through extraction process by selecting all the 

noteworthy attributes/features with the help of expert doctor opinion. After, these attributes 

are entered into MS SQL Server database which is used to store them for further processing. 
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Figure3.3: Manual Feature Extraction and conversionfrom unstructured (text) data 

to structured (tabular) data 
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To make stored data compatible with machine learning algorithms like k-means, k -medoids 

and decision tree models we made mapping tables in SQL Server against different features 

which helped us to convert structured data to numerical form as shown in figure 4.3 below. 

 
Figure3.4: Mapping Table of ‘Known Disease’ Attribute 

 

In the above figure3.4‘Patients_History’ table is presented that shows how the structured  

data is mapped with numerical form by replacing each value of different attributes i.e. 

attribute ‘Known_Disease1’ values Hypertension, Diabetes and SVCAD are replaced by 1, 2 

and 3 in the Patient_History table that are taken from ‘Known_Disease’ mapping  table. 

 

3.3.3DESCRIPTION OF DATABASE 

Theprepared heart disease data set consists of 300 records with 80 medical attributes. The 

data set consists of mixed attributes comprising both categorical, binomial and numeric da-

ta.The dataset was created in MS SQL Server 2008. A view is created joining all relevant 

tables that includes all important attributes. This view contained 80 attributes which were 

then imported to Microsoft® Excel 2010 for further processing. The description and values of 

some of the important attributes are stated in below table. 
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Table3.1: Description of Heart patients Database 

S#  Observation  Description  Values 

1  Age  Age in years  Continuous 

2  Gender  Subject gender  Male/Female 

3  Protocol  Procedure applied on the patient for 

diagnosis 

Adenosine Infusion 

Bruce protocol 

4  BMI  Body Mass Index  Continuous  

5  Known_Disease  Disease already present. Five main types: 

• Hypertension 

• diabetes 

• SVCAD 

• DVCAD 

• TVCAD 

6  MI_Type  Type of Heart attack in past  Four main types: 

• Anterior 

• Inferior 

• Lateral 

• Septum 

7  Angiography_Result  The disease diagnosed through angio‐

graphy 

Three main types 

• SVCAD 

• DVCAD 

• TVCAD 

8  2DEcho_EF  Ejection Fraction  Continuous 

9  2DEchoResult_Disease  The disease diagnosed through 2DEcho 

test. 

2 main types: 

• Hyperkinesia 

• Akinesia 

10  Patient_Complain  Complain of patient Five main types 

• Hypertension 

• chest pain 

• dyspnea 

• palpitation 

• fatigue 

11  Patient_Condition  Condition of patient before and after  Two main types 
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infusion • normal 

• abnormal 

12  Resting_ECG_Result  ECG Result  Five main types: 

• normal limits 

• T‐inversion 

• QS 

• RBBB 

• LBBB 

13  Heart_Rate  Heart Ratebefore infusion and maxi‐

mum achieved, Heart Rate baseline and 

peak exercise, measured in BPM 

Continuous 

14  Blood Pressure  Before and after Infusion and Resting 

and peak exercise,  

Both upper and lower limit  measured in 

mmHg 

Continuous 

15  Diagnosed_Complaint  Complaint/situation of patient diag‐

nosed after applying procedure. 

Two main types: 

• Defected 

• Ischemic 

16  LV_Condition  LV myocardium  Four main types: 

• good function 

• viable remaining 

• globally ischemic 

• poor function 

17  Defect size  Defected heart area size  From 1‐10 

18  Viable/Non‐Viable  Either the defect is viable or non‐viable  Viable:0 

Non‐viable:1 

19  Defect_Segment  Defected portion of heart Five types: 

• lateral 

• inferior 

• apex 

• Septum 

• Anterior 

20  LVEF  Left Ventricular Ejection Fraction  Continuous 
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Chapter 4 
 

PROPOSED CARDIAC DATA MINING APPROACH 
 

 

In this chapter we introduce our proposed framework for biomedical (cardiac) data mining: 

Extraction of significant patterns for predicting heart condition.The main aim of this research 

is to provide a compact biomedical data miningapproach based on prepared and pre-

processed data gathered from patient reports to help determine patterns and trends to improve 

decision making.So, in this chapter, we present a detailed description of our approach and 

explain that how we carried out pre-processing, categorization and pattern extraction tasks.  

 

4.1 PROPOSED FRAMEWORK 

The proposed framework provides a unifying vision of steps and methods used in cardiac 

data mining. The basic scheme for proposed framework constitutes three phases which are: 
 

1. Data Preparation 

2. Data Pre-processing 

3. Medical Data Mining 

 

 
Figure 4.1: Block diagram illustrating architecture of our proposed approach 

The figure 4.1 shows the basic architecture of our proposed approach. In first phase, patient 

medical reports are collected and a profound understanding was developed after detailed 
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study of patient’s medical reports and organizing meetings with medical experts.This step 

also helps to deeply understand the problem area and this deep knowledge can help the data 

mining resource to generate better information out of any Data Mining Algorithm. After, 

attributes/features are accessed and extracted manually keeping expert opinion in mind and 

the stop criterion conditional step determines whether the retrieved attributes are good/mature 

enough to proceed and they covers future reports as well. For this the extracted attributes are 

tested for conformance to an additional 30 new patient reports. In the second phase data pre-

processing is done and earlier collected attributes are also refined and important attributes are 

chosen. After data mining techniques like correlation, clustering and association rule mining 

is applied on final dataset. The analysis is done and the results are used to extract significant 

patterns/knowledge relevant to heart condition which can aid medical practitioners in making 

intelligent verdicts.Further, the selected k-means algorithm is compared with other clustering 

algorithm and performance is evaluated. 
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    Figure 4.2:  Framework of cardiac data mining 
The above figure 4.2illustrates steps during each phase of proposed approach. Following sec-
tions give a detailed understanding of each phase. 

Data Preparation 

 

 

Data Pre-Processing 

 

Data Acquisition and 
Understanding 
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structured Textual Re-

ports 
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tured data 
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Replace Missing values 
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Domain 
knowledge 
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nion 

Analysis & Interpretation 

Knowledge Discovery 

 Mined Patterns/Knowledge

Relevance Analysis 

Patient Reports 

Visualization 
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4.2 DATAPRE-PROCESSING 

Data Pre-processingis an important step in knowledge discovery process and consider as es-

sential building block of data mining. The real world data is almost useless without this.Data 

mining project success is dependent on how good the Extraction,Transformation and Load-

ing(ETL) process is carried out.Data Pre-processing which is part of ETL is basically the 

transformation of source data into a different format which ensure [21]:  

• Easy application of data mining algorithms. 

• Improves theperformance and effectivenessof mining algorithms. 

• Represents the data in easily understandable format for both humans and machines. 

• Supports faster data retrieval from databases. 

• Makes the data suitable for a specific analysis to be performed. 

After converting the data into structured and then numeric form, the collected data undergoes 

from different steps as there was some missing, erratic, and identical data that needs to go 

through from scrubbing and sifting in order to avoid the creation of misleading or incon-

gruous rules or patterns. These steps are: 

 

4.2.1 Data Cleaning 

Data Cleaningis mandatory because usually data sets don’t work without this. Data cleaning 

is performed in which missing values are replaced because many clustering algorithms don’t 

allow null data. So, the missing values in the structured data are replaced with a suitable val-

ue that is zero in our case in order to make the data compatible to data mining algorithm.The 

zero shows that the data is not present and it makes sure that every blank data element has the 

same meaning/answer. 

 

4.2.2 Data Type conversion 

Some attributes in the data set require data type conversioninto numeric as K-Means algo-

rithm can’t handle binomial, polynomial or nominal data.  And while nominal to numeric 

conversion an ordinal approach was considered for all variables mapping i.e. critical end nu-

merical values were assigned to ‘alarming situation’ that tends towards larger value and less 

critical end values were assigned to ‘less alarming situation’ that tends towards smaller value. 
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4.2.3 Data Normalization 

Data normalization is of different types. We have applied Min-Max Normalization to scale 

the attribute value into the specified range that is [0.0, 1.0]. It transforms a value A to B 

which fits in the range[C,D].The formula of this is given below: 

 

ܤ ൌ ሺ Aି୫୧୬୧୫୳୫ ୴ୟ୪୳ୣ ୭୤ A
 ୫ୟ୶୧୫୳୫ ୴ୟ୪୳ୣ ୭୤ Aି୫୧୬୧୫୳୫ ୴ୟ୪୳ୣ ୭୤ A 

ሻ כ ሺܦ െ ሻܥ ൅  (3)                       ܥ

 

Min-max normalization accomplishes linear transformation on the original data values and 

reserves the relationships between original data values. It is recommended so that all 

attributes can have equal impact on the computation of distances (i.e. Euclidean distance) 

[22].  

 

4.2.4 Remove Duplicates 

Removal of duplicate records is applied on the dataset on the basis of comparison of all 

records with each other. For this purpose, two records are considered duplicate if selected 

attributes in that contains the similar values. 

 

4.2.5Discretize by Binning 

Discretize by Binningis done to transform selected continuous numerical variables into user 

specified categorical so that the results using binned variables can be easily read and inter-

preted. For example Age feature was varying from 35 to 90. And after discussion with medi-

cal practitioners we divided the Age feature into two different categories. In the same way 

LVEF range was divided into three categories [23]. The below table shows the binning of 

continuous variables: 

Table 4.1: Binning of continuous numerical variables 

S#  Variable Name  Binning range 

1. Gender 0: MALE

1: FEMALE 

2. Age MATURE AGE<=50

OLD AGE= 50+ 

3. LVEF Normal LVEF: = 55‐70%

Near Alarming Stage LVEF:<55 

Extremely Alarming LVEF:<=35 
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4. BP‐BI‐UPPLIM NORMAL: 90‐130

Near Alarming Stage: 140‐160 

Extremely Alarming: >160 

5. BP‐BI‐LOWLIM NORMAL: 60‐80

ABNORMAL: ABOVE 80 AND BELOW 60 

6. HEARTRATE‐BI‐BPM NORMAL: 60‐100

ABNORMAL: BELOW 60 AND ABOVE 100 

7. RISK OF DISEASE 0: NO RISK

1: RISK 

8. BASELINE_HR NORMAL: 60‐100

ABNORMAL: BELOW 60 AND ABOVE 100 

9. RESTING_BP_UPP NORMAL: 120‐130

Near Alarming Stage: 130‐159 

Extremely Alarming Stage: >160 

10. RESTING_BP‐LOW NORMAL: 80 and <80

ABNORMAL: >80 

11. Is_Defected 0: NOT DEFECTED

1: DEFECTED 

 

By going through the above steps, the dataset is converted into a standardize form that is suit-

able for any data mining algorithm. The table below displaying Name, Type, Statistics, 

Range and Missing columns of attributes in our dataset shows that our data now becomes 

very clean with no missing, duplicate and inconsistent data so there is no need for further pre-

processing on data.    

 

 
Figure 4.3: Meta Data view of our dataset. 
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4.3RELEVANCE ANALYSIS /FEATURE SELECTION 

Feature selection is a task in which some of the original and irrelevant attributes are omitted 

to decrease computation time and achieve simplicity in representation.For that we analyzed 

the model produced by Rapid Miner as a result of k-means algorithm and noted the attributes 

which play the dominant role in results. The figure below shows the Centroid Plot view of the 

model.  

 

Figure 4.4: Centroid Plot view of K-means algorithm 

In addition, ‘weight by correlation’ is generated in Rapid Miner in which the weight of all 

attributes is computed using correlation. The weights are normalized in the range from 0 to 1. 

The attributes with higher weights are considered most relevant. The figure below shows the 

output of this process. 

 

Figure 4.5: Weight by Correlation 
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Further, keeping in mind the expert doctor’s opinion and extensive study, a comparative 

analysis of k-means was done with k-medoids, X-means, k-Means (fast) and DBSCAN to 

observethe leading attributes. The total attributes shortlisted are 24 as shown in table 

4.2below: 

Table 4.2: Attributes extracted by applying clustering algorithms 

Age 

Gender 

Protocol 

Known‐Disease 

HeartRate‐BI 

HeartRate‐MA 

BP‐BI‐upplim 

BP‐BI‐lowlim 

BP‐MA‐upplim 

BP‐MA‐lowlim 

Baseline‐HR 

PeakExercise‐HR 

Resting‐BP‐upplim 

Resting‐BP‐lowlim 

PeakExercise‐BP‐upplim 

PeakExercise‐BP‐lowlim 

First‐MI 

BMI 

2D‐Echo_EF 

Heart Part‐Condition 

LV‐Condition 

Defect‐Size 

Risk Factor 

LVEF 

 

4.4CORRELATION- MODELING 

Statistically-oriented in nature, correlation has seen increasing use as a data mining tech-

nique. The prepared dataset is retrieved in RapidMiner in order to check the correlation be-

tween attributes. Correlation isbasically a statistical measure of how strong the relationships 

are between attributes in a data set.The ‘Correlation Matrix Operator’ is used to calculate the 

correlation between all attributes of the input data set.The number of attributes selected to 

check correlation are 30 among the 80 total attributes. The figure below shows the process of 

correlation and the operators used to design the model. 
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Figure4.6:Correlation matrix process 

The correlation coefficient measures the linear relationship between two attributes or col-

umns of data. The value can range from -1 to +1 [24].  

A value [24]: 

• near 0 indicates little correlation between attributes. 

• near +1 or -1 indicates a high level of correlation. 

• positive correlation coefficient: an increase in the value of one attribute indicates in-

crease in the value of the other attribute. 

• negative correlation coefficient: value less than 0, an increase in value of one attribute 

shows decrease in the value of other. 

 

When process in Figure was run Correlation matrix was generated as shown in Figure 4.7 

below. 
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Figure4.7:Correlation matrix generated by RapidMiner 

 

4.5UNSUPERVISED LEARNING STRATEGY- CLUSTERING TECHNIQUE 

In Unsupervised Learning Strategy the data is unlabeled (no target attribute) and the purpose 

is to extract or discover information on the basis of understanding of input data only 

[25].Clustering is often called an unsupervised learningtask and it is one of the most used 

data mining techniques. This is used to find patterns in data by dividing the data into homo-

genous clusters. Clustering quality depends on maximizing the Inter-clusters distance and 

minimizing the Intra-clusters distance [26]. 

4.5.1K-MEANS CLUSTERING  

K-Means is the most popular unsupervised learning algorithm. It partitions the given data into 

k clusters [4][10][29]. 

• Each cluster has a cluster center, called centroid. 

• K is specified by the user. 

•  Given k, the k-means algorithm works as follows: 

1) Randomly choose k data points (seeds) to be the initial centroids, cluster cen-

ters. 

2) Assign each data point to the closest centroid. 

3) Re-compute the centroids using the current cluster memberships. 
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4) If a convergence criterion is not met, go to 2). 

4.5.2 ADVANTAGES OF THIS TECHNIQUE 

• K-means isfast and easy to understand/implementalgorithm.  

• It is widely used in medical, scientific and industrial applications to solve the cluster-

ing problem [11] [12].  

• This technique is used to get efficient and accurate results in diagnosing heart disease 

using real and artificial datasets [13].  

4.5.3K-MEANS CLUSTERING- MODELING 

K-means clustering is performed on our dataset comprising of 300 records with 100 medical 

attributes.This algorithm will cross-compare the data set in order to group it into specific 

clusters of related items. Analysis is done with the help of different tables and for better visu-

alization of clusters MS Office charts utility is utilized. This helps to identify the significant 

patterns for predicting heart disease and also classifying the patients in different groups. The 

figure4.8 below shows the basic flow of how k-means algorithm is applied in Rapid Miner. 

 

Figure4.8: K-Means Flow Diagram  

In figure4.6 the algorithm is run with k set to 6. K is a primary variable which tells the algo-

rithm to create the specified clusters.In order to ensure better consistency and high quality 

output results the max run is set to 10 and optimization steps are set to 100. As a result, there 

are two output connections produced by k-means clustering operator, the first one is the clus-
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tering model (K-Means algorithm learning) produced by Rapid Miner and the second is an 

example set in which cluster number is allocated to each row of data set. 

 

The choice of k value in k-means algorithm is vital in solving clustering problem effectively 

because the incorrect choice often leads to poor results. Several techniques are there to esti-

mate k value that are: rule of thumb, elbow method, information theoretic method and use 

Silhouette to estimate k [15]. 

We selected ELBOW techniqueusing ANOVA [16] to determine the optimal k by plotting no 

of clusters vs. the percentage of variance explained by the clusters. The number of clusters is 

chosen at the point where the marginal gain drops. K-mean clustering is performed for each 

value of k and Percent of variance is calculated. The formula for calculating Percent of va-

riance is as under: 

݁ܿ݊ܽ݅ݎܽݒ ݂݋ ݐ݊݁ܿݎ݁݌ ൌ  
∑ ∑ ሺ௑೔೙ି௑തሻమ ି∑ ∑ ሺ௑೔೙ି௑೙തതതതሻమಿ೙

೔సభ
ೖ
೙సభ

ಿ೙
೔సభ

ೖ
೙సభ

∑ ∑ ൫௑೔ೕି௑ത൯మಿ೙
೔సభ

ೖ
೙సభ

                        (4) 

K represents total number of clusters and N୬ is total number of items in the nth cluster. 

 

Figure4.9: No. of clusters vs. percentage of variance 

The figure4.9 shows the value of k is 6.Moreover, rather relying on ‘just a number’ obtained 

by elbow technique, the results of k-means are analyzed with different values of k and with 

k=6 the resulting clusters are found more meaningful with negligible overlapping as shown in 

figures below: 
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Figure4.10: Cluster vs. Protocol (Adenosine and Bruce)  

The x-axis in figure above shows cluster_id and y-axis shows patient protocol (Adenosine 

and Bruce). It’s clear from the figure that Cluster 0, 2 and 3 have patients which are treated 

with Bruce protocol and Cluster 1, 4 and 5 have all Adenosine induced patients. The figure 

also shows that Adenosine induced treated patients are more in number than bruce treated 

patients. 

 

Figure 4.11: Cluster vs. Gender 

The x-axis in figure above shows cluster_id and y-axis shows Gender attribute.The figure 

indicates that Cluster 1, 2 and 3 have only male patients, cluster 5 have only female patients 

and cluster 0 and 4 have both male and female patients. 

Euclidean distance is used to calculate thedistance from one data point to a mean/centroid. 

The Euclidean distance is the most popular similarity measure and the smaller value of this 
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shows greater similarity [32]. It is basically the length of the line segment connecting two 

point’s p and q that isሺ݌,  :ሻ. The formula of this is given belowݍ

݀ሺ݌, ሻݍ ൌ ݀ሺݍ, ሻ݌ ൌ ඥሺݍଵି݌ଵሻ2 ൅  ሺݍଶି݌ଶሻ2 ൅ ڮ ൅ ሺݍ௡ି݌௡ሻ2  ൌ  ඥ∑ ሺݍ௜ି݌௜ሻ2 ௡
௜ୀଵ     (5) 

Where d(p,q) and d(q,p) is the distance between p and q or q and p respectively.Further, the 

mean in the Euclidean space of each cluster is computed with the formula below: 

௝݉ ൌ ଵ
|஼ೕ|

∑ ௜ݔ
.
௫೔ א ஼ೕ                   (6) 

Where |ܥ௝| is the number of data points in clusterܥ௝. 

The Centroid table generated by cluster model showing the summary of centroid/mean of all 

attributes in 6 clusters is given below: 

 

Figure4.12: Centroid Table showing mean/centroid of each cluster 
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The above figure displays the summary of each cluster. It gives the centroid/mean of each 

cluster and attribute which helps to define the criteria of the clustering algorithm to find the 

given cluster. This can also help to predict the cluster of an unknown data element besides 

build a basic understanding of your own data set. Thefigure above shows that the centroids of 

almost all attributes are close to each other which mean that the data iswell evenly distri-

buted. 
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Chapter 5 
 

CORRELATION & CLUSTERING – RESULTS AND INTERPRETATIONS 

5.1 CORRELATION –RESULTS AND CONCLUSIONS 

Some important facts revealed from results of ‘Model of Correlation matrix’ are: 

• Age and Heart_Rate attributes are slightly negatively correlated with each other 

which means that with the increase in age the Heart_Rate is going to decrease i.e. 

tends toward abnormal range that is below 60. 

• Age and Blood_Pressure attributes are positively correlated with each other which 

means that with the increase in age the Blood_Pressureis going to increase i.e. tends 

toward near alarming and extremely alarming stages. 

• Age and Defect_Size attributes are positively correlated with each other which mean 

that greater age people are showing larger size Defect in some heart portion. 

• Age and LVEF attributes are negatively correlated with each other which that means 

with the increase in age the LVEF is going to decrease i.e. i.e. tends toward near 

alarming and extremely alarming stages. 

• The Gender and BMI attributes are slightly positively correlated with each other 

which indicate that female patients show somewhat greater BMI as compared to male 

patients. 

• Gender and LVEF attributes are slightly positively correlated with each other which 

indicate that female patients tend towards increased LVEF i.e. normal stage. 

• LVEF and IsDefected attributes are slightly negatively correlated with each other 

which means that with the increase in LVEF (tends towards normal) the IsDefected(0: 

not defected and 1: defected) is going to decrease i.e. tends toward not defected. This 

indicates that people with no defect in heart part has somewhat normal LVEF range. 

• Heart_Rate before Infusion (BI) and Heart_Rate Maximum achieved (MA) are highly 

positively correlated with each other, same is the case with Baseline_Heart _Rate and 

PeakExercise_Heart_Rate. 

• Blood_Pressure before Infusion (BP_BI) and Blood_Pressure Maximum achieved 

(BP_MA) are highly positively correlated with each other, same is the case with Rest-

ing_ Blood_Pressure and PeakExercise_Blood_Pressure. 



 

37 
 

• Defect_Size, Defect_Via/NonVia, Is_Defected attributes are all negatively correlated 

with Heart_Rate and Blood_Pressure related attributes which means that defected 

people tend towards abnormal Heart_Rate and Blood_pressure ranges. 

 

5.2 CLUSTERING –RESULTS, VISUALIZATION AND CONCLUSIONS 

After applying K-Means algorithm on the final dataset, Rapid Miner generates an example set  

(cluster_ID attached with each row of data set) and Cluster Model (report of algorithm learn-

ing)as shown in figure below.  

 

Figure5.1: Dataset illustrating Row No. with cluster id  

The figure 5.1 displays the raw data with the addition of two new columns: ‘id’ and ‘cluster’. 

The ID column is basically a replicated Row Number column. The key results are stored un-

der cluster column which shows that every row has been classified into a cluster. It’s clear 

from figure 8 above that actually K Cluster ID’s are assigned to 300 different records where 

each value of K represents cluster number. Now every row of data set has been classified into 

a cluster. After this, analysis and visualization techniques can be applied using Rapid Miner.  

Now next part is to visualize these clusters and making these results understandable by medi-

cal practitioner. There are many ways for visualizing these clusters but we took help of Mi-

crosoft excel to visualize hidden patterns.First of all the following cluster frequency distribu-

tion was observed after K-Means algorithm scoring over 300 records. 
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TABLE 5.1: FREQUENCY DISTRIBUTION OF CLUSTERS 

Cluster # PERCENTAGE_DISTRIBUTION 

Cluster 0 12% 

Cluster 1 3% 

Cluster 2 15% 

Cluster 3 17% 

Cluster 4 31% 

Cluster 5 22% 

Complete Base 100% 

It’s very clear from the above table that cluster number 3, 4 and 5 are the top three clusters 

identified by K-Means Clustering.  

After that a knowledge enriched report was build which was portraying percentage contribu-

tion of each attribute to every cluster. For example in figure5.2 below Cluster 1 and 2 and 3 

areBruce protocol treated while Cluster 3 and 4 and 5 areAdenosine protocol treated patients. 

 

Figure5.2: Percentage of Adenosine vs.Bruce protocol patients 

Among the 1500 patient records, the female percent is only 28% while male is of 72% which 

confirms the risk factor mentioned in [18] that male gender has more chances to get heart 

problem. Besides, the results in table also show that only 28% are mature patients while 72% 

are patients with more than 50+ age which shows that the chances of getting heart problem 

increases with the age [18]. For better understanding of results a sample data is copied below. 

TABLE 5.2: PERCENTAGE OF MATURE VS OLD AGE PATIENTS 
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Cluster #  MATURE AGE OLD AGE 

Cluster 0 44% 56% 

Cluster 1 0% 100% 

Cluster 2 29% 71% 

Cluster 3 17% 83% 

Cluster 4 30% 70% 

Cluster 5 13% 87% 

Complete Base 28% 72% 

 

After making above referenced percentage matrix for all features used in training dataset, 

Microsoft Charts facility was used to visually explain the clusters so that human mind can 

easily visualize categories and extract features out of these clusters. There are many type of 

charts available in Microsoft Office, we used Radar Charts to visualize the clusters. The me-

thodology used to visualize clusters is simple. The percentage distribution of different fea-

tures within 300 records and within a particular cluster is compared. 

 

In below chart there are two types of behaviors captured one with maroon line and other one 

with blue line. The blue line describes the behavior of a particular cluster and maroon line 

represents the behavior of complete training set. It’s very clear from visualizing the chart that 

there is some dimension which strongly deviates from training set percentage contributions. 

The radar chart below depicting trend in cluster 0 depicts that it contains 44% male and 56% 

female patients, 31% came with the chest pain complain. This cluster has nominal past heart 

attack history with no defected and ischemic patients. That’s why 81% patients have normal 

LVEF value so this cluster can be named as Bruce protocol treated normal patients cluster. 
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Figure 5.3: Radar Chart showing trend in Cluster 0 

The radar chart below showing trend in cluster 1 shows that this is purely old age male pa-

tients cluster. 67% patients in this cluster have CAD while the total percentage of CAD is 

9%. This cluster has 100% defected people that’s why extremely alarming and near alarming 

LVEF is dominating in this cluster. 
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Figure5.4: Radar Chart showing trend in Cluster 1 

The radar chart below showing trend in cluster 2 shows that this is purely bruce protocol 

treated male patients cluster. The old age hypertension patients are dominating here. Chest 

pain attribute is 33% here while the total percentage of this is 22%. Almost 50% patients are 

those with ischemia disease but normal and near alarming LVEF are dominating in this clus-

ter. 
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Figure5.5: Radar Chart showing trend in Cluster 2 

The radar chart below presenting trend in cluster 3 shows that this is purely adenosine in-

duced protocol treated female patients cluster of which 83% are of old age i.e. above 50 

years. The hypertension and chest complain is dominating in this cluster but no ischemia, 

defected or past heart attack history patients. 75% are patients with normal LVEF and rest has 

near alarming LVEF. So after reviewing the discussed features we can easily depict that clus-

ter3 only contains Female patients those who have reported about hypertension and chest 

pain and have Normal Heart Rate. And using these deviation’s insights we can also name this 

cluster to further make the cluster easily understandable by medical practitioners. 
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Figure5.6: Radar Chart showing trend in Cluster 3 

Similarly, the radar chart next shows that cluster 4 has 86% male and 14% female patients. 

Also 70% of them are old age and 30% are of mature age.and 76%. The total percentage of 

anterior MI patients is 25% while in this cluster almost 50% patients have past anterior heart 

attack history and 26% have other types of heart attack history i.e. inferior, anterolateral, 

AWMI. The ‘Defected’ feature shows that total defected rate is 33% while this cluster has 

98% patients who has either viable or non-viable defect in some portion of heart. That’s why 

the percentage of extremely alarming and near alarming LVEF is dominating here. This clus-

ter can be called critical patients cluster. 
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Figure5.7: Radar Chart showing trend in Cluster 4 

Similarly, the radar chart next portray that cluster 5 is purely adenosine protocol treated male 

patients cluster. 87% of them are of old age i.e. above 50 years. The hypertension and diabe-

tesfeature is dominating here with 45% hypertension and 35% diabetespatients. This cluster 

also has 45% anterior past heart attack feature leading with 65% ischemia disease affected 

people. This cluster has a mix of extremely alarming, near alarming and normal LVEF 

people.  
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Figure5.8: Radar Chart showing trend in Cluster 5 

 

5.3 CLUSTER LABELING 

In the same way, above explained exercise to visualize clusters and to extract the dominated 

features was applied toall clusters in order to note the trend and give unique descriptive name 

to those clusters.  The below mentioned table describes the summary of complete exercise. 

TABLE 5.3: CLUSTER NAMING 

Cluster #  CLUSTER LABEL 

Cluster 0 Bruce Protocol treated Normal patients

Cluster 1 Bruce Protocol treated old aged Males, Defect in heart part. Low 

LVEF‐ Critical patients 

Cluster 2 Bruce Protocol treated Males with ischemia disease

Cluster 3 Adenosine Protocol treated old aged Females, Normal Heart rate, 

Hypertension  patients, Chest complain, Normal LVEF 

Cluster 4 Adenosine Protocol treated, Past Heart attack history, Defect in heart 

part, Low LVEF ‐ Critical patients 
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Cluster 5 Adenosine Protocol treated old aged Males with ischemia disease, 

Hypertension  and diabetespatients, Low LVEF ‐ Critical patients 

 

5.4COMPARISON WITH CLUSTERING ALGORITHMS 

After extraction of patterns, a comparison of k-means with other clustering algorithm is done 

on the basis of various internal evaluation indexes. These indexes/methods can help human 

mind to interpret best the clustering results.  

5.4.1CLUSTERING ALGORITHMS 

5.4.1.1 K-MEANS FAST 

This algorithm is faster than the standard k-means algorithm especially on data sets with up 

to 1000 dimensions and larger value of k. When k value becomes greater than 20then this 

implementation of k-means becomes much faster than the standard k-means algorithm [34]. 

 

5.4.1.2 X-MEANS 

This algorithm is an extension of k-means with the capability to cater k-means shortcomings 

of scaling poorly computationally and user overhead to provide no of clusters. This imple-

mentation is capable of searching the space of cluster locations efficiently andestimating the 

no. of clusters itself. The author proved by experiments that this algorithm will estimate the 

number of clusters correctly and is faster than repetitively applying k-means with different k 

values [34]. 

5.4.1.3 K-MEDOIDS 

This algorithm is a classical partitioning technique to cluster the data set in to k clusters spe-

cified by user. This algorithm has properties similar to k-means but in this each centroid cho-

sen is a data point rather than mean [28].  

5.4.1.4 DBSCAN 

This algorithm is a density based clustering technique. It finds no of clusters starting from 

assessed density distribution of corresponding nodes. It does not require user knowledge to 

specify no of clusters [29]. 

5.4.2 INTERNAL EVALUATION INDEXES 
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The internal evaluation indexes on the basis of which comparison is done are: 

5.4.2.1 DAVIES–BOULDIN INDEX 

The smallest value of this index implies low inter-cluster similarity and high intra-cluster si-

milarity. Hence, the algorithm that produces the lower value of this is considered the best on 

the basis of this criterion [30]. A snapshot of this index calculated in Rapid Miner is attached 

in figure below: 

 

Figure5.9: Davies Bouldin index  

5.4.2.2 SILHOUETTE INDEX   

Silhouette index value indicates the separation and firmness of the clusters. This value ranges 

between -1 and 1. A value near 1 show that data is consigned most suitable cluster [31]. A 

snapshot of this index calculated in Rapid Miner is attached in figure below: 

 

Figure5.10: Average Silhouette index 
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5.4.2.3 CLUSTER DENSITY OPERATOR 

This performance operator is used for evaluation of centroid based clustering algorithms. The 

smallest value of this operator indicates better clustering solution [30]. A snapshot of this 

index calculated in Rapid Miner is attached in figure below: 

 

Figure5.11: Cluster Density Operator 

5.4.2.4 AVG. WITHIN CENTROID DISTANCE 

The performance is delivered on the basis of cluster centroids by calculating avg. between the 

centroids and all cluster examples. The smallest value of this shows better clustering results. 

A snapshot of this index calculated in Rapid Miner is attached in figure below: 

 

Figure5.12: Avg. within centroid distance 

5.4.2.5 SUM OF SQUARES ITEM DISTRIBUTION 

This operator evaluates clustering results based on distribution of examples. When the algo-

rithm gives equal distribution of examples in resulting clusters this value lean towards  1/no. 

of clusters [31]. A snapshot of this index calculated in Rapid Miner is attached in figure be-

low: 
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Figure5.13: Sum of squares item distribution 

Table 5.4: Clustering algorithms performance evaluation 

Evaluation crite‐

ria 

k‐Means  k‐Means(fast) k‐Medoids X‐Means  DBSCAN

Davies–Bouldin  ‐1.760  ‐1.760 ‐1.488 ‐1.760 N/A 

Silhouette index    0.415  0.415  0.420  0.415  0.482 

Cluster Density   48.841   48.841   54.370   48.841   169.598 

Sum of squares  0.200  0.200  0.221  0.200  0.527 

Avg. centroid 

distance  

1.360  1.360 

 

2.075 

 

1.360  N/A 

 

The result of above table 5.4 shows that k-means, k-means (fast) and X-means are similar in 

performance on our dataset with respect to all above described cluster validity indexes. Also 

these are better in performance as compared to k-medoids and DBSCAN with respect to all 

validity indexes except Silhouette index. DBSCAN performs very poor in terms of cluster 

density and sum of squares item distribution while k-medoids is better than DBSCAN with 

respect to these two indexes. 

 

5.5 ASSOCIATION MINING –MODELING AND RESULTS  

The purpose of the study is to discover the relationship between different attributes to aid in 

decision making. Now next step is to identify any worthwhile rules that might be helpful in 

establishing inferences about other attributes.  
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5.5.1 Data Preparation 
 
In order to dig out any potential rules, we have to rehash our basic data suite for rule-hunting. 

There are potentially infinite ways we can rehash primary data to explore for hidden rules but 

considering simplicity and scalability; we will rehash only selected attributes erstwhile.  

As our dataset consists of continuousnumerical and categorical attributes so in order to apply 

association rule modeling the data must be converted to binomial form.For this purpose han-

dling of continuous numeric attributes is done through discretize by binningand converting 

them into categorical as discussed in heading 4.4. After that categorical attributes are trans-

formed into binomial so that existing rule mining algorithms can be applied to the data 

set.Categorical attributes are converted into binomial by picking as manynew “items” as the 

number of distinct attribute-value pairs as discussed in [38] andwith the help of tables 3.1and 

4.1. 

 

5.5.1.1 Rehashing Age: Age is a continuous numeric attribute with minimum value of 35 

 and maximum value of 81 and no missing values. We de-normalized and broke this 

 attribute into two attributes naming: OLD AGE and MATURE AGE.Range qualify

 ing MATURE AGE is 50 and below and OLD AGE is 50 above. 

 

5.5.1.2 Rehashing Gender:Gender is symmetric binary attribute which is handled by  

 replacing itwith two asymmetric binary variables namely Male and Female. 

 

5.5.1.3 Rehashing Protocol :Protocol isa categorical variable with two distinct categories. 

 So we de-normalized and broke this attribute into two attributes naming: Bruce Proto

 col Treated and Adenosine Protocol Treated. 

 

5.5.1.4 Rehashing Known_Disease :Known disease is a categorical variable with three dis

 tinct values. It is de-normalized and broken into three attributes naming: 

 Hypertension, Diabetes and CAD. 

 

5.5.1.5 Rehashing Patient Condition: Patient Condition is a categorical variable with three  

 distinct values. It is de-normalized and broken into three attributes naming:  

 is_Ischemic and is_Defected. 
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5.5.1.6 Rehashing LVEF: LVEF is a continuous numeric attribute with minimum value of  

18 and maximum value of 71 and no missing values.  We de-normalized and broke  

 this attribute  into three attributes naming:LVEF_Normal, LVEF_NearAlarmingand 

 LVEF_ExtremeAlarming. 

 

5.5.2 ASSOCIATION RULES- MODELING & RESULTS 

De-normalizing in fashion described yields 20 regular attributes. All attributes are prepared 

using MS SQL Server 2008 and then imported in MS Excel. Figure below identifies the 

source for data preparation. 

 

Figure 5.14: Data preparation in MS SQL Server 2008 for association rule generation 

Further, the data is imported and retrieved in Rapid Miner for further analysis. Frequency 

Pattern Growth (FP-Growth) operator is now used on data stream to identify frequencies with 

minimum support kept to 0.3 to involve infrequent items also.Frequency pattern analysis is an 

essential element in mining of association rule. On frequency port data stream we apply ‘Create 

Association Rule’ operator to identify association rules. The item port is also attached to re-

sults port in order to review frequent item list. See Figure 5.6 below. For extracted results 

minimum confidence is set to 0.8. 
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Figure 5.15: Association Rule Flow Diagram 

 

Figure 5.16: FrequentItemSet (FP-Growth) output  

Figure above shows FP-Growth output in which the No. of sets identified is 70. With a 240 

records dataset total of 292 rules are generated with 20 attributes when min. confidence is set 

0.8.Same process was repeated several times with variety of confidence and support. Figure 

5.11 identifies association rules using same 20 attributes dataset but now the minimum confi-

dence is set to 0.5. It is noted that by decreasing the confidence threshold to 0.5the rules ex-

tracted are 1406. 
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Figure 5.17: Total no. of rules generated with minimum confidence set to 0.5. 

5.5.3 ASSOCIATION RULES – EVALUATIONS AND INTERPRETATION 

Tremendous amount of data excavation was done and large numbers of rule cum attribute 

combinations were generated. However, it further requires a mining process to gain intelli-

gence out of these outputs. So, in order to further enhance rule evaluation quality RakeshA-

garwal [37] and J.Malar Vizhi1 [38] work was considered. For rule selection factors like sup-

port, confidence, lift, completeness, interestingness and comprehensibility measures were 

selected as benchmarking tools. Definition and formulas of each of these is included as Ap-

pendix A.1. Besides, domain knowledge are also required along with objective factors em-

ployed by data mining algorithms to decide whether a rule is genuinely interesting in a spe-

cific domain or not.  

5.5.3.1 EVALUATING THE QUALITY OF A RULE 
 
As many rules are generated with different confidence and support values but these two fac-

tors are not enough to gauge the power of an association rule. So to further shortlist the rules 

other quality measures such as completeness, interestingness, lift and comprehensibility are 

taken into consideration.Now our next step is to evaluate rules on the basis of these quality 

measures and domain knowledge to select top rules.The table below displays the statistics 

values calculated for different rules using the definitions and formulas in Appendix 1. For 

quality measures formulascalculation we took help of SQL queries. 
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Table 5.5: Evaluation of Rules on basis of quality measures 

# Association Rule  

Antecedent  Consequent 

 

Accuracy 

 

Support 

 

Lift  

 

Completeness 

 

Interes-

tingness 

 

Comprehen-

sibility 

1 Gender=Male, MI_History 
OLD_AGE 

86% 32% 1.457 54% 24 0.5 

2 Angiography_Normal, Gender=Male 
OLD_AGE 

80% 33% 1.355 82% 38 0.5 

3 Adenosine_Protocol, Hyperten‐
sion Diabetes 

84% 33% 1.734 67% 33 0.5 

4 Adenosine_Protocol, Gender=Female
Hypertension 

83% 31% 1.954 76% 33 0.5 

5 Gender=Female MATURE_AGE 73% 30% 1.781 73% 31 0.63 

6 MATURE_AGE  
2DEcho_NotPerformed, LVEF_Normal 

74% 30% 2.001 82% 36 0.79 

7 Adenosine_Protocol, 
LVEF_Normal Gender=Female 

90% 31% 2.172 73% 39 0.5 

8 Gender=Female  
Adenosine_Protocol, Hypertension 

83% 31% 1.906 88% 43 0.79 

9 Hypertension LVEF_Normal 84% 31% 1.615 83% 45 0.63 

10 LVEF_Normal Angiography_Normal 77% 35% 1.052 68% 27 0.63 

11 MI_History  
Adenosine_Protocol, OLD_AGE 

78% 32% 1.653 74% 34 0.79 

12 Gender=Male OLD_AGE 81% 47% 1.382 81% 31 0.63 

13 2DEcho_NotPerformed, 
LVEF_Normal Gender=Female 

84% 31% 2.047 75% 37 0.5 

14 Is_Defected Gender=Male  93% 31% 1.595 65% 36 0.63 
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15 LVEF_Normal, MATURE_AGE  
2DEcho_NotPerformed 

95% 30% 2.004 72% 46 0.5 

16 Angiography_Normal, Diabetes  
Adenosine_Protocol 

96% 36% 1.179 44% 13 0.5 

17 Diabetes, Hypertension  
Adenosine_Protocol 

96% 32% 1.175 76% 42 0.5 

18 Hypertension, Gender=Female 
Adenosine_Protocol 

94% 30% 1.156 64% 36 0.5 

19 2DEcho_NotPerformed, Hyperten‐
sion Adenosine_Protocol 

94% 30% 1.156 64% 36 0.5 

20 2DEcho_NotPerformed, Gend‐
er=Female Adenosine_Protocol 

91% 30% 1.111 64% 35 0.5 

21 Adenosine_Protocol, Diabetes  
Angiography_Normal 

87% 40% 1.071 79% 39 0.5 

22 Gender=Female Hypertension  88% 36% 1.849 86% 45 0.63 

23 Hypertension Diabetes  80% 34% 1.655 69% 32 0.63 

24 2DEcho_Performed, MI_History 
‐ LVEF_ExtremeAlarming 

71% 30% 2.243 62% 30 0.5 

25 Adenosine_Protocol, Gender=Male, 
Is_Defected LVEF_ExtremeAlarming 

77% 31% 2.257 53% 22 0.43 

26 Diabetes, Gender=Female, 
MATURE_AGE Adenosine_Protocol 

100% 26% 1.221 50% 30 0.43 

27 Diabetes, MATURE_AGE Hypertension 98% 26% 2.330 63% 36 0.5 

28 OLD_AGE, Gender=Male, Diabetes, 
2DEcho_Performed,LVEF_ExtremeAlarmi
ng Is_Defected, CAD 

82% 21% 6.369 93% 24 0.52 

29 Diabetes, 2DEcho_NotPerformed, 
MATURE_AGE  
Hypertension, Gender=Female 

100% 25% 3.093 78% 40 0.61 

30 Diabetes, LVEF_Normal, Gend‐
er=Female Hypertension 

100% 25% 2.367 60% 35 0.43 
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In the same way, above mentioned measures are calculated for all the remainingrules as well. 

The above table shows that there are many rules having good accuracy, completeness and lift 

values. Based on the values of these quality measures only top 10% potentially reliable and 

interesting association rules having accuracy above 80%, lift above 1, completeness above 

60%, support and interestingness above 30% are selected for further interpretation.The inter-

pretation of some among the top 10% rules is: 

 Interpreting Rule 6 

Antecedent A LVEF_Normal, MATURE_AGE 

Consequent C 2DEcho_NotPerformed 

Statistics Accuracy=96%, Coverage=34%,  Lift=2.004, Complete-

ness=72%, Interestingness=41, Comprehensibility=0.5, A-

Locations=83, C-Locations=111, AC overlap=80 

Interpretation The mature age patients having age less than 50 and LVEF in 

normal range that is above 55 is likely to have 2D Echo test not 

performed with an accuracy of 96%. 

 

 Interpreting Rule 13 

Antecedent A 2DEcho_NotPerformed, Hypertension 
 

Consequent C Adenosine_Protocol 
 

Statistics Accuracy=94%, Coverage=30%,  Lift=1.156, Completeness= 

64%, Interestingness=36,Comprehensibility=0.5, 

 A-Locations=75, C-Locations= 110, AC overlap=71 

Interpretation Those hypertension patients who have 2D Echo test not per-

formed is likely to be treated with Adenosine Infusion protocol. 

 
 Interpreting Rule 52 

Antecedent A 2DEcho_Performed, MI_History 

Consequent C LVEF_ExtremeAlarming 

Statistics Accuracy=71%, Coverage=30%,  Lift=2.257, Complete-

ness=62%, Interestingness=30, Comprehensibility=0.5, 

A-Locations=41, C-Locations=66, AC overlap=41 
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Interpretation The patients who don’t have 2D echo test performed and have 

past heart attack history (interior, inferior etc.) are likely to have 

LVEF in extreme alarming stage that is lower than 30. 

 
 Interpreting Rule 113 

Antecedent A Gender=Male, MI_History 

Consequent C OLD_AGE 

Statistics Accuracy=86%, Coverage=32%,  Lift=1.457, Completeness=54, 

Interestingness=24, Comprehensibility=0.5, A-Locations=86, C-

Locations=137, AC overlap=74 

Interpretation Those male patients who have past heart attack history (anterior, 

inferior etc.) are likely to be greater than 50 years in age. 

 
 Interpreting Rule118 

Antecedent A Adenosine_Protocol, LVEF_Normal 
 

Consequent C Gender=Female 

Statistics Accuracy=89%, Coverage=30%,  Lift=2.172, Complete-

ness=73%, Interestingness=39, Comprehensibility=0.5, A-

Locations=79, C-Locations=96, AC overlap=71 

Interpretation Those patients who are treated with Adenosine protocol and 

their LVEF range is normal that is above 55 are likely to be fe-

male patients. 

 
 Interpreting Rule 98 

Antecedent A Hypertension 

Consequent C Diabetes 

Statistics Accuracy=80%, Coverage=34%, Lift=1.655, Completeness=69%,  

Interestingness=32, Comprehensibility=0.63, A-Locations=98,  

C-Locations=113, AC overlap=79 

Interpretation The hypertension patients are also diabetic with the confidence of 80%. 

 

 Interpreting Rule 366 

Antecedent A Diabetes, LVEF_Normal, Gender=Female 



 

58 
 

Consequent C Hypertension 

Statistics Accuracy=100%, Coverage=25%, Lift=2.367, Completeness=60%,  

Interestingness=35, Comprehensibility=0.43, A-Locations=59,  

C-Locations=98, AC overlap=59 

Interpretation The patients whose LVEF range is normal that is above 55 their angio-

graphy result is also normal. 

 

 Interpreting Rule 344 

Antecedent A Diabetes, MATURE_AGE 

Consequent C Hypertension 

Statistics Accuracy=98%, Coverage=26%, Lift=2.330, Completeness=63%,  

Interestingness=36, Comprehensibility=0.5, A-Locations=63,  

C-Locations=98, AC overlap=62 

Interpretation The mature age (i.e. age less than 50) diabetic patients are likely to 

have hypertension disease with an accuracy of 98%. 

 

 Interpreting Rule 189 

Antecedent A Gender=Male, Is_Defected 

Consequent C MI_History 

Statistics Accuracy=86%, Coverage=26%, Lift=2.125, Completeness=73%,  

Interestingness=36, Comprehensibility=0.5, A-Locations=72,  

C-Locations=94, AC overlap=62 

Interpretation The male patients having defect in heart part is likely to have MI histo-

ry in the past with an accuracy of 86%. 

 

It is noted that with artificial datasets lots of rules can be generated with good confidence and 

support but with real life datasets usually limited numbers of rules are extracted with high or 

moderate levels of confidence, supportand completeness measures possibly due to lots of 

missing values in records of dataset. 
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5.6EXTRACTED PATTERNS 

Based on the deep analysis of correlation, clustering and rule mining results, some 

significant patterns are extracted that can aids in heart condition prediction. These are 

stated below: 

 

 The greater no of male patients in dataset indicates that male gender is 

more prone to get heart attack and heart problem. 

 The results show that young people who are generally under 35 years are 

not risky and do not have the chance to get a heart attack. 

 The greater no of Hypertension and diabetes patients indicate that this 

disease has an important role in heart problem. 

 Patients with some kind of heart problem have chest pain and dysphonia 

as common complain. 

 Patients with past Heart attack (MI) history=> abnormal BP => defect 

in heart part=> low LVEF => Risk of CAD  => Risk of MI 

 Patients having previous MI history has more chance to get heart attack. 

 The most common type of MI found is anterior MI. 

 Patients with Hypertension and diabetes disease => ischemia dis-

ease=>low LVEF=> Risk of CAD => Risk of MI  
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Chapter 6 
 

CONCLUSION AND FUTURE WORK 

Healthcare organizations have huge datasets that comes from assorted sources. That data is 

not always suitable in structure or quality. Medical analysis is a significant but difficult task 

that ought to be accomplished precisely and proficiently and its computerization would be 

very expedient and beneficial. 

6.1 ACHIEVEMENT OF THIS RESEARCH 

The achievement of this research is as follows: 

• Heart patient dataset design which can be used in further research. 

• Applied data mining techniques on thepre-processeddataset to extract useful features 

and patterns that aids in effective heart condition prediction. 

• Reporting of the results is done in which trend in different clusters is noted which can 

give quick knowledge to doctors in predicting the future behavior of patients. For ex-

ample, if old age male patient comes with hypertension and diabetes disease, then it is 

more likely that he may have ischemia disease and a low LVEF value. The chance of 

him to be critical is more. 

• Association Rule mining are applied to determine association between attributes and 

inferences are made. 

• Comparison of selected k-means technique with other clustering algorithms is done 

with respect to internal evaluation indexes.. 

• The proposed framework can be utilized for mining unstructured data in other health 

care centers. 

6.2 BENEFITS OF THE RESEARCH 

The benefits of this research are as follows: 
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• The outcomes of the study help medical practitioners and researchers to take precau-

tionary measures to deal with the type of heart attack, disease and complain occurring 

more in patients. 

• Besides, these could be very productive and expedient for doctors to diagnose patients 

in a better and efficient way and also helps them in the field of medicine research. 

6.3 FUTURE WORK 

The future work of the research can be: 

• The results of the study can be further improved by investigating other clustering al-

gorithms and by improving the data pre-processing techniques. 

• Other data mining techniques i.e. Association rules and Time series can also be incor-

porated. 

• Text mining technique can be applied to mine the huge unstructured data in hospitals. 

• Integrate data mining and text mining. 

• Using the same dataset to explore the reason, solution and precautionary measures of 

specific type of complain, disease and problem occurring in specific type of patients. 

• To implement an expert system that would predict the probability of patient being 

critical state using regression and neural networks algorithms and these extracted pat-

terns. 
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Figure 6.1: Heart Condition Prediction system as future work 

Appendix A.1 

PERFORMANCE MEASURES - DEFINITIONS* 

Confidence/ Accuracy 

Confidence is a measure of strength of the association rules. Let a rule be of the form: IF A 

THEN C, where A is the antecedent and C is the consequent (predicted class). A very simple 

way to measure thepredictive accuracy of a rule is to compute the so-called confidence factor 

(CF) of the rule,defined as: 

 CF = |A & C| / |A| = AC-Overlap / A-Locations * 100  

Where |A| is the number of examples satisfying all the conditions in the antecedent A and |A 

& C|is the number of examples that both satisfy the antecedent A and have the class predicted 

by theconsequent C. For instance, if a rule covers 10 examples (i.e. |A| = 10), out of which 8 

have theclass predicted by the rule (i.e. |A&C| = 8) then the CF of the rule is CF = 80%. 

Support/ Coverage 
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Support(s) of an association rule is defined as the percentage/fraction of records that contain 

X׫Y to the total number of records in the database. 

Support = |A & C| / N 

Where N is the total number of transactions in the dataset and |A & C|is the number of exam-

ples that both satisfy the antecedent A and have the class predicted by theconsequent C. 

Lift 

The Lift factor, is a ratio of Confidence / Expected Confidence and measures theoverall rule 

strength.A lift value greater than 1 indicates there is a positive association, whereas a value 

less than 1 indicates there is a negative association. 

Completeness 

We can now measure the predictive accuracy of a rule by taking into account not only its CF 

butalso a measure of how “complete” the rule is, i.e. the proportion of examples is, having 

thepredicted class C that is actually covered by the rule antecedent. The rule completeness 

measureis computed by the formula: 

     Completeness = |A & C| / |C| 

Where |C| is the number of examples satisfying all the conditions in the consequent C and |A 

& C|is the number of examples that both satisfy the antecedent A and have the class predicted 

by theconsequent C. For instance, if a rule covers 10 examples (i.e. |C| = 10), out of which 5 

have theclass predicted by the rule (i.e. |A&C| = 5) then the Completeness of the rule is = 

50%. 

Interestingness 

The ruleinterestingness measure is computed by the formula: 

 Interestingness= |A&C| - (|A|*|C|)/N= AC-Overlap - (A-Locations * C-Locations / N) 

Where |A&C| is the number of examples that both satisfy the antecedent A and have the clas-

spredicted by the consequent C minus the product of |A| is the number of examples satisfying 

allthe conditions in the antecedent A and |C| is the number of examples satisfying all the con-

ditionsin the consequent and N is the total number of examples in the dataset. 

Comprehensibility 
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In association rule mining if the number of conditions involved in the antecedent part is less, 

the rule is more comprehensible. We therefore require an expression where the number of 

attributes involved in both the parts of the rule has some effect. The following expression can 

be used to quantify the comprehensibility of an association rule 

Comprehensibility = log(1+ | C |) / log(1+ | A ׫ C |)  

Here, | C | and | A ׫ C | are the number of attributes involved in the consequent part and the 

total rule, respectively. 
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