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ABSTRACT 

Early diagnosis of Diabetes is important as it reduces the chances of related complications to 

arise. Swarm Intelligence is being widely used for medical diagnostic purposes. Many classifiers 

are being optimized by Swarm Intelligence techniques to reduce the cumbersome procedure of 

defining complex rules and frameworks. Cuckoo Search is a recently developed algorithm which 

uses the concept of Swarm Intelligence. Cuckoo Search mimics the brooding behavior of some 

Cuckoo species. Cuckoo Search is enhanced by Levy Flights which follows Levy distribution. 

Fuzzy Reasoning Model represents some expert knowledge via simple linguistic rules. This 

makes the system more understandable. Employing Fuzzy Reasoning Model to represent a 

system for diabetes diagnosis will help an expert who has to consider a large number of factors 

before making a decision. In this way human error will be minimized.  

Objective of this thesis is to employ Fuzzy Reasoning Model for Diabetes Diagnosis. Cuckoo 

Search has been used to optimize fuzzy model for better results. Pima Indians Diabetes Data set 

has been used to evaluate the accuracy of proposed classifier. 

  



7 
 

TABLE OF CONTENTS 

 
SWARM OPTIMIZED FUZZY REASONING MODEL (SOFRM) FOR DIABETES DIAGNOSIS ....... 1 

DECLARATION ............................................................................................................................................... 2 

COPYRIGHT STATEMENT ............................................................................................................................... 3 

ACKNOWLEDGMENTS ................................................................................................................................... 5 

TABLE OF CONTENTS ..................................................................................................................................... 7 

LIST OF FIGURES .................................................................................................................................. 12 

LIST OF TABLES .................................................................................................................................... 14 

Chapter 1 ..................................................................................................................................................... 15 

Introduction ................................................................................................................................................. 15 

1.1.  Background ..................................................................................................................................... 15 

1.2.  Condition of Diabetes World‐wide ................................................................................................. 16 

1.3.  Importance of Early Diabetes Diagnosis ......................................................................................... 17 

1.4.  Introduction to Swarm Intelligence ................................................................................................ 18 

1.5.  Advantages Of Swarm Intelligence ................................................................................................. 19 

1.6.  Example Algorithms of Swarm Intelligence .................................................................................... 20 

1.6.1.  Particle Swarm Optimization ...................................................................................................... 20 

1.6.2.  Intelligent Water Drops .............................................................................................................. 20 

1.6.3.  Firefly Algorithm ......................................................................................................................... 21 

1.6.4.  Cuckoo Search ............................................................................................................................. 21 



8 
 

1.6.5.  Krill Herd Algorithm .................................................................................................................... 21 

1.7.  Fuzzy Logic ...................................................................................................................................... 22 

1.7.1.  Background ................................................................................................................................. 22 

1.7.2.  Example of Fuzzy Logic ................................................................................................................ 22 

1.7.2.1.  Defining Fuzzy Sets And Their Member‐Ship Functions: ........................................................ 22 

1.7.2.2.  Defining Fuzzy Logic Rules ...................................................................................................... 24 

1.7.2.3.  Evaluating Rules ...................................................................................................................... 24 

1.7.2.4.  Defuzzification......................................................................................................................... 25 

1.8.  Fuzzy logic optimized by Swarm intelligence .................................................................................. 26 

1.9.  Thesis Organization ......................................................................................................................... 26 

CHAPTER 2 ............................................................................................................................................... 27 

Literature Review ........................................................................................................................................ 27 

2.1.  Fuzzy Logic Optimized By Ant Colony Optimization ....................................................................... 27 

2.1.1.  Algorithm of FADD ...................................................................................................................... 27 

2.1.2.  Fuzzy Sets .................................................................................................................................... 29 

2.1.3.  Pheromone Table Initialization ................................................................................................... 30 

2.1.4.  Constructing Rules ...................................................................................................................... 30 

2.1.5.  Computing Classification Rate .................................................................................................... 30 

2.1.6.  Pheromone Table Update ........................................................................................................... 31 

2.2.  Fuzzy Reasoning Model optimized by Hybrid Particle Swarm Optimization .................................. 31 

2.2.1.  Algorithm of HPSOWM ............................................................................................................... 32 



9 
 

2.2.2.  Mathematical Equations for Computation of Velocity and Position Vector of Particles ............ 33 

2.2.3.  Applying Wavelet Mutation ........................................................................................................ 34 

2.3.  Cluster Analysis (Clustering)............................................................................................................ 36 

2.3.1.  Clustering Types .......................................................................................................................... 36 

2.3.2.  Models of Clustering ................................................................................................................... 37 

2.3.3.  Usage of Clustering to Remove Noise in Pima Indians Diabetes Dataset ................................... 38 

2.3.4.  K‐means Clustering ..................................................................................................................... 38 

2.3.5.  Steps of Clustering ...................................................................................................................... 39 

2.3.6.  Properties of K‐means Clustering ............................................................................................... 39 

2.3.7.  Example of K‐means Clustering .................................................................................................. 40 

2.4.  Problem statement ......................................................................................................................... 43 

2.5.  Summary ......................................................................................................................................... 43 

Chapter 3 ..................................................................................................................................................... 44 

Proposed Classifier ..................................................................................................................................... 44 

3.1.  Fuzzy Reasoning Model ................................................................................................................... 44 

3.2.  Cuckoo search ................................................................................................................................. 47 

3.2.1.  Introduction ................................................................................................................................ 47 

3.2.2.  Inspiration ................................................................................................................................... 48 

3.2.3.  Inserting Eggs Into Host Nests .................................................................................................... 48 

3.2.4.  Protecting Parasitic Cuckoo Eggs ................................................................................................ 49 

3.2.5.  Pseudo code of Cuckoo Search ................................................................................................... 49 



10 
 

3.3.  Cuckoo Search and Levy Flights ...................................................................................................... 50 

3.4.  Summary ......................................................................................................................................... 52 

Chapter 4 ..................................................................................................................................................... 53 

Implementation ........................................................................................................................................... 53 

4.1.  Description of Dataset .................................................................................................................... 53 

4.2.  Pre‐processing ................................................................................................................................. 54 

4.2.1.  Removing missing values from data set ..................................................................................... 54 

4.2.2.  Extracting informative features .................................................................................................. 55 

4.2.3.  Removal of Noise ........................................................................................................................ 57 

4.3.  Implementation of the Proposed Classifier .................................................................................... 59 

4.4.  Summary ......................................................................................................................................... 61 

Chapter 5 ..................................................................................................................................................... 62 

Experimental Setup &Results ..................................................................................................................... 62 

5.1.  Experimental Setup ......................................................................................................................... 62 

5.2.  Evaluation Measures ....................................................................................................................... 63 

5.3.  Comparison of Results .................................................................................................................... 63 

5.4.  Sensitivity, Specificity & ROC Curve ................................................................................................ 64 

5.5.  Summary ......................................................................................................................................... 67 

Chapter 6 ..................................................................................................................................................... 68 

Conclusion and Future Work ...................................................................................................................... 68 

6.1.  Future Work .................................................................................................................................... 69 



11 
 

References ..................................................................................................................................... 74 

 
  



12 
 

LIST OF FIGURES  
 

Figure 1.1 Deaths attributable to diabetes in year 2000    …….....................................................12 

Figure 1.2 Membership function for input attribute ‘economic condition’ .................................. 23 

Figure 1.3 Membership function for input attribute ‘investment amount’ ................................... 23 

Figure 1.4 Membership function for output ‘risk associated to starting business’ ....................... 24 

Figure 2.1 Pseudo code for Ant Colony Optimization ................................................................. 28 

Figure 2.2 Membership function for any input attribute ............................................................... 29 

Figure 2.3 Membership function for any input attribute  .............................................................. 29 

Figure 2.4 Pseudo code for HPSOWM ......................................................................................... 32 

Figure 2.5 Example of clustering .................................................................................................. 36 

Figure 2.6 Example of clustering .................................................................................................. 39 

Figure 2.7(a) dataset points before clustering started ................................................................... 40 

Figure  2.7(b)  dataset points and corresponding centroids after 1st iteration of clustering ......... 41 

Figure 2.7(c) dataset points and corresponding centroids after 2nd iteration of clustering .......... 41 

Figure 2.7(d) dataset points and corresponding centroids after 3rd iteration of clustering .......... 42 

Figure 2.7(e) dataset points and corresponding centroids after 4th iteration of clustering ........... 42 

Figure 3.1 Fuzzy Reasoning model for diabetes diagnosis, optimized by Cuckoo Search .......... 44 

Figure 3.2 Generalized graph of degree of member-ship for any normalized input ‘I’ ................ 46 

Figure 3.3 Pseudo code of Cuckoo Search Algorithm .................................................................. 50 

Figure 3.4 Tails of hyperbolic distributions .................................................................................. 51 

Figure 3.5 Levy Flight .................................................................................................................. 51 

Figure 4.1 Exponential increase in number of rules of FRM ....................................................... 56 

Figure 4.2 Significance value for 6 attributes of Pima Indians Diabetes dataset ......................... 57 



13 
 

Figure 4.3 Clustering Error Using Different No. Of Attributes .................................................... 58 

Figure 4.4 Graph of degree of member-ships ............................................................................... 59 

Figure 5.1 An example of ROC graph ........................................................................................ 666 

Figure 5.2 ROC plot of SFORM. .................................................................................................. 67 

  
  



14 
 

LIST OF TABLES  
 

Table 4.1 No. of rules of FRM for different no of features .......................................................... 55 

Table 4.2 Significance values of different attributes. ................................................................... 57 

Table 4.3 Clustering error using different number of attributes ................................................... 58 

Table 5.1 SFORM v/s FADD In Terms of No. of Rules and Length of Rules ............................. 63 

Table 5.2 SFORM v/s Other Classifiers ....................................................................................... 64 

  

 



15 
 

Chapter 1 

Introduction 

1.1. Background 
Diabetes mellitus is a group of metabolic diseases indicated by blood sugar level higher than the 

normal. Diabetes is developed by shortage of insulin, decreased ability to use insulin or both. 

Insulin is a hormone produced by pancreas which regulates blood sugar level [1].  

There are three types of diabetes: 

I. In type 1 Diabetes mellitus (T1DM) enough insulin is not produced because of the loss of 

beta cells in pancreas. These beta cells are responsible for insulin production. T1DM 

needs insulin injection to keep blood sugar within normal range. 

II. In type 2 Diabetes mellitus insulin production is normal but body fails to utilize it for 

glucose conversion into glycogen.  

III. In the third type called as gestational diabetes a pregnant woman shows symptoms of 

diabetes with no previous record of diabetes.Type1 and Type2. 

Diabetes mellitus can strike children and adults alike. If people are unaware of symptoms or 

ignore them deliberately blood sugar level may reach a dangerous level. This situation leads to 

hospitalization and may result in early death as well [2]. 
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According fig 1.1 Middle Eastern countries and Sudan had highest percentage deaths due to 

diabetes in the year 2000. South Asia, Central Asia and USA stood second while USA, Latin 

America and Australia had 3rd position.  Rest of the world (China, Russia, Europe and most of 

Africa) had lowest percentages of death because of diabetes. But lower percentages do not mean 

lower numbers for populous countries like India and China. Currently world’s top 10 diabetic 

countries (w.r.t. number of people affected) include India, China, USA, Indonesia, Japan, 

Pakistan, Russia, Brazil, Italy and Bangladesh. So our Homeland and two of our close neighbors 

are in this list which means an alarming situation in this region of the world [34]. 

Unfortunately I was unable to find any open source diabetes dataset for Pakistan or any other 

South Asian country. Only available open source dataset is based upon medical tests conducted 

on a section of American population [28]. This dataset has been explained in section 4.1. 

In United States about 25.8 million people (8.3 %) have diabetes. Out of these 25.8 million about 

7 million have undiagnosed diabetes. If this trend continues by 2050 about 1/3 of American 

population will be diabetic [1]. 

1.3. Importance of Early Diabetes Diagnosis 
In most cases when diabetes is diagnosed it is found that patient had already developed chronic 

complications [3]. Hypoglycemia, diabetic ketoacidosis and hyperosmolar nonketotic state are 

common complications related to diabetes. Damage to arteries result in long term complications. 

Diabetes increases the risk of cardiovascular disease [17]. Diabetes is also responsible for 

microvascular complications (damage to small blood vessels). Diabetic retinopathy affects blood 

vessels in retina. Such a patient has an increased chance of reduced vision and potential 

blindness. Diabetic nephropathy damages kidneys. Patient loses protein in the urine, ultimately 
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leading him to chronic kidney disease. Impact of diabetes on nervous system (neuropathy) causes 

Paresthesia (numbness) and pain in the feet. Neuropathy together with vascular disease causes 

foot problems which might need amputation in severe cases. 

In a research conducted at Funagata Machi, Yamagata Prefecture (Japan) ratio of newly 

diagnosed diabetes patients with retinopathy and microalbuminuria was found to be at 7% and 

31% respectively [4].  Harris et al [5] found that of the newly diagnosed diabetes patients 7% 

already had diabetes and were diabetic for about 4-7 years. 

Thus not only diabetes is increasing but complications related to it are also getting worse. Early 

diagnosis of diabetes will help a patient in adopting a proper life style to tackle this diabetes 

related problems. This life style includes appropriate changes in diet, regular exercise and proper 

medication. Special attention should be given to health problems as they make effects of diabetes 

worse. These include high blood pressure, high cholesterol level, obesity, smoking and lack of 

exercise. Therefore early diagnosis of diabetes is needed not only to manage diabetes but also to 

also handle the complications related to it. 

1.4. Introduction to Swarm Intelligence 
Term “Swarm Intelligence” was introduced by Gerardo Beni and Jing Wang in 1989, in the 

context of cellular robotic systems [6]. Swarm intelligence is the behavior of a community where 

though each individual cannot itself behave intelligently, it interacts with its nearest neighbors 

via minimal communication and ultimately the entire swarm/community behaves intelligently to 

achieve a certain goal. An example of this behavior is an ant colony. An ant initially wanders 

unintelligently to find a food resource. Upon finding the food source, ant returns to its colony 

lying down Pheromone trails. If another ant finds such a path it also takes the same route to the 
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food source. On return it will also lay down Pheromone trail, enhancing the attractiveness of this 

path for other ants. 

But as the time passes on Pheromone evaporates. Evaporation is more for longer paths resulting 

in smaller paths becoming more attractive for ants. Thus an ant colony (at the community level) 

behaves intelligently in search of food despite the fact that each ant at the individual level was 

unable to do so (in an intelligent way). 

Swarm intelligence was declared a formal research field by Kazadi in 2000 [7]. According to 

Kazadi Swarm Engineering is a two step process: generation of swarm condition and 

modification of swarm behavior to satisfy the swarm condition [8]. 

Traditionally top-down approach is used for finding solutions of a problem but Swarm 

Intelligence is a bottom-up approach. In bottom up approach agent ignorance is useful as it uses 

local information to ultimately achieve global goal (optima). Thus chaos turns into a complex 

order. While in top-down approach agent ignorance is harmful and leads order into a chaos [8]. 

1.5. Advantages Of Swarm Intelligence 
• Computational efficiency: availability of multiple processors (particles) in a swarm 

provides better computational power [8]. 

• Reliability: even if a single agent fails there is no single point of failure for the entire 

system. It is because of decentralized control, shared sensor data, redundancy because 

of large number of agents and simplicity of the individual agents 

• Scalability: agents can be added or removed to the system without making changes 

in the program structure.  
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• Self-organizing: a swarm solves a problem without the need of a centralized 

command. 

• Economical: such systems have a simple design so they need less hardware and are 

more economical than the traditional systems. 

1.6. Example Algorithms of Swarm Intelligence 
A brief overview of some important example algorithms of swarm intelligence is given below: 

1.6.1. Particle Swarm Optimization 
In Particle Swarm Optimization all the particles are initialized randomly in an n-dimensional 

space. All these particles have initial velocities and communication channels between these 

particles. After an iteration, particles change their positions according to the computed velocities 

evaluated using problem-specific fitness criterion. Ultimately all of the particles are accelerated 

to the particles which have better fitness values [9]. 

1.6.2. Intelligent Water Drops 
A natural river has a lot many options of paths to flow from source to destination. The optimal or 

near optimal path from all of these available options is found using interactions of water drops 

with themselves and with the riverbeds. Intelligent Water Drops (IWD) algorithm is inspired by 

the above mentioned behavior of the natural water drops [10]. In IWD water drops use co-

operation among them to establish a path which has minimum soil on its links. 

Applications of IWD include finding the solution of n-queen puzzle and travelling salesman 

problem (TSP). 
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1.6.3. Firefly Algorithm 
Firefly Algorithm (FA) was proposed by Xin-She Yang [11]. This algorithm uses fireflies’ 

flashing behavior. Light intensity of a firefly decides it’s attractiveness to other fireflies. This 

attractiveness serves the criterion for division of a group of fireflies into sub-groups. Each 

subgroup is associated to its own local swarm. This feature of FA makes it useful for optimizing 

multimodal problems. 

1.6.4. Cuckoo Search 
In Cuckoo Search (CS) algorithm brooding behavior of some Cuckoo species is used for problem 

optimization. Some Cuckoo species lay their eggs in other species’ nests. Such parasitic species 

use various techniques to avoid the discovery of alien eggs by the host species. Over various 

generations, parasitic Cuckoo species try to discover set of host nests which provide them with 

maximum reproduction rate [14]. This strategy is inspiration of Cuckoo Search (CS) algorithm. 

CS tries to minimize/maximize a fitness function by discovering most suitable solutions (nests) 

over a certain number of iterations (generations). 

Recent studies have shown that CS performs better than PSO and ant bee algorithm for 

numerical optimization problems [15]. 

1.6.5. Krill Herd Algorithm 
Krill Herd algorithm is one of the latest inclusions in the field of swarm intelligence. It has been 

proposed by Gandomi and Alavi [16]. This algorithm simulates the herding behavior of Krill. In 

this algorithm minimum distance of each Krill individual from food source and from highest 

density area of Krill herd is used as objective function. An important enhancement of Krill Herd 

algorithm is that time interval is the only parameter needed to be fine tuned. It is because of the 
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fact that Krill Herd algorithm carefully simulates Krill Behavior and coefficient values are found 

using real world empirical studies. 

1.7. Fuzzy Logic 

1.7.1. Background 
In 1965 Zadeh [12] introduced fuzzy logic to approximate the behavior of a system which is too 

complex to be described in the form of a precise mathematical model. In contrast to logical 

calculus which takes only two values (0 and 1) Fuzzy Logic is a many-valued logic. As an 

example we can say that if traditional logic deals with truth and false, fuzzy logic deals with 

values which range from complete truth to partial truth, partial false and ultimately to complete 

false. 

Fuzzy logic is being widely used in different fields of research like machine learning, medical 

diagnostic, control theory etc. 

1.7.2. Example of Fuzzy Logic 
Let’s suppose we have to find the risk value associated with starting a new business. We have 

two inputs: country’s economic conditions and company’s investment amount. We have to 

develop a fuzzy model for evaluation of risk associated with starting this business when 

economic conditions and investment amount will be represented in percentage (0-100%) [13]. 

1.7.2.1. Defining Fuzzy Sets And Their Member-Ship Functions: 
 
Fuzzy set for economic conditions are: inadequate, satisfactory and good. Fuzzy set for 

investment amount are: small and large and finally fuzzy sets for output business risk are: Low, 
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Normal and High. Membership function for economic condition µୣୡ୭, investment µ୧୬୴ and 

business risk µ୰୧ୱ୩are shownin the diagrams below: 

 
Figure 2.2 Membership function for input attribute ‘economic condition’ [13] 

 
Figure 1.3 Membership function for input attribute ‘investment amount’ [13] 
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Figure 1.4 Membership function for output ‘risk associated to starting business’ [13] 

1.7.2.2. Defining Fuzzy Logic Rules 
 
Following rules are defined for the given example problem: 

1 If (economic conditions = good) Or (investment = small) Then(risk =low) 

2 If (economic conditions = satisfactory) And (investment = large) Then (risk = normal) 

3 If (economic conditions = inadequate) Then (risk = high) 

 

1.7.2.3. Evaluating Rules 
Each rule will be computed for given input values. Let’s suppose that economic condition = 40 

% and investment = 55 % then, 
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I. For the first rule: 

௥௜௦௞ ୀ௟௢௪ߤ ൌ .௘௖௢ୀ௚௢௢ௗሺߤ  4ሻ ൅ ߤ௜௡௩ୀ௦௠௔௟௟ሺ. 55ሻ െ .௘௖௢ୀ௚௢௢ௗሺߤ 4ሻ כ .௜௡௩ୀ௦௠௔௟௟ሺߤ 55ሻ      ሺ1.1ሻ 

௥௜௦௞ ୀ௟௢௪ߤ                                                  ൌ  0 ൅ .3 െ 0 כ .3= .3                                                  ሺ1.2ሻ 

II. For the second rule:  

௥௜௦௞ ୀ௡௢௥௠௔௟ߤ                              ൌ .௘௖௢ୀ௦௔௧௜௦௙௔௖௧௢௥௬ሺߤ 4ሻ כ .௜௡௩ୀ௟௔௥௚௘ሺߤ  55ሻ                       (1.3) 

௥௜௦௞ ୀ௡௢௥௠௔௟ߤ                                                       ൌ  0.3 כ .3 = .09                                                 ሺ1.4ሻ 

III. For the third rule:  

௥௜௦௞ ୀ௛௜௚௛ߤ                                       ൌ .௘௖௢ ୀ௜௡௔ௗ௘௤௨௔௧௘ሺߤ 4ሻ                                                    (1.5) 

௥௜௦௞ ୀ௛௜௚௛ߤ                                                           ൌ  0                                                                        ሺ1.6ሻ 

1.7.2.4. Defuzzification 
 
Defuzzification i.e. to infer results from the memberships of different fuzzy sets of risk can be 

done by many different methods like centroid method, smallest value of maximum, largest value 

of maximum, mean of maximum and bisector method etc. We will use centroid method (center 

of gravity of area under curve): 

                                 Center of gravity ൌ  
∑ μΑሺூሻ௜ౘ

౟స౗
∑ μΑሺூሻౘ

౟స౗
                                               (1.7) 

In our example: 

Risk of starting business ൌ  ሺ଴ାଵ଴ାଶ଴ାଷ଴ሻכ.ଷ ା  ሺସ଴ାହ଴ା଺଴ା଻଴ሻכ.଴ଽ ା  ሺ଼଴ାଽ଴ାଵ଴଴ሻכ଴
.ଷכସା.଴ଽכସା଴כଷ

  (1.8) 

                                         Risk of starting business ൌ  24.23%                                     (1.9) 
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Risk factor of starting a new business in the given input conditions is found to be at 49.73%. This 

final result is a non-fuzzy value found by using centroid method of defuzzification. 

1.8. Fuzzy logic optimized by Swarm intelligence 
It can be observed from the above example of fuzzy logic that a large number and variations of 

rules, outputs, fuzzy sets and membership functions of fuzzy sets are possible. It is not easy for 

an expert of a field to keep in mind all these variations and complexities. So Swarm Intelligence 

can be used to optimize fuzzy logic proposed for a given problem. In this way an expert’s job 

regarding decision making is made easier. 

1.9. Thesis Organization 
In the first chapter concepts of Swarm intelligence and Fuzzy logic have been discussed. 2nd 

chapter will focus on to the previous work done in the Medical Diagnostic Machine Learning 

using Swarm and Fuzzy techniques. Afterwards, in the 3rd chapter proposed classifier will be 

elaborated. Then, 4th chapter will focus the implementation of this classifier plus its experimental 

results. Finally last chapter will be consisted of conclusions and future aspects for related 

research. 
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CHAPTER 2 

  Literature Review 

In the past few years use of Swarm Intelligence to optimize medical diagnostic systems is 

increasing. Some of these are discussed as under: 

2.1. Fuzzy Logic Optimized By Ant Colony Optimization 
Fathi et al [18] used Ant Colony Optimization to optimize Fuzzy Logic for rule selection of 

diabetes diagnosis. They named the system as Fuzzy Ant Colony Optimization for Diagnosis of 

Diabetes Disease (FADD). FADD proposed a new framework for learning fuzzy rules. This 

classifier showed better classification rate and more comprehensibility of fuzzy rules as 

compared to other contemporary methods. This implementation of Ant Colony Optimization 

paid more attention to cooperation than to the aspect of competition among ants. Strong fuzzy 

rules were evolved in FADD. Separate training was done for both the classes (diabetic and non-

diabetic). 

2.1.1. Algorithm of FADD 
For each class k, main function calls a function named as FADD. FADD develops rules for the 

class and returns them to the main function. The main function discards the samples for class k. 

This process is repeated for all the classes in the dataset. Ultimately, a final set of rules is 
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established which act as a classifier for diabetes. Algorithm for FADD function is described 

below:  

Begin 

Set of learned rules is initialized as an empty set. 

While (stopping condition not satisfied) 

iteration = 0 

All of the cells in the pheromone table initialized to an equal value 

Create rule R with all terms = Don’t care 

Repeat 

iteration = iteration + 1 

Modify terms of created rule R according to max_change parameter 

Calculate classification rate of the rule R and update pheromone table 

Until (iteration>Number of Ant) 

If classification rate of Rule ‘R’ is above a certain threshold add this rule to the set of learned 

rules 

End While 

Return Set of learned rules 

End  

  Figure 2.1 Pseudo code for Ant Colony Optimization 
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2.1.2. Fuzzy Sets 

 
Figure 2.2 Membership function for any input attribute 

S = small, MS = medium small, M = medium, MH = medium high, H = high [18]   
 
 

 
 

Figure 2.3 Membership function for any input attribute [18]  
  

Fuzzy sets for are obtained by partitioning each attribute’s value homogenously into triangular 

membership functions as shown in fig. 2.2 and 2.3. These fuzzy sets have not been tailored for 

simplicity and high performance.  However, these membership functions of these sets can be 

tailored for use in other fuzzy logic based classifiers.  
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2.1.3. Pheromone Table Initialization 
Before rule learning is started pheromone table is initialized for all the paths at an equal value by 

using following equation: 

                                        Τ୧,୨ሺiteration ൌ  0ሻ ൌ   ଵ
∑ ୸౟

౮
౟సభ

                                                        (2.1) 

‘x’ denotes number of attributes in the dataset while zi represents the number of possible values 

in the domain of attribute ‘x’. 

2.1.4. Constructing Rules 
In the first iteration of FADD all the terms in newly constructed rules are equal to don’t care 

(DC). In the next iterations terms of generated rule are modified according to max_chage 

parameter. In the implementation used by Fathi et al [18] max_chage = 2. Chance of the term 

Τ୧,୨to be modified in an iteration is given by: 

                                       P୧,୨ ൌ  
Τ౟,ౠሺ୧୲ୣ୰ୟ୲୧୭୬ ሻ.η౟,ౠ

∑ ∑ Τ౟,ౠሺ୧୲ୣ୰ୟ୲୧୭୬ ሻ.η౟,ౠ
ౘ౟
ౠ

౮
౟

   , א i ׊ I                                                       (2.2) 

Where, 

η୧,୨ = problem dependant heuristic, for DC it is equal to .5 else .1. 

Τ୧,୨ = value of pheromone on the path from I to j. 

I = set of attributes which have not been used yet. 

2.1.5. Computing Classification Rate 
After modification of terms of a rule its quality for the given class is computed [18].  
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݆ܴ ݈݁ݑݎ ݂݋ ݕݐ݈݅ܽݑݍ                                                              ൌ  ்௉
்௉ାிே

. ்ே
்ேାி௉

                                              (2.3) 

In eq. 2.3, TP denotes number of instances in the training set of given class which are correctly 

classified by rule Rj, FP denotes number of instances training set of given class which are 

incorrectly classified by rule Rj, FN denotes number of instances outside the training set of given 

class which are correctly classified by rule Rj, TN denotes number of instances outside the 

training set of given class which are incorrectly classified by rule Rj. 

2.1.6. Pheromone Table Update 
If quality calculated in eq. 2.3 has increased for a rule ‘R’, then amount of pheromone on the 

corresponding pathΤ௜,௝ in the pheromone table is increased. 

                             Τ௜,௝ሺiteration ൅ 1ሻ ൌ   Τ௜,௝ሺiterationሻ . ∆Q. C                                                     ሺ2.4ሻ   

Where, 

∆Q = change in quality before and after rule modification 

C = weightage of ∆Q in pheromone updation 

Furthermore, Ant Colony Optimization algorithm needs pheromone of the paths not helpful in 

achieving goal to be decreased. This is done by dividing the amount of pheromone across each 

path by summation of pheromones along all the paths in the pheromone table. 

2.2. Fuzzy Reasoning Model optimized by Hybrid Particle Swarm 

Optimization 
Ling et al [19] used Fuzzy Reasoning Model optimized by Hybrid Particle Swarm Intelligence 

with Wavelet Mutation (HPSOWM) for hypoglycaemic detection. Their synthetic dataset had 
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two parameters heart rate and corrected QT interval of ECG signal. They used an enhanced form 

of Particle Swarm Optimization (PSO) called as Hybrid Particle Swarm Optimization with 

Wavelet Mutation (HPSOWM). HPSOWM overcomes the drawback of trapping in local optima 

in PSO. Varying number of member-ship function used in Fuzzy Reasoning Model they 

enhanced sensitivity and specificity of their classifier.  

2.2.1. Algorithm of HPSOWM 
HPSOWM models the flocking behavior of birds. This algorithm constitutes a number of 

particles. Each of these particles tries to find the global optimum in the search space. Global 

optimum point is position of a particle which yields best results according the given problem. 

Begin 

t = 0 

Initialize swarm S (t) 

Evaluate initial fitness function f(S(t)) 

Initialize maximum velocity (Vmax) and minimum velocity (Vmin) of particles 

Repeat (until stopping condition not satisfied) 

t = t + 1 

Compute velocity matrix v(t) of swarm 

Update position matrix s (t) of swarm based upon computed velocity matrix 

If (velocity of a particle >Vmax) 
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Set, velocity >= Vmax 

Else 

set,  velocity = Vmin 

Apply wavelet mutation to the position of swarm particles 

Again update position matrix s (t) of particles 

Check fitness function f(S (t)) for the new (updated) swarm 

End 

Figure 2.4 Pseudo code for HPSOWM 

In the pseudo code of HPSOWM S(t) represents swarm at the iteration number t. S (t) consists of 

particles which denoted by sp(t). Each particle sp(t) consists of multiple dimensions which are 

represented by  sj
p(t). Here p = 1,2,… ,∂ and j = 1,2,… ,k. ∂ is total number of particles in the 

swarm and ‘k’ is total number of dimensions of each particle. Vmax and Vmin are used to select 

the resolution of area to be searched. Vmax is usually between .1 to .2 and Vmin is equal to –

Vmax. 

2.2.2. Mathematical Equations for Computation of Velocity and Position 

Vector of Particles 
In order to compute velocity vj

p(t) corresponding to each particle sj
p(t) following equation is 

used: 

௝ݒ
௣ሺݐሻ ൌ ݈ ൬ ݓ. ௝ݒ

௣ሺݐ െ 1ሻ ൅ ׎ଵ. .ଵݎ ቀݏ௝
~ െ ௝ݏ

௣ሺݐ െ 1ሻቁ ൅ .ଶ׎ .ଶݎ ቀݏ௝
^ െ ௝ݏ

௣ሺݐ െ 1ሻቁ൰    (2.5) 
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Where, s~ =[s1
~,s2

~,… ,sk
~] and s^ = [s1

^,s2
^,… ,sk

^]. Best previous position of an individual 

particle is denoted as s~ while the position of best particle of all the particles in the swarm is 

represented by s^. Similarly, r1andr2 generate two random numbers between 0 and 1. ׎ଵ and ׎ଶ 

are acceleration constants. Parameter l is used to ensure that swarm optimization does not 

converge prematurely. Value of l is found using following equation. 

                                                                 ݈ ൌ  ଶ
ଶିି׎ඥ׎మିସ׎

                                   (2.6) 

Here, ׎ is summation of ׎ଵ and ׎ଶ and its value should be greater than 4. 

Value of ‘w’ is set dynamically during the program execution by using following formula: 

ݓ                                            ൌ ሺݔܽ݉_ݓሻ െ ሺ௪_ ୫ୟ୶ ି ௪_௠௜௡
்

כ  ሻ                                        (2.7)ݐ

Here,ݔܽ݉_ݓ = upper limit of inertia weight, ݓ_݉݅݊ = lower limit of inertia weight, t = number 

of current iteration and T = total number of iterations. In the implementation of HPSOWM for 

hypoglycaemia value of ݔܽ݉_ݓ is set at 1.2 and ݓ_݉݅݊ is set at 0.2. 

In the next step, velocity computed in eq. 2.5 is used to update position matrix of all the 

particles: 

௝ݏ                                                           
௣ሺݐ െ 1ሻ ൅ ௝ݒ 

௣ሺݐሻ                                                    (2.8) 

2.2.3. Applying Wavelet Mutation 
In order to fine tune the particles of swarm wavelet mutation is used. Wavelet mutation avoids 

the chance of particles to be trapped in local optima. Chance that an individual can be mutated 

lies in the range 0 to 1. Let’s suppose j-th dimension and p-th particleݏ௝
௣ሺݐሻhas been randomly 
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selected for wavelet mutation. Value of ݏ௝
௣ሺݐሻ lies in the range [ρmin,ρmax]. ݏҧ௝

௣ሺݐሻ is the particle’s 

dimension after wavelet mutation and is represented as: 

ഥ௝ݏ             
௣ሺݐሻ ൌ  ൝

௝ݏ
௣ሺݐሻ ൅ γ כ ቀρ୫ୟ୶

୨ െ ௝ݏ
௣ሺݐሻቁ , γ ൐ 0

௝ݏ
௣ሺݐሻ ൅ γ כ ൫ݏ௝

௣ሺݐሻ െ ρ୫ୟ୶
୨ ൯, γ ൑ 0

                                              (2.9) 

In eq. 2.9 value of γ is depends upon Morlet wavelet function: 

               γ ൌ  ωୟ,଴ሺ׎ሻ ൌ  
ωቀ׎ ୟൗ ቁ

√ୟ
ൌ ଵ

√ୟ
eି

ሺ׎
౗ሻమ

మ cosሺ5ሺ׎
ୟ
ሻሻ                                             (2.10) 

In order to enhance the performance of searching the global optima, value of ‘a’ in eq. 2.10 is 

increased to reduce the amplitude of ω. 

௝ݏ ݂݋ ݁ݑ݈ܽݒ ݀݁ݐܽݐݑ݉                
௣ሺݐሻ ൌ  ቊ

ρ୫ୟ୶   , γ approaches 1
ρ୫୧୬   , γ approaches  െ 1                            (2.11) 

It is implied from eq. 2.11 that larger |γ| means larger search space and vice versa. 99 % energy 

of Morlet wavelength is contained in the interval [-2.5, 2.5] so value of ׎ should be generated 

randomly in the interval [-2.5, 2.5] × a. Furthermore, when value of t / T becomes large value of 

‘a’ must also be large. It is because at large values of‘t’ effect of mutation will hinder needed 

local search. Thus in order to make value of ‘a’ fluctuate monotonically with the parameter t / T 

following function is used: 

                                              ܽ ൌ  ݁ି ୪୬ሺ௚ሻכሺଵି௧/்ሻΨା୪୬ሺ௚ሻ                                                   (2.12) 

Here, ‘g’ is the maximum value that ‘a’ can attain and ψ is the shape parameter of this monotonic 

function. 
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2.3. Cluster Analysis (Clustering) 

 

Figure 2.5 Example of clustering (Plotted using Matlab) 

 

Clustering is the process of organizing objects into groups in such a way that objects in the same 

group (cluster) are more similar to each other as compared to the objects assigned to other groups 

[20]. Clustering is backbone of data mining. In the fields of image analysis, pattern recognition, 

machine learning and bioinformatics etc. clustering is being widely used for statistical analysis of 

data. 

2.3.1. Clustering Types 
Superficially, there are two types of clustering: 

1) Hard clustering: each instance of dataset can belong to only one cluster. 
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2) Soft clustering: each instance of dataset belongs to all the clusters with certain of 

relationship. This type of clustering is also called as fuzzy clustering. 

When we look into finer details of clustering there four types: 

1) Strict partitioning: each instance is affiliated to only one cluster. 

2) Strict partitioning with outliers: each instance is affiliated to only one cluster but there 

are certain instances which don’t belong to any of the clusters and are called as ‘outliers’. 

3) Hierarchal clustering: each instance is a member of a cluster who is itself member child 

cluster of a parent cluster. 

4) Overlapped clustering: it is a type of hard clustering where an instance of a dataset can 

belong to more than one cluster. 

2.3.2. Models of Clustering 
We need to understand clustering models in order to understand the difference in techniques and 

applications of different clustering algorithms. 

1) Connectivity models: these models are based on connectivity distances. 

2) Centroid models: these models use mean vector as a criterion for grouping objects.  

3) Distribution models: statistical distributions like multivariate normal distributions are 

used to build these types of models.  

4) Density models: clusters are defined as connected dense regions inside the data space of 

the given data set.  

5) Subspace models: these types of models use simultaneous clustering of rows and 

columns of a dataset represented as a matrix. Subspace models generate bi-clusters i.e. a 
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cluster consists of a subset of rows which exhibit same sort of behavior as found in a 

subset of columns or vice-versa. 

6) Group models: these models do not provide detailed justification of why objects were 

grouped together in a cluster. These simply provide groups as their output. 

7) Graph-based models: this model uses clique (subgrpahs) i.e. subsets of nodes of a graph 

in which every two nodes are connected by an edge. These subsets of the graph act as 

clusters [21]. 

2.3.3. Usage of Clustering to Remove Noise in Pima Indians Diabetes 

Dataset 
As presence of noise and missing values in the dataset deteriorates the accuracy of any classifier 

pre-processing dataset is an important step of classification. Balakrishnan et al [22] discusses 

missing values in Pima Indians Diabetes dataset. They also used k-means clustering for 

removing class outliers from the dataset. Removing anomalies will obviously improve results of 

classification. 

2.3.4. K-means Clustering 
K-means clustering is a simple technique of unsupervised learning. It is used to classify instances 

of a given data set into ‘k’ number of clusters. Each cluster has its own center called as centroid 

and each instance is assigned to a cluster whose centroid is nearest to the instance. To partition 

data into ‘k’ clusters, ‘k’ numbers of centroids are needed to be initialized in an intelligent way. 

Initial positions of centroids strongly affect the final results. It is a good practice to keep the 

centroid initial positions as far away from each other as possible. 
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2.3.5. Steps of Clustering 
Begin 

Initialize ‘k’ number of clusters and assign all data points randomly to the cluster so that all 

clusters have almost same number of data points [23]. 

Repeat (until centroids are stable) 

Calculate the Euclidean distance of each data point to all of the centroids. 

Assign each data point to the cluster whose centroid’s distance is minimum from the data point. 

Check if the centroids are stable i.e. during an iteration no data point changes its cluster as a 

result of calculation of its distance to all of the centroids. 

End 

Figure 2.6 Example of clustering 
 

Euclidean distance is the ordinary distance between two points found using Pythagoras Theorem. 

Let’s suppose there are two points ‘n-dimensional’ points x = (x1,x2,… ,xn) and y = (y1,y2,… ,yn), 

then Euclidean distance between them will be given by: 

                 ݀ ሺ࢞, ࢟ሻ ൌ  ඥሺݔଵ െ ଵሻଶݕ ൅ ሺݔଶ െ ଶሻଶݕ ൅ ڮ ൅ ሺݔ௡ െ  ௡ሻଶ                            (2.13)ݕ

2.3.6. Properties of K-means Clustering 
In each cluster there must be at least one instance of the dataset. 

1) Clusters formed by using k-means technique must not be overlapping. 

2) Cluster should not hierarchal. 
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3) An instance must be placed in a cluster from which it has minimum distance. 

2.3.7. Example of K-means Clustering 
Technique of k-means clustering can be explained by following example. Let’s suppose there are 

15 points in the 2-dimensional space which have to partition into 3 clusters. Process of clustering 

can be explained by following figures [24]: 

 

Figure 2.7(a) dataset points before clustering started 
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Figure 2.7(b) dataset points and corresponding centroids after 1st iteration of clustering 
 

 

Figure 2.7(c) dataset points and corresponding centroids after 2nd iteration of clustering 
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Figure 2.7(d) dataset points and corresponding centroids after 3rd iteration of clustering 
 

 

Figure 2.7(e) dataset points and corresponding centroids after 4th iteration of clustering 
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It can be seen in Figure 2.7(e)   that during 4th iteration, no point changes centroid assigned to it 

in the 3rd iteration. It means that cluster centroids have stabilized and clustering process has been 

completed. 

2.4. Problem statement 
Based upon the introduction, background and related work presented about the diagnosis of 

diabetes I can present my problem statement as: “To apply Fuzzy Theory and Swarm 

Intelligence for creating an Optimized Fuzzy Rule Based System for early diagnosis of diabetes 

with high accuracy and acceptable comprehensibility”. Here high accuracy means a good 

classification rate of the disease and acceptable comprehensibility stands for a classifier model 

fulfilling optimal time and computational requirements.  

 

2.5. Summary 
In this chapter, it has been discussed that how swarm intelligence techniques have been used in 

medical diagnostic systems. In the beginning of this chapter use of Ant Colony Optimization 

(ACO) algorithm for developing fuzzy rules regarding diabetes diagnosis has been discussed in 

detail. Then it has been elaborated that how a variant of Particle Swarm Optimization has been 

employed for detecting expected hypoglycemia episodes. In the last part of this chapter an 

overview of clustering has been given. K-means clustering technique has been discussed in 

detail. K-means clustering is a simple technique to detect ‘class outliers’ in a dataset. Detecting 

outliers (noise) can be used to enhance classification rate of a classifier.  
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Chapter 3 

Proposed System 

In this thesis I have proposed a classifier named as ‘Swarm Optimized Fuzzy Reasoning Model 

(SOFRM) for Diabetes Diagnosis’. In order to understand the working of this classifier we have 

to understand the working of ‘Fuzzy Reasoning Model’ and the concept of ‘Cuckoo Search’ 

algorithm (swarm intelligence). 

3.1.1. Fuzzy Reasoning Model  
  

 

Figure 3.1 Fuzzy Reasoning Model for diabetes diagnosis, optimized by Cuckoo Search [19] 
 

Fuzzy Reasoning Model (FRM) used for early detection of diabetes is shown in Fig. 3.1. This 

FRM consists of ‘N’ inputs INPUT 1, INPUT 2 ,…, INPUT N. Output tells presence or absence 
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of diabetes. FRM consists of 3 phases: Fuzzifization, Reasoning by if-then rules, and 

defuzzification 

1) Fuzzifization 
 

First step is to determine the degree of membership of each input to the corresponding fuzzy sets 

through membership functions. In our case inputs are selected (informative) attributes of Pima 

Indians Diabetes dataset. Feature selection has discussed later in this thesis. 

Degree of membership for any input attribute ‘I’ when mI
K ≠ max{mI } or min {mI } is given as:  

                                                          µNI
K ሺIሺtሻሻ ൌ  e

షቀIሺ౪ሻషౣI
Kቁ

మ

మσI
ౡ                                            (3.1) 

 

Here, mI = [mI
1, mI

2,….., mI
k, ….., mI

mf],K = 1, 2,……, mf, mf  =  number of membership 

functions, t = 1, 2,……, nd,, nd=  number of input-output data pairs, ݉ூ
௄= mean value of member 

function,ߪூ
௄= standard deviation of member function. 

For, ݉ூ
௄=  max{mI } 

ே಺ߤ                    
಼ Iሺtሻ ൌ ቐ

1, Iሺtሻ ൌ ൐ ሼmIሽݔܽ݉

e
షቀIሺ౪ሻషౣI

Kቁ
మ

మσI
ౡ , Iሺtሻ  ൏ maxሼmIሽ

                             (3.2)                        

For, mI
K = min{mI } 

ே಺ߤ
಼ Iሺtሻ ൌ ቐ

1, Iሺtሻ ൌ ൏ ݉݅݊ሼmIሽ

e
షቀIሺ౪ሻషౣI

Kቁ
మ

మσI
ౡ , Iሺtሻ ൐ ݉݅݊ሼ mI ሽ

                       (3.3) 
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Degree of membership for all inputs, I1,I2,…, In is  given by equations 3.1 to 3.3. Where, n = 

number of input attributes of FRM. Fig. 3.2 shows the relationship between degrees of 

membership of any of the input attributes. 

 

Figure 3.2 Generalized graph of degree of member-ship for any normalized input ‘I’ 
 

2) Reasoning by if-then rules 
 

As, I1, I2,…, In are fuzzy inputs and y(t) represents the fuzzy output then, fuzzy rules are defined 

by: 

Rule γ : IF I1(t) = NIభ
ౡ ሺIଵ ሺtሻሻANDI2(t) = NIమ

ౡ ሺIଶ ሺtሻሻAND….AND In(t) =  NI౤
ౡ ൫I୬ ሺtሻ൯THEN 

y(t) = wγ                                  (3.4) 

 

Here, γ = 1, 2, … , nr, nr is number of rules given by: 
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                                                                        ݊௥  ൌ  ሺ݉௙ሻ௡                                                               (3.5) 

‘n’ is number of inputs of FRM and wγ is fuzzy singleton to be determined. 

3) Defuzzification 
 

In defuzzification output of fuzzy rules is interpreted if it represents diabetes or not. Presence or 

absence of diabetes is represented by equations 3.6 to 3.8 [19]: 

                                             hሺtሻ ൌ  ൜0, ሻݐሺݕ ൏ threshold
1, ሻݐሺݕ ൒ threshold                                                  (3.6) 

Threshold in equation 3.6 is defined by Centroid method of defuzzification. h(t) is output 

class i.e diabetic or non-diabetic. 

                                                    yሺtሻ ൌ  ∑ mγሺtሻwγ
୬౨
γୀଵ                                     (3.7) 

                                  ݉ఊሺtሻ ൌ  
ቢ൫Iభሺ୲ሻ൯µNIభ

γ ൈ൫Iమሺ୲ሻ൯µNIమ
γ ൈ….ൈ൫I౤ሺ୲ሻ൯µNI౤

γ ባ

∑ ቢ൫Iభሺ୲ሻ൯µNIభ
γ ൈ൫Iమሺ୲ሻ൯µNIమ

γ ൈ….ൈ൫I౤ሺ୲ሻ൯µNI౤
γ ባ౤౨

ംసభ

                                     (3.8) 

 

Cuckoo Search [14] has been employed to optimize wఊ, mI and σI where I=1,…,n and 1=ߛ,…,nr. 

3.2. Cuckoo search 

3.2.1. Introduction 
Cuckoo search was proposed by Xin-She Yang and Suash Deb 2010 [14].  They stressed that 

Cuckoo Search is superior to PSO and Genetic Algorithms. Firstly because, though Cuckoo 

Search is population based it uses selection similar to that used in Harmony Search. Secondly, 

exploring random solutions in Cuckoo Search is more efficient since its step length is heavy 
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tailed and thus step-size can be very large. Cuckoo Search is more generic than genetic algorithm 

and PSO as it needs lesser parameters to be tuned. 

3.2.2. Inspiration 
Cuckoo search algorithm is based upon parasitic reproductive strategy of certain Cuckoo species. 

They lay their eggs in some other species’ (host) nest. There are two types of parasitic behavior 

of such Cuckoo species [25]: 

1) Obligate Brood Parasitism 

Cuckoo species which show this type of parasitic behavior depend totally on the nests 

of others species for their reproduction. 

2) Non-obligate Brood Parasitism 

Cuckoo species which show this type of parasitic behavior can use their own nests for 

breeding but also use host species’ nests to increase their reproduction rate. 

3.2.3. Inserting Eggs Into Host Nests 
Depending upon hosts’ defense mechanism parasitic Cuckoo species have evolved various 

strategies to insert their eggs safely into host nests. Thickness of egg-shell is two-layered to 

prevent damage to the Cuckoo egg at the time of its dropping into the host nest. To keep host 

nest un-aware of intrusion various secretive and quick in action strategies have been developed 

by female Cuckoos. In some cases male Cuckoos help females Cuckoos by luring host adults 

away from their nests and in the absence of adult hosts Cuckoo females lay their eggs into the 

host nests. 
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3.2.4. Protecting Parasitic Cuckoo Eggs 
To increase the reproduction ability of their eggs present in the alien nests Cuckoo species use 

various techniques. Cuckoo eggs hatch earlier than the hosts’ eggs and the resulting chicks 

propel away host nests to increase their own chance of survival. This behavior cannot be taught 

by parent Cuckoo to its offspring so, this methodology is passed on via genes. 

Female Cuckoos lay eggs similar in size and color to the host nests. It minimizes the chance of 

parasitic Cuckoo eggs to be thrown away by the host. Many hosts remove alien eggs from their 

nests. They detect such eggs from their sizes and colors etc. Female Cuckoos prefer to lay their 

eggs into the nest of a host whose eggs are similar to its own eggs. 

Cuckoo Search uses the above mentioned behavior of Cuckoo species to search for the best nest 

(solution) in order to optimize the reproduction (classifier) over many generations (iterations). 

3.2.5. Pseudo code of Cuckoo Search 
Begin 

Generate initial population of ‘n’ number of host nests (solutions) xi, where (i = 1, 2,…, n) with 

random values. 

Use fitness function, f(x) to determine best nest amongst ‘n’ randomly generated nests. 

While (minimum fitness achieved or number of iterations above a certain value) 

Generate new nests using Levy Flight but never discard the best nest 

Find current best nest amongst the new ‘n’ nests 

Discard a fraction pa ε [0,1] of the worst nests and replace them by new solutions using 

biased/selective random walks 
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Now again, find current best nest amongst the new ‘n’ nests 

If (fitness (current best nest) < fitness (best nest)) 

best nest = current best nest 

End If 

End While 

stop training and use best nest for testing 

End  

Figure 3.3 Pseudo code of Cuckoo Search Algorithm 
 

In this pseudo-code each nest represents a single solution. Pa represents the probability with 

which worst nest will be discarded in search of better nests, pa ε [0, 1].  

3.3. Cuckoo Search and Levy Flights 
Levy flight is performed to generate new solutions. Flight behaviors of many animals and insects 

show characteristics of Levy Flight [14]. A Lévy flight is a random walk in which the step-

lengths have a probability distribution that is heavy-tailed [26].  Fig. 3.4 shows the path traced 

and turning points of Levy Flight. 

Jumps in Levy Flight are distributed according to the power law of following equation [27]: 

                                 Prob(Y > u) = u-h                                         (3.9) 

Far right sides (the tails) of three hyperbolic distributions for h=.5, h=1 and h=1.5 are shown in 

Fig. 3.4. Additionally normal distribution (black curve) is also shown for comparison [27]. With 

probability one, Levy distribution has infinite variance and an infinite mean. 
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Generating new solution xi(t+1) using Levy Flight is done by following equation: 

                                       xi(t+1) = xi(t) + α⊕ Levy(λ)                            (3.10) 

Here, α is step length and is used to scale effect of Levy Flight. Its value is greater than 0 

(usually equal to 1). Operator ⊕ denotes point to point multiplication. 

 

Figure 3.4 Tails of hyperbolic distributions 
for h=.5(red), h=1(green), h=1.5(blue) and normal distribution (black) [27] 

 

 

 

Figure 3.3 Levy Flight 
On the right there is path traced out by a Levy flight; on the left, the turning points [27] 

Random step length is generated using following equation [14]. 
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                                                    Levy ~ u = t-λ, (1 ൏ ߣ ൑ 3)                            (3.11) 

Equation 3.11 is same as equation 3.9 but written in the context of Cuckoo Search Algorithm. 

3.4. Summary 
In this chapter a new method for detection of diabetes has been proposed called as ‘Swarm 

Optimized Fuzzy Reasoning Model (SOFRM) for Diabetes Diagnosis’. First a fuzzy reasoning 

model (FRM) has been explained then it has been discussed that Cuckoo Search algorithm can 

be used to optimize certain parameters of FRM. Algorithm of Cuckoo search been explored in 

detail. Furthermore, Levy flight has been explained to show how Cuckoo performs flights with 

heavy-tailed distribution in search of better and superior solutions. 
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Chapter 4 

Implementation 

4.1. Description of Dataset 
In this study Pima Indians Diabetes dataset has been used to find the usefulness of our work. 

This dataset is owned by National Institute of Diabetes and Digestive and Kidney Diseases [28]. 

A population of Pima Indians living near Phoenix, Arizona was used to collect the samples for 

this dataset. All of the persons whose medical tests were performed were females with age above 

21. Reason for selecting this population in this survey is Pima Indians’ higher rate of diabetes 

occurrence as compared to other Americans [31]. 

Pima Indians Diabetes data set has 8 features [28]:  

1. Number of times pregnant  

2. Plasma glucose concentration  

3.  Diastolic blood pressure  

4.  Triceps skin fold thickness  

5. Two hour serum insulin  

6. Body mass index  
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7.  Diabetes pedigree function  

8.  Age. 

All of these attributes have numeric values. There are 768 samples for these 8 attributes in the 

dataset. Total number of classes is 2, denoted by 0 for non-diabetic and 1 for patients with 

diabetes. Many instances in this dataset show ‘zero’ values for one or more attributes. But many 

a times these zero values are improbable such as for blood pressure attribute. In this situation we 

have to consider these ‘zeros’ as missing values. Decision regarding missing has been discussed 

in the section 4.2.1. 

Out of these 768 samples, 268 samples represent diabetes patients while remaining 500 samples 

were found to be of non-diabetic persons.  

4.2. Pre-processing 
Before implementing Swarm Optimized Fuzzy Reasoning Model (SOFRM) for Diabetes 

Diagnosis, Pima Indians Diabetes data is analyzed for missing values (as missing values do not 

help in development of a useful classifier). Then informative features of Pima Indians diabetes 

data set are extracted to get a simpler and more effective implementation of FRM. Afterwards, 

noise is removed from data set using k-means clustering. 

4.2.1. Removing missing values from data set 
Out of the eight attributes of the dataset serum-insulin and triceps skin fold have very high 

occurrence of missing values (374 and 227, respectively). Furthermore instances for other 

attributes which have missing values are also removed. Thus 625 instances and six features are 

left [22].  
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Before moving on to ‘extracting informative features’ each column of (excluding the column for 

classes) Reduced Pima Indians Diabetes is normalized using the following formula: 

                                                 x_norm ൌ  ୶ି୶_୫୧୬
୶_୫ୟ୶ି୶_୫୧୬

                                                         (4.1) 

In eq. 4.1 x_min is the minimum value of an attribute and x_max is the maximum one. Original 

value is denoted as x whereas normalized value is represented by x_norm. 

4.2.2. Extracting informative features 
We need to select most informative features of Pima Indians Diabetes set because lesser number 

of informative features will provide simpler FRM implementation (see eq.3.5 and table 4.1) and 

lesser clustering error as will be discussed later in section 4.2.3. 

No of features in FRM No of rules*  

2 16 

3 64 

4 256 

5 1024 

6 4096 

* Given by equation 3.5 
Table 4.1 No. of rules of FRM for different no of features when no. of membership functions = 4 
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Figure 4.1 Exponential increase in number of rules of FRM with increase in number of features 
 

Weiss/Indurkhya 'independent features' significance testing method [29] has been used to select 

most informative features to be used in FRM as implemented by Will Dwinnell [30]. 

Significance of an attribute in discriminating between two classes ‘A’ and ‘B’ is found using the 

following formula: 

݂݁ܿ݊ܽܿ݅݅݊݃݅ݏ            ൌ  ௔௕௦ሺ௠௘௔௡ሺ௖௟௔௦௦஺ሻି௠௘௔௡ሺ௖௟௔௦௦஻ሻሻ

ටೡೌೝሺ೎೗ೌೞೞಲሻ
೙ಲ ାೡೌೝሺ೎೗ೌೞೞಳሻ

೙ಳ

                         (4.2) 

Where means(classA) represents means of all the samples belonging to class ‘A’ and nA 

represents sum of the samples of classA. Results of independent features significance testing 

have been shown in table 4.2. 
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FEATURE SIGNIFICANCE 

F2: Glucose tolerance test 13.1853 

F6: Body mass index 8.1062 

F8:Age 7.1470 

F1:No. of times pregnant 6.4516 

F3: Diastolic blood pressure 4.7087 

F7: Diabetes pedigree function 4.1669 

 
Table 4.2 Significance values of different attributes for distinguishing two output classes of Pima Indians 

Diabetes Dataset [29] 

 

Figure 4.2 Significance value for 6 attributes of Pima Indians Diabetes dataset 

4.2.3. Removal of Noise 
K-means clustering [22] algorithm has been used to detect outliers. During clustering we initially 

use all the six attributes seen in table 4.2. Then we remove the least significant attribute of table 

4.2 and cluster the dataset again. This process is continued until we perform clustering using the 

only two top most informative attributes of table 4.2. Results of this clustering approach are 

shown in table 4.3. 



58 
 

No Of Attributes Used Clustering Error (%) 

6  26.08 

5 27.5 

4 28.9 

3 25.6 

2 24.32 

 

Table 4.3 Clustering error using different number of attributes of Pima Indians Diabetes dataset 
 

 

Figure 4.3 Graph of clustering error observed using different no. of attributes 
24.32 % (152) of 625 instances of reduced Pima Indians Diabetes Dataset are incorrectly 

clustered. These outliers are thrown out as noise and remaining 473 will be used by FRM to 

determine the symptoms of diabetes. 
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4.3. Implementation of the Proposed Classifier 

 

Figure 4.4 Graph of degree of member-ships for normalized input ‘I’ of our implementation of FRM  
 

In our implementation of FRM (Swarm Optimized Fuzzy Reasoning Model, SOFRM) we will  

use the two top most informative attributes. No of membership functions is 4. The four 

membership functions are L=low, ML=medium low, MH=medium high and H = high. 

Cuckoo Search has been used to optimize the output of Fuzzy rules as well as the means and 

variances of membership functions. In the original implementation of Cuckoo Search [14] each 

solution has only one type of data. In our study, each solution has three types of data: the fuzzy 

rule outputs, means of membership functions and corresponding variances.   

As we have selected two most informative attributes and four membership functions to be used 

in FRM the equations (3.4) and (3.8) will be simplified as: 

Rule γ: IF I1(t) = NIభ
ౡ ሺIଵ ሺtሻሻAND I2(t) = NIమ

ౡ ሺIଶ ሺtሻሻTHEN y(t) = wγ                         (4.3) 
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and as mf = 4, k=1,…,4, nr = (4)2 = 16 

                                       ݉ఊሺtሻ ൌ  
൴൫Iଵሺtሻ൯µNIభ

γ ൈ ൫Iଶሺtሻ൯µNIమ
γ ൸

∑ ൴൫Iଵሺtሻ൯µNIభ
γ ൈ ൫Iଶሺtሻ൯µNIమ

γ ൸ଵ଺
ఊୀଵ

                                          ሺ4.4ሻ 

Fitness function is defined by the classification rate of Pima Indians Diabetes Dataset. 

݁ݐܽݎ ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܿ                                                         ൌ
ܶܲ ൅ ܶܰ

ܶܲ ൅ ܰܨ ൅ ܶܰ ൅  ሺ4.5ሻ                        ܲܨ

Where, 

TP: TRUE POSITIVE i.e sample assigned as diabetic by the classifier which was actually 

diabetic 

FN: FALSE NEGATIVE i.e sample assigned as non-diabetic by the classifier which was actually 

diabetic 

TN: TRUE NEGATIVE i.e sample assigned as non-diabetic by classifier which weas actually 

non-diabetic 

FP: FALSE POSITIVE i.e sample assigned as diabetic by classifier which was actually non-

diabetic 

݊݋݅ݐܿ݊ݑ݂ ݏݏ݁݊ݐ݂݅ ൌ
1

݁ݐܽݎ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܿ           ሺ4.6ሻ          

This fitness function will be minimized by Cuckoo Search to optimize the FRM. 
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4.4. Summary 
In the beginning of this chapter a description of the dataset is given. Then implementation steps 

of the proposed method (SOFRM) are explained. First preprocessing is used for data cleaning. In 

this phase, missing (disguising) values are removed from the dataset and informative attributes 

are selected for a simpler implementation of the classifier. Then k-means clustering is employed 

to remove the noise (outliers) from the dataset. Finally, the proposed classifier is discussed which 

will use the pre-processed dataset to diagnose the diabetes. 
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Chapter 5 

Experimental Setup &Results 

 

5.1. Experimental Setup 
 

Proposed method was simulated using: 

 MATLAB 7 (R2010b) 

 Intel(R) Core i3 processors 

 processor speed = 5 GHz ,and 

 RAM = 2 GB 

Dataset was tested using tenfold cross validation. Entire dataset was divided into 10 equal 

partitions at random. During an iteration of cross validation one partition was used as testing set 

and the remaining 9 partitions were assigned to be training set. There were a total of 10 iterations 

and testing partition was different each time. 
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5.2. Evaluation Measures 
In order to find the usefulness of our classifier, classification rate given by equation 4.6 in 

section 4.3 is used. When SOFRM (proposed classifier) is compared to FADD [18] number of 

rules is more but rule length is less. This comparison of SOFRM and FADD is being focused 

because both of these techniques are using classifiers based upon fuzzy logic. 

Classifier No. of Rules Length of Rules 

FADD 8 2.571 

SFORM 16 2 

 
Table 5.1 SFORM v/s FADD In Terms of No. of Rules and Length of Rules 

 

In FADD initially number of rules is zero. After a certain number of iterations of the swarm 8 

useful rules were developed. Mean length of these rules is 2.571. In contrast to this number of 

rules in SFORM is fixed at 16. But these rules evolve over many ‘generations’ of a swarm to 

reach an acceptable classification rate. Length of each of these rules is ‘2’ which is lesser than 

‘Mean Rule Length’ of FADD. 

In addition to above comparisons an enhancement of SFORM over FADD is data cleansing used 

in preprocessing phase (See section 4.2). This data cleansing removes disguising values from the 

dataset.  

5.3. Comparison of Results 
Comparison of SFORM’s classification rate with respect to some of the classifiers developed in 

the recent years is shown in the following table: 
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Author  Approach Used  No. Of 

Attributes 

Used 

Year of 

Publication 

Publication 

Type 

Classification 

Rate (%) 

Used Data 

Cleansing 

Used Feature 

Selection? 

Balakrishnan 

et al. [22] 

SVM  3  2011 Journal 98.09/98.92 YES  YES

Fathi et al. 

[18] 

FADD(fuzzy logic)  8  2010 Conference 79.16 NO  NO

Davar et al. 

[35] 

MI‐MCS‐FWSVM  4  2012 Journal 93.58 NOT Discussed YES

Hosseinpour 

et al [36] 

Bagging ensemble 

classifiers 

8  2012 Journal 77.47 NO  NO

Kayaer et al 

[37] 

Regression Neural 

Networks 

8  2003 Conference 80.21 NO  NO

Madhavi et al 

[38] 

Neural Network and  

Fuzzy k‐Nearest 

Neighbor Algorithm 

4  2012 Journal 72.59 YES  YES

Aslam et al 

[39] 

GENETIC 

PROGRAMMING 

8  2010 Conference 78.5 NO  NO

Proposed 

Method  

Swarm optimized 

Fuzz 

2  98.17* YES  YES

 
Table 5.2 SFORM v/s Other Classifiers 

 

*after data cleansing, without data cleansing it is 76.14 %. 

5.4. Sensitivity, Specificity & ROC Curve 

 
Sensitivity of SFORM is evaluated using following formula: 

                        sensitivity ൌ N୭. ୭୤ ୱୟ୫୮୪ୣୱ ୡ୭୰୰ୣୡ୲୪୷ ୢ୧ୟ୥୬୭ୱୣୢ ୟୱ ୢ୧ୟୠୣ୲୧ୡ ሺ୘Pሻ
  N୭. ୭୤ ୱୟ୫୮୪ୣୱ ୡ୭୰୰ୣୡ୲୪୷ ୢ୧ୟ୥୬୭ୱୣୢ ୟୱ ୢ୧ୟୠୣ୲୧ୡ ሺ୘Pሻା

N୭. ୭୤ ୱୟ୫୮୪ୣୱ ୧୬ୡ୭୰୰ୣୡ୲୪୷ ୡ୪ୟୱୱ୧f୧ୣୢ ୟୱ ୦ୣୟ୪୲୦୷
ሺ୊Nሻ

                           (5.1) 
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After implementation equation (5.1) gave the value of 95.17 %. Similarly specificity of SFORM 

is given as: 

                                            specificity ൌ  No. of samples correctly classified as healthyሺTNሻ
No. of samples correctly classified as healthyሺTNሻ൅

No. of samples incorrectly classified as diabetic
ሺFPሻ

                          (5.2) 

Eq. (5.2) produced a value of 99.14%. 

Like specificity and sensitivity another very important aspect to judge any binary classifier is 

ROC (Receiver operating characteristic) [31]. 

Receiver operating characteristic (ROC) is the plot of TPR (True positive rate) v/s FPR (False 

Positive Rate) for a two class classifier. TPR is same as sensitivity while FPR = 1 – specificity. 

Ideal position of ROC plot is at (0,1) i.e. 100% sensitivity and 100% specificity. If ROC of a 

classifier is above the diagonal line (shown in fig.5.1) it is considered to be a good classifier. 

Otherwise, if ROC of a classifier lies on the diagonal line result of the classifier is just a random 

guess like tossing of a coin and ROC below diagonal line means a poor classification approach. 

ROC of our classifier is as shown in fig. 5.2. In this figure before the start of optimization 

process the ROC curve is at (0, 0.4) while as the optimization process continues (over iterations 

of Cuckoo Search Algorithm) ROC graphs improves and ultimately reaches (0.05,0.877) which 

is very close to the deal location of (0,1).  
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Figure 5.1 An example of ROC graph [32] 
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 Figure 5.3 ROC plot of SFORM. Blue Diagonal line is a separation line between ‘good’ and bad 
binary classifiers 

5.5. Summary 
This chapter discusses experimental setup, classification results and comparisons of the proposed 

SFORM with other classifiers. We compared our classifier especially to FADD [18] as both the 

classifiers are fuzzy logic based. FADD has lesser number of rulers but rule length of SFORM is 

found to be better. Finally SFORM has enhanced classification accuracy as compared to different 

classifiers proposed in the recent past. At the end of this chapter we see sensitivity, specificity 

and ROC of SFORM are also showing satisfactory values.  
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Chapter 6 

Conclusion and Future Work 

 
In this thesis Fuzzy Reasoning Model (FRM) optimized by Swarm Intelligence (Cuckoo Search) 

has been used for diabetes diagnosis. I named this classifier as SOFRM. Use of Swarm 

intelligence techniques for optimizing medical classifiers has been discussed in detail. Fuzzy 

Logic as well as different mathematical models are utilizing Swarm Intelligence techniques to 

define outputs and tune different parameters in a simpler and less cumbersome manner than 

traditional techniques.  

In the relevant literature chapter use of Ant Colony Optimization (ACO) for developing suitable 

fuzzy rules for diabetes diagnosis can been found [18]. This technique known as FADD has 

resulted in a classification rate of about 80%.Use of Fuzzy Reasoning Model optimized by a 

variant of PSO for hypoglycemia detection has shown a classification rate of about 76%. Dataset 

used in this method has only 2 attributes and thus only 25 rules if number of fuzzy set members 

is 5 for each of the two attributes.  

Design of Fuzzy Reasoning Model (FRM) and Cuckoo Search were discussed in 3rd chapter 

(Proposed Classifier). After explaining both the concepts I moved on to the implementation 

phase (4th Chapter). In case of diabetes detection, data set available at the UCI website has 8 

attributes and with 4 members of fuzzy set for each attributes it needs 48=65536 rules. It makes 
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FRM and its optimization process complex and time-consuming. Furthermore, anomalies present 

in the dataset are also decreasing classification rate of diabetes. In order to deal with both of 

these problems, firstly attributes were arranged in descending order of their influence on proper 

classification of data objects. In the second step k-means clustering was used to remove class 

outliers from the dataset. It was found that clustering error was maximum when all of the 8 

attributes were used and error was minimum when the only two most informative attributes were 

used in clustering process. 

As a result of the methodology used above we were left with 2 attributes and 16 rules (4 

members of Fuzzy sets for each attribute). When this simplified and informative subset of Pima 

Indians Diabetes Data set was used in FRM optimized by Cuckoo Search classification rate rose 

up to 98%.  

6.1. Future Work 
This work on diabetes can be extended for other medical diagnostic purposes. The proposed 

classifier deals with two class scenario i.e. either positive or negative for the disease. But there 

will be cases for more than two classes as research continues. In my opinion Fuzzy rules would 

be very helpful in solving such cases. 

In this thesis it was found that as the dataset gets bigger computational complexities worsen. 

Therefore future researches using Fuzzy Logic must have to cater for this in their 

implementations of Fuzzy classifiers. 

Furthermore, from the aspect of general research in the field of machine learning/pattern 

recognitions: handling outliers is still a question needing too much research. Methods should be 
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developed to find the process responsible for presence of outliers in an outlier. Otherwise, if 

outliers are to be thrown away there must be a strong mathematical justification for that. 
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