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ABSTRACT 
 

Whenever we see an image the visual system focuses on the prominent features 

present in an image. These prominent features are known as the salient features 

which we are obtaining by generating the saliency map. As done before we are also 

using the natural statistics that is measuring the saliency from data collection of 

natural images. 

We have used the ICA filters to generate the saliency map. Our proposed work is to 

improve the blur result given by the ICA filter by using different techniques. The 

results of our work are very clear. The prominent feature is improved by applying the 

techniques. 

The bottom up saliency plays a vital role for the basic saliency map but the difference 

majorly occurs, when we improve the saliency map by applying different filters and 

edge detection techniques thus resulting in object detection and improving the 

performance of our saliency map. 
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Chapter 1 Introduction 
 

 

This thesis focuses on partial object detection which includes three phases that is 

implementing ICA filter [2] for computing saliency map which is already done by Zhang 

[1]. The second phase is to improve the results of saliency map and the third phase is very 

important which is the comparison between saliency map [10] results and the proposed 

methodology. 

 
 
 
 
1.1 Motivation 
 

When I came across searching my thesis topic I already had interest in Digital Image 

Processing. Two more fields that are pattern recognition and computer vision had been also 

attractive for me when I was studying my courses so I decided to pick a topic from a field 

which I always admired. 

Object detection nowadays has been much seen to be researched by different people and is 

very important as far as the application point of view is concerned. Many modern 

researches have been working on object detection problems in static images as well as in 

videos. I came across many techniques used for object detection such as particle filters [3] 

[4]. While doing my literature review I came across a technique called saliency map. This 

technique is being used in so many recent applications in the modern time. 

 

Consequently discovering objects of interest has immediate advantages in various 

requisitions, particularly those that oblige content mindfulness. Feature layering is one such 
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region. In situations like web-visits, system data transfer capacity reserve funds might be 

accomplished by adaptively doling out additional bits to confronts, which are more 

significant instead of foundation. Household robots and self-sufficient vehicles can 

distinguish protests in their environment for route and impact shirking. An alternate region 

is that of programmed picture re-focusing on, which is the undertaking of changing 

perspective proportions of pictures to suit diverse, showcase gadgets without contorting the 

paramount substance of the picture. Reconnaissance and security provisions can profit from 

programmed gatecrasher location. Programmed number plate discovery in vehicle picture 

databases can defend the security of managers or help computerized stopping frameworks. 

Prescription and science can immensely profit from programmed location of tumors or cell 

structures. Picture furthermore feature database and indexing frameworks can benefit 

tremendously from learning of picture content. Clearly, just about all parts of our current 

lives that include advanced pictures can exploit consequently discovering objects of 

interest. 

 

1.2 Problem Statement 

Computing the saliency map itself is a big task. The saliency map gives us the salient 

features or in other words we can say the salient object in an image. But the results 

according to me are vague. My point of view is that the saliency map results can be made 

more clear and obvious by applying different algorithms and reach to a point where we can 

include the results in detection of the object. 
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1.3 Proposed Solution 
 
 
The proposed solution for improvement in saliency map results can be done by applying 

different image processing techniques and some noise removal algorithms which can give 

better results than the saliency map. 

This will lead to three phase procedure which will include improvement of results using 

edge detection techniques [5] [6] and morphological operations [7] [8] in the first phase. 

The second phase will include their histograms [9] and the third phase will include the 

comparison between saliency results and the proposed solution. 

 

1.4 Outline of the Report 
 
The next parts of the report are organized in following manner: Chapter 2 gives the 

literature review of the saliency map generation. The 3rd chapter will explain the 

implementation of proposed methodology. In chapter 4, results and discussion. Chapter 5 

will explain the future work and conclusion of the topic. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

4 
 

Chapter 2 Literature Review 
 

 
 
2.1   ICA FILTERS 

 

ICA filter [2][11]concept starts from a scenario which says that if you imagine a closed 

place where two people are speaking simultaneously and there are two microphones placed 

in that room. What will happen is that both the speakers’ voices will be merged together and 

both the microphones will record the mixture of both the speakers. Both the microphones 

are placed at a certain distance at certain places. Now the point of focus is to know the 

speech signals separately. For this we have to estimate the sources s1 and s2. The certain 

parameters a11, a12,a21 and a22 that depend on the distance of the microphones placed. 

 

This can be illustrated by a simple diagram: 

 

 

 
 
Fig 2.1 
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Elaborating more we can define the Independent Component analysis by the following 

diagram defining the sources and the recorded signals and the parameters: 

 
 

 
 
 
 
 
      Fig 2.2 
 

 
 
 

 
 

 
 
 
Fig 2.3 
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Consider the waveforms in fig 2.4 and fig 2.5 
 
 
 

 
      Fig 2.4 

 
      Fig 2.5 
 

Obviously the original speech signal would no look like in fig2.4 and also that in fig 2.5 for 

the mixed speech signal. But the task is to obtain the data in fig 2.5 using the data of fig 2.4. 

 

The key point in this whole scenario is the aij factor. If we know what the aij actual value the 

problem becomes much easier. But if aij is unknown as in this case the problem becomes 

very much difficult. 
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Now simple solutions to find out the original signals we have to take an assumption that 

source s1 and source s2 are independent. If they are independent we can estimate aij by the 

procedure of independent component analysis [2]. 

 

     Fig 2.6 

The above diagram is an ICA of EEG (electroencephalogram). The EEG of a brain gives a 

mixture of electrical potentials of the brain. But the issue is we want to get the independent 

component signals of the different part of the brain. In this matter ICA can play a vital role 

in separating out different signals of different parts of the brain from the mixture of signal 

we get. 
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Now let us generalize the terms in a simpler form to estimate the factors. Let us use vector 

matrix form for xi (t),aij and si (t) [2] [11]. We call the first one in a general form X, A and S 

respectively. 

 

So the final equation becomes 

 

x = As (1) 

This model of equation is finally called the independent component analysis.   

As the bold lower case symbols denote vectors and bold upper case symbols denote 

matrices. 

 

So x and s are vectors and A is a matrix. Which is also called the MIXING MATRIX [12] 

[13]. 

We have only information about x and both the other components are unknown. We have to 

estimate both the parameters A and s from the information of x.   

Now starts the assumptions which are used to estimate the parameters. The first one is that 

the si components are statistically independent. We also have to assume that the mixing 

matrix A is a square matrix in some case we can ignore this. Now after estimating A we can 

compute its inverse matrix defined as W. 

 

x =   Ws     (2) 

Noise in this model is also assumed as nil although in many estimation models it is 
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considered as included. 

 
2.1.1 INDEPENDENCE: 

 
Random variables R and S are independent if the conditional probability of any with 

respect to R is simply the probability of any. In different words, learning a benefit of S tells 

all of us nothing about R. This may be expressed since the equation: 

P(R|S) = P(R) Because P(R|S) = P(R, S)/P(S), in which P(R, S) would be the joint thickness 

function of any and S.  

P(R, S) = P(R)*P(S)  (3) 

Another important feature of record independence is usually  

mean (g1(R) g2(S)) = mean (g1(R)) mean (g2(S)) for just about any functions g1 as well as 

g2 as well as R≠S. We could also consider the covariance among R as well as S. 

Cov(R, S) = mean(R*S) – mean(R)*mean(S)   (4) 

For a random varying R, cov(R, R) is equal to the variance of any. If R and S are 

independent, then mean(R*S) =mean(R)*mean(S) along with the covariance will be zero. 

The covariance associated with two statistically independent variables is actually zero. The 

converse is just not always correct. Just because the covariance is usually zero may 

not necessarily mean R as well as S usually is independent. Even so, in the actual special 

event of Gaussian variables, 

zero covariance may imply self-reliance. This feature of Gaussian variables is needed to 

come across columns associated with W in WX=S. Previously we all stated that every 

measured transmission in X can be a linear mix off the independent signals in S. The mixing 

matrix A new is invertible in a way that A-1=W. Each of the dependent elements in S may 

also be expressed as being a linear mix off the scored signals in X (S=WX). 

The Central Limit Theorem claims that the sum of the several independent random 
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variables, such since those in S, appears towards a new Gaussian supply. 

 So xi = a1s1 + a2s2 is usually more Gaussian as compared to either s1 or maybe s2. One 

example is, the sum of a pair of dice approximates a new Gaussian distribution using a mean 

associated with seven. 

The Central Limit Theorem ensures that if we can find combining the scored signals in X 

with minimal Gaussian houses, then of which signal will be one of several independent 

indicators. Once W is established this is a simple make any difference to change it to 

identify A. In order to locate this transmission, some approach to measure the actual 

nongaussianity associated with wX is necessary. There usually are several ways to achieve 

this.   

 
2.1.2 HOW TO ESTIMATE INDEPENDENCE: 
 

KURTOSIS: 
 

Kurtosis is the basic classical method used for the measurement of non guassianity of a 

random variable supposes K. when it is assumed that K is of unit variance then kurtosis is 

simply the normalized model of fourth model [2][11]. 

 

Kurt (k) = E {k4} – 3(E {k2}) 2   (5) 

 

 

 

NEGENTROPY: 
 
The second basic method used for the measurement of nongaussianity is the negentropy. It 

is based on the quantity of differential entropy [14][15]. 
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BASIC DATASET: 

 

 
 

Fig 2.7 
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2.2 SALIENCY MAP: 
 
Saliency map [16] [17] is nothing but the first thing in an image that is the eye catcher. 

Whenever we see an image or scenery the object of focus in that scenery is basically the 

salient feature which needs to be identified and projected from that image. This also 

includes some part of object detection.  

Now different people have produced different models to compute the saliency map. Each 

technique is different from the other and focuses on a certain parameter in the image and 

computes the saliency map. 

The general structure of computational models is as follows: 

 

 

Fig 2.8 
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2.2.1 MODELS USED FOR COMPUTING SALINCY MAP: 

There are several models which have computed saliency map by different techniques from 

which some of them are mentioned below. 

 

ACHANTA: 

Diagnosis of creatively salient image regions is useful for apps like target segmentation, 

adaptive compression setting, and target recognition [18] [19] [20]. On this paper, we 

introduce a for salient region detection that will outputs total resolution saliency maps with 

well-defined restrictions of salient objects. These restrictions are stored by retaining 

substantially additional frequency content from the original image than additional existing 

approaches. Our technique exploits top features of color as well as luminance, is 

straightforward to apply, and is actually computationally productive. We review our method 

to all 5 state-of-the-art salient region detection methods that has a frequency area analysis, 

ground truth, and also a salient target segmentation app. Our technique outperforms your 

five algorithms both on the floor truth evaluate and around the segmentation process by 

obtaining both higher precision as well as better recollect. 

 

CONTEXT AWARE: 

This model draws attentions to upon uncovering an important area of the picture which has 

the primary articles regarding facts although not only salient target [21] [22]. 

Gofer man et 'al. suggested a context-aware saliency diagnosis model. Salient picture 

locations tend to be discovered structured upon some ideas regarding man awareness: 1) 

local low-level 

Concerns such as color and also distinction, 2) Global concerns which often suppress 

frequently transpiring characteristics though preserving characteristics which deviate on the 
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norm, 3) Graphic organization principles which often declare that graphic kinds might have 

One or various centers regarding the law of gravity in relation to that the kind is actually 

Sorted, and also 4) High-level aspects, such as man faces. They applied their particular 

saliency approach to two software: retargeting and also summarization. 

 

RANDOM SURROUND: 

This specific model uses a straightforward course of action to analyze the image saliencies 

which often contains processing regional saliencies around some arbitrary parts inside the 

square condition in line with the undertaking awareness [23]. Then your Gaussian filtering 

will be used on remove the noise on the images. Shade space will be produced in addition to 

broken down in to L*, a* in addition to b* programmes. Saliency maps are usually produced 

with these types of programmes. Apart from n arbitrary subscription house windows are 

usually developed around all L*, a* in addition to b* sales channel. A final saliency road 

will be produced by simply fusing the Euclidean convention regarding saliency calculated 

with 3 over programmes. 

 

WAVELET BASED SALIENCY: 

This specific type focuses on removing the lower degree features as a result of wavelet 

transform next the idea creates the function chart which often definitely points out the 

features for instance edges  as well as texture [24]. 

 

GRAPH BASED VISUAL SALIENCY (GBVS): 

In this technique it will extract characteristic roadmaps on several spatial skin scales [25]. 

Any scale-space pyramid will be very first produced from photograph capabilities: 

Intensity, color, as well as alignment. Then, a new fully-connected graph over all grid places 
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associated with each and every characteristic guide is made. Weights among a pair of nodes 

are usually assigned proportional towards likeness associated with characteristic ideals 

as well as their spatial long distance. 

 

PHASE BASE FOURIER TRANSFORM: 

In this particular model the method works by using the particular cycle spectrum to help 

determine the particular saliency map [26]. It really is identical within process for the 

amplitude spectrum employed by spectral residual model yet differs in the component of 

concentrate that is phase. 

 

RESULTS OF ZHANG COMPUTING SALIENCY MAP: 

 

Fig 2.9 
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2.3 EDGE DETECTION: 

 

In an image there are many frequencies which tend to change at every pixel value [27] [28]. 

The points where frequencies change rapidly are the points which can be detected by the 

help of a technique called edge detection in image processing. This field has been old 

enough and many researchers have worked on this technique and produced wonders. 

Edge detection is also used in medical images to detect the minor portions which are not 

visible and also helps in connecting the broken lines. 

 

2.3.1 SOBEL OPERATOR: 

Basically the sobel operator function is a process of convolving the image with a filter 

having some integer values both in vertical and horizontal direction [29] [30]. 

 

The operator uses two 3×3 kernels which are convolved with the original image to calculate 

approximations of the derivatives - one for horizontal changes, and one for vertical. If we 

define B as the source image, and Hx and Hy are two images which at each point contain the 

horizontal and vertical derivative approximations, the computations are as follows: 

 

Hx = ൥
1 0 െ1
2 0 െ2
1 0 െ1

൩ * B    (6) 

 

Hy = ൥
1 2 1
0 0 0
െ1 െ2 െ1

൩ * B   (7) 
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2.4 MORPHOLOGICAL OPERATOIONS: 
 
 
Morphological operations are used for extracting meaningful components from the images.  

There are different operations like dilation, erosion, opening, closing etc [31] [32]. 

 

In our case we have used the dilation operation. Dilation is used to thicken or grow objects 

in image. The dilation process takes two pieces of data as inputs. The first is the original 

image and the second one is structuring element (also known as kernel). Structuring 

element is the one through which thickening process is controlled in dilation operation. 

There are various types of structuring element available; in this case we have used the Line 

structuring element. The line structuring element is applied on the image pixels from the 

start till end. The SE applies in the form of the line in the image every time and changes the 

pixel values according to the SE i.e. the change appear in places where the line affects the 

pixel. By this technique we are able to finally thicken the points we wanted and making the 

edges thicker and clear.  

 

Mathematically the dilation is defined in term of set operation. The dilation of C and D is 

defined as 

 

C ْ D = {z | (D’) z תC ് Ԅ } (10) 

 

Where  Ԅ is the empty set, D is structuring element and C is the binary image. In other 

words, dilation of C and D is the set consisting of all elements of D’ such that its origin 

remain in C. 

Morphological operation (Dilation) is applied to edge detection images to enlarge the 

boundaries of the regions of the salient features. 
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Chapter 3 Proposed Methodology 
 
 
 
 
3.1  METHODOLOGY 
 
we have applied different algorithms on the saliency map to improve the featured object 

which was little blur before and also noise reduction was our target. 

 
 
The basic flow chart of our proposed methodology is as follows: 
 
 Nowadays visual systems are being improved and the machine visual system is somehow 

tried to get close to that of human visual system. Still we cannot reach completely to 

efficiency of the human visual system.  

 

Now the saliency maps generated by Zhang et al [1] has been used and tried to improve the 

results.Zhang et al [1] has used the Independent Component Analysis (ICA) computed by 

Hyvarinen et al [2] and computed the saliency maps. 

 

Our proposed methodology is to improve the results of saliency map generated by Zhang et 

al [1].  
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3.2 FLOWCHART 

 
             Flow Diagram  

 
     Fig 3.1 
 
Applying edge detection on the saliency map converted the saliency map in the form of 

edges of the salient feature and making the rest of the image black. In edge detection we 

have applied particularly sobel operator which is good for feature edge detection. 

 

While applying sobel operator the saliency map results were made noise free as the rest of 

the image became black only focusing on the salient feature. Now the salient feature we get 
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after applying sobel operator gives us a image just focusing on the salient feature but the 

broken edges makes it difficult to just the exact shape of the featured salient object. 

 

To fill in the broken edges and to make the salient feature more visible we applied the 

morphological operator in particular the dilation process. 

The structuring element is chosen very wisely in order to keep the shape of the salient 

object. 

The dilation then finally gives us the final result which is a pure salient feature which we 

wanted in the saliency map results. 

The histograms clearly show the distribution high in one of its parts as all the data is 

filtered in only one frequency and lies in that frequency. 

 
 
3.3 RIGOROUS TESTING: 
 
 
In the last part we have taken a dataset of 10000 images [33]. These ten thousand images 

are random and don’t match each other. I have applied the algorithm on 1000 random 

images taken from the dataset and confirmed the results of the algorithm. From these 1000 

images I have added some of them to my research paper and some of them are added to 

result chapter.  

 
 
3.4  AREA UNDER THE ROC CURVE: 
 
 

The area under the ROC curve is basically the test by which we can accomplish the result 

authenticity. We have used a dataset of eye fixation map of 15 users in free view scenario 

on 12 videos each containing 300 frames [34]. 

This procedure includes the computation of fixation map from the data given by the 

dataset. Then the saliency maps computed by ICA filter technique are compared to these 
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fixation map results. 

 

The mean score of the area under the ROC curve tends to be 0.79 which is extremely good. 

 Score of the area under the ROC curve ranges from 0 to 1. The 0 indicates the minimum 

side and the 1 indicates the maximum side. As 0.79 is near to 1 it indicates that the saliency 

map generated are much near to that of the real human visual system and explains the 

authenticity of the work. 
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Chapter 4 Result and Discussion 
 

 
 
 
 

A.  RESULTS OF ORIGINAL IMAGE AND SALIENCY MAP WITH THEIR 
3D PLOTS: 

 
 
 

Original Image ICA Results 3D Plots 

 
 

  

 
 

 
 

 

 

 
 

Fig 4.1 
 
 
 
The above results show the original image on which the algorithm is applied to compute 

the saliency map and its 3d plots are generated as showing the main focus on the salient 

object which covers most the centre part where high frequency components contain the 

data . 
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B. RESULTS OF SALIENCY MAP AND EDGE DETECTION (SOBEL 

OPERATOR) AND THEIR HISTOGRAMS: 
 
 

Saliency Map Edge Detection 
(Sobel) 

Histograms 

 

 

 

 

 

 

 

 

 
      Fig 4.2 
 
 
 
In fig 4.2 the results of the previous fig 4.1 are under gone the edge detection method with 

a sobel operator highlighting the main content of the salient part. The histogram is 

computed to show the salient parts and the pixel repetition in this regard. The sobel 

operator gives clear edges of the image and all the information is highlighted. 

 
 
 
 



 

25 
 

 
 
 

C.  RESULTS OF EDGE DETECTION AND DILATION AND THEIR 
HISTOGRAMS: 

 
Edge Detection 

(Sobel) 
Dilation Result Histograms 

 
 

 

 

 
 

 
 

 
 
 
 
 
 

 
 
 
           

 

 

 
Fig 4.3 

 
 

 

In fig 4.3 the edge detections results are used and morphological operations are applied on 

it specifically dilation with a certain structuring element which completes the edges which 

were broken in the previous result and hence giving the clear salient features and 

completing the salient part. The histogram shows an improvement and the repeating pixels 

are increased and hence making the objective clearer. 



 

26 
 

D. RESULTS OF ALGORITHM ON A DATASET: 
 
 

Original image Saliency map Edge Detection 
(Sobel) 

Dilation Result 
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      Fig 4.4 
 
 
 

 

For testing the algorithm on different images for verification of the algorithm accuracy we 

have used a dataset. The dataset is taken from THUS 10000 MSRA DATASET. We have 

applied the algorithm to 1000 images randomly in 10000 images and computed the results. 

From these 1000 images above are some of the results of the images. The results show their 

saliency maps sobel results and the final results of dilation. 
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E. GENERALIZED RESULTS: 
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      Fig 4.5 
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4.1 COMPARISON OF TWO COMPUTATIONAL MODELS AND THE 

AUC SCORE: 

The comparison between two models which are the Achanta et al model and the ICA 

based saliency model are based on the testing of Area under the ROC curve score. 

The area under the ROC curve needs a dataset which has been tested in human visual 

system. The dataset used for calculating an AUC consists of random number of observers 

in a free viewing scenario on 135 different images [29]. The scenario is kept as to obtain 

the best possible results. The data for these random number of observers is viewing 135 

different images and their point of focus is computed. We used these values to compute the 

eye fixation map. Then the Achanta [28] model is used to compute the saliency maps of the 

same 135 images. These saliency maps are then compared with the eye fixation results and 

a score for each image is computed. Similarly the ICA based saliency maps are also 

compared to the eye fixation results and score is computed again. The score limits from 0 

to 1. If the comparison results in score near to 1 the similarity is maximum thus the result is 

good and if it’s near 0 then the similarity is minimum. We have only computed the 

comparison for first 8 images. 
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Fig 4.6 

Fig 4.7 
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4.2 DISCUSSION: 

 
The saliency map generated has been improved in a way that salient feature which is be 

detected is highlighted. 

Both the algorithms edge detection and dilation has immensely enhanced the results that is 

the salient feature is projected out from the image and dilation helped it to make the result 

more clear and also defining boundaries of salient object. 

As the area under the ROC curve is also good enough to mark the saliency map as a good 

result and the sobel operator and the dilation operator enhances it as far as the visual 

analysis is concerned 
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CHAPTER 5 FUTURE WORK AND 

CONCLUSION 
 

 
 
 
5.1 Future work: 
 
 
In this chapter we will discuss the future work that can be done in the time to come and 

also the conclusion of the thesis. 

 

The future work which can be done as far as the saliency map and the improved version of 

saliency is concerned is that this can be extended to the videos. 

We can take one video and break it into frames and then apply the algorithm and see the 

results. We can also take numerous video dataset and also apply the saliency map on these 

videos in the form of frames and once we get the saliency maps we can join the video 

frames into a complete video.  

 

Else we can also apply improved technique as the visual analysis is concerned and also 

apply on the videos and get the results. 

This algorithm can be modified for purely detection of objects and different features in a 

still image also in videos. This can be similar to the surveillance of objects in a scenario. 

 

Also one more addition to the work can be done. Eye fixation maps can be used to compute 

the area under the ROC curve score to verify the efficiency of the technique and can be 

comparable to the human visual system both in still images and also in videos.  
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5.2 CONCLUSION: 

To generate the saliency map, ICA filter is used which gives us linear features used in 

saliency algorithm. To enhance the salient region edge detection technique with sobel 

operator is used which shows the accurate region of the saliency map and distinguishes 

from background. Using the same edge detection results, morphological operation 

(dilation) is applied which brightens the edge detection results and improves the lines and 

curves of edge detection result. Dilation is basically used to complete the incomplete 

boundaries of the region and thickens it. After applying all these operations we have 

produce results clearly showing the effects, improving the saliency map and the edge 

detection has enhanced the results of saliency map and finally the morphological technique 

highlights the final result of the feature detection. 
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