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Abstract 
 

System on chip (SoC) architecture has become more popular as the number of 

components on a given chip increase. The most important aspect of this architecture is 

the ability to integrate various heterogeneous components on a single architecture, this 

requires abstraction and modularity. Another important aspect of this architecture is the 

methods by which the various components communicate with one another. Network on 

Chip (NoC) architectures attempt to address these aspects by providing various 

component level architectures with specific interconnection network topologies and 

routing techniques.  

 

The main aim of the thesis is to design an optimal Network on Chip (NoC) 

architecture for custom based applications e.g. high data rate communication systems, 

complex pattern recognition and video processing systems etc. The various aspects of 

NoC like number of processing elements, their placement, interconnects width, packet 

size etc are to be optimized. For designing, the architecture of NoC will be 

mathematically modeled using integer, linear, or non linear programming techniques. 

While the application, to be mapped on the architecture, will be modeled as a graph 

partitioning problem. The main aim of modeling the application would be to find the 

placement of process entities on the NoC architecture for optimal performance. The 

mathematical model will be solved using any off the shelf programming solver like 

GUSEK, LINDO/LINGO etc. The results of the solver will be parsed to extract the 

solution and specifying the design of NoC. 
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Chapter 1 : Introduction 

 

 

 

According to the reports by International Technological Roadmap for Semiconductors 

(ITRS) [12], by 2022 integrated circuits will be implemented in less than 11nm 

technology, allowing the designers to place several storage cores and computation units 

as processing entities of System-on-Chip (SoC). This advancement in technology will 

bring communication problems among several PE’s of SoC since the signal propagation 

will span multiple clock cycles. SoC has added to the design intricacy thus requiring the 

need for more sophisticated design methodologies. The designers are required to provide 

efficiency through highly optimized designs. Nowadays high capacity, simple design and 

the low cost features are the key requirements.  Many embedded systems are designed for 

data intensive application where frequent data transfer between the PE’s is unavoidable, 

therefore interconnect method between these PE’s, for a SoC, has become a more 

challenging problem and a key concern, for SoC architectures, as the performance 

requirement is increasingly demanding. 

In the past, on-chip communication between modules was mostly based on the 

conventional bus based architecture where a single bus is shared between various slaves 

and master nodes. Bus based communication structure is only feasible for a system with 

small number of modules. However, a recent system requirement of high transfer of data 

between multiple modules across the chip cannot be serviced by bus based interconnects. 

Several works have proposed enhancement of the traditional on-chip buses to keep up 

with the performance requirements. To increase the performance of the traditional bus 

efficient arbitration techniques are proposed in [13, 14]. The performance of system is 

highly limited because of the very nature of shared buses in spite of their effectiveness. 

Scalability of the shared bus is the key limiting factor in the performance of systems. 
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Performance of the shared bus is not scalable with respect to the number of components 

being attached to the bus.  

Point-to-point is another classical communication scheme used in the past. With 

the increase in the number of system modules on a single chip point to point cannot 

provide a feasible approach for communication. PTP lacks scalability and flexibility 

which acts as a bottleneck in high density system. Network-on-Chips (NoC) have been 

developed to serve the needs of such large system. Figure 1 shows an example of bus 

based, point-to-point and Network in Chip communication structures. 

 

 

 

Network on chip proves to be a viable solution that can cope with the performance and 

the scalability issues. Since the beginning of this century NoC has been proposed as a 

new communication infrastructure to overcome these issues. Moreover NoC architecture 

is being actively studied in academia [14, 15, 16, and 17]. NoC architectures mimic the 

traditional interconnection network concepts on a single chip and several design 

techniques are adopted from it.  

Figure 1.1 Example of communication structures in Systems on Chip a) Traditional bus-based communication   b) 

Dedicated point to point links   c) a chip area network 
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Figure 1.2  Example NoC structure showing fine grain, coarse grain, homogenous and heterogeneous designs. 

 

Performance of network on Chip architectures is greatly dependent upon the topology 

being used, routing algorithm being adopted placement of processing entities in the NoC 

etc. 

 

Routing Schemes: 

The routing algorithm is one of key research area of a NoC design. NoC’s performance, 

complexity, power consumption etc are greatly affected by the selection of different 

routing algorithm. A lot of work [4, 2] has been done to provide a routing scheme that 

offers improved QoS while keeping the design of the switch as simple as possible. Wang 

Zhang et al, compares common XY and Odd-even (OE) routing algorithms in [4]. Wang 

Zhang et al proposed OE routing algorithm in [4] which is complex to implement but 

provides better deadlock-free to the network. A priority based switch design proposed in 

[2] provides deadlock-free network at the cost of reduced synthesis frequency and an 

increase in area consumption with respect to the basic XY switch. Thus different routing 

schemes can provide different latency, throughput and success rate at the cost of area and 

synthesis frequency of the architecture [2]. 
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Figure 1.3 Example of XY routing scheme in use 

 

Network Topology: 

NoC architectures mimic the traditional interconnection network concepts on a single 

chip and several design techniques are adopted from it. NoC architectures can be 

constructed by using either regular topologies or irregular (custom) topologies. The 

decision to use a certain topology lies with the designer; this decision is generally 

governed by the application to be mapped on the NoC architecture or more specifically 

the purpose to which the NoC architecture is being designed for. For a generic NoC 

architecture regular network architectures are sufficient here the decision to use a certain 

topology plays a vital part in the performance of the NoC architecture. Regular topologies 

or irregular (custom) topologies are used for constructing NoC architecture. Both 

topologies have advantages and disadvantages over one another: Irregular topologies are 

will suited for the optimization of different requirements such as link size, number of 

router to be used etc. for the applications where cores are heterogeneous in size and 

functionality and also demand different communication bandwidth. However regular 

topologies are easy to design and provide reusability. Regular topologies are employed 

by most of the multi-core architectures, especially mesh topology. Intel’s Teraflop Chip 

[35] that has 80 cores is connected via 2D mesh network. Dietmar Tutsch et al, shows, in 

[5], that different topologies outperform other on the bases of scalability, performance of 

the architecture the buffer cost etc. 
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Figure 1.4 Different NoC topologies a) Torus topology  b) Mesh topology 

 

A generic NoC architecture can’t provide the same level of performance for every 

application.  Thus one needs an irregular network architecture that is in consistence with 

the application to be mapped on the NoC architecture. Irregular NoC architecture means 

that the network architecture is not symmetric. The formation of the topology, connection 

of PE etc is generally governed by the application to be mapped on that architecture.  

The following shows an irregular network where the positioning of switches, PE etc is 

made on the bases of some feature or another. This hybrid interconnects is called an 

irregular network. 

 

 

Figure 1.5 Example of an irregular NoC architecture 
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Figure 1.6  Example of an irregular NoC architecture 

 

Among the available flow control strategies wormhole routing stands out as the most 

preferred one for the application specific topologies. Wormhole routing provides low 

latency and buffer requirements for the NoC design. Among the many benefits of 

wormhole routing scheme contention is the major bottle neck of wormhole routing 

scheme as packets trend to scatter throughout the network during transmission. Main 

cause of contention within a network occurs when a particular resource is required by 

more than one packet in the network at a particular moment in time, this can lead to 

congestion of the contention point propagates throughout the system. Congestion cause s 

degradation in the systems performance thus the system can suffer from long delays and 

may not meet the throughput requirements of the system (application). 

Motivation and Outline/Goal 

This work is motivated by our interest in developing a mathematical model for 

application specific NoC. Mathematical modeling (MM) provides optimal or near to 

optimal solution for any model. MM has provided optimized solution for worldwide 

problems e.g. USA Shell Distribution System [1]. 

Linear programming (LP) is a component of the more general field of mathematical 

programming. Mathematical programming is concerned with the development of 

modeling and solution procedures for the purpose of maximizing the extent to which the 

goals and objectives of the decision maker are realized. Very special condition must hold 

true before a general mathematical programming problem is actually an LP problem.  

master1 slave1 

master2

3 

master3 

master4 

X1 

X2 

X3 

slave2 

slave3 
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Despite the implications of its name, LP has little to do with computer programming. In 

LP, the word programming is related to planning. Specially, it refers to modeling a 

problem and subsequently solving it by mathematical techniques. LP is very similar to 

setting up and solving a system of linear equations. 

Linear programming has been in use by many of the real world applications. United 

States Shell Oil Company has utilized linear programming codes together with the model 

builders and report generators to better manage their distribution system. The linear 

programming model that they developed consists of 575 constraints and 1700 variables. 

The linear programming model took 8 months to develop; one-fourth of this time was for 

getting acquainted with the people involved, the system, and sources of data. The cost of 

running the complete system using IBM’s MPSX LP package on an IBM 370/168 

computer varies from only $15 to $30, depending on the time of day. [1] 

Effective results for the same problem set can be obtained by writing algorithms, but it 

can fail to provide an optimal solution for the problem. Moreover algorithms are complex 

to design in comparison to mathematical models. Mathematical model for a NoC covers a 

number of aspects. 

This thesis works its way around to present a model that provides optimized, i.e. low area 

utilization, NoC architecture parameters by keeping in view the wormhole routing 

scheme that uses virtual channels. This thesis also keeps in view the traffic flow per 

switch and provides a feasible solution that does not exceed the frequency requirement of 

each switch. As a starting point static power consumption of the network is also 

considered in the model. 

Chapter 2, literature review, provides the necessary overview of Mathematical modeling; 

NoC and IP based NoC architectures being already designed. Chapter 3, Mathematical 

model of our problem, presents the mathematical model of the problem. Chapter 4, 

implementation and results, discussed how this model was implemented and discusses the 

results of the model. Chapter 5, conclusion and future work, concludes this thesis and 

outlines feature which can be incorporated in the model for better results. 
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Chapter 2 : Literature Review 

 

 

In terms of contention, Hu et al. attempt to improve performance by reducing the 

queueing blocking probability at each buffer [18]. No virtual channels (VC) are 

considered to relieve contention within the network. Aethereal implement routers to 

provide both guaranteed and best effort services and include VC insertion [19]. However, 

due to the complexity of the routers, area and power consumption stand as potential 

problems which require extra arbitration and buffering considerations. Rezazad and 

Sarbaziazad and Mullins et al. implement uniform VC distribution within on-chip 

networks [20, 21]. This technique does not optimize for power and performance, and can 

be a potential waste of resources for the network components that are not heavily utilized. 

Van den Brand et al. suggest hardware probes to monitor link congestion in real time 

[22]. Thismethod requires real time adjustments, extra hardware, links, and delays in 

order to control the congestion. It also does not directly address power dissipation due to 

the probes. It is much more efficient to relieve contention during the topology synthesis 

stage since the connections between the cores are well defined.  

A lot of research is under way to find an optimal solution for the synthesized topology 

considering a number of NoC aspects in view e.g. synthesis frequency, power 

consumption, performance, area consumption etc.  

A number of approaches have been adopted in the recent past to find the optimized 

solution. Generally they involve 

 Algorithmic approaches 

 Mathematical Modeling 

Power and power related factors during topology synthesis have been incorporated by a 

number of researchers. Others have focused on eliminating contention through various 

means. Static floorplans [23,249] have been used by several researchers in for power 

based NoC synthesis design where they assume that routers area placed at the corner of 
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all the cores. Topology synthesis may not consider network components such as NI’s and 

routers. In [23] performance issues have been discussed by Leary et al. while in [24] 

power based issues have been addressed by Chatha et al... A number of other research 

factions have formed mesh topologies and have used the energy bit approach to evaluate 

power consumption within the on- chip network [25, 18, 27]. Energy bit approach is 

successful only in the first order estimation, as power estimate model can surpass 50% 

error margin due to traffic congestion [28]. Ogras and Marculescu propose a technique to 

customize mesh based topologies by long-range link insertion to relieve critical loads 

[26]. This work assumes a constant set link length, while multiples of these lengths are 

used to insert the long-range links. Some of these researchers assume predetermined 

wirelengths and do not incorporate a floorplanner to estimate the actual lengths which 

can have a significant affect on power dissipation [26,25,18]. 

Simulated annealing (SA) method has been used by Ahonen et al. [29] to optimized NoC 

synthesis with the help of a design automation tool OIDIPUS. This technique exhibits 

that SA and system partitioning degrade the attainable level of optimization via block 

placement due to the lack of freedom that the blocks deserve when determining a position 

in the topology. Traffic flow within resulting partitions is increased and the boundaries of 

possible solutions in the search space are limited by aiming to lower the cost of 

partitioning. This method can only use one objective function at a time, and only 

considers the wirelengths within the system while disregarding factors such as router 

consumption while optimizing for power. 

 

Ascia et al. [30] use power and performance as objectives in order to optimize mesh 

based NoC architecture using a state-machine approach. A NoC simulator evaluates 

mapping alternatives and the objectives to be optimized. The exploration engine 

evaluates the next produced core mapping scheme using a Genetic Algorithm (GA) to 

decide whether to allow the next move or not, until a stopping criteria is met. The method 

fails to consider the wiring costs on power, and overall performance issues during the 

topology design. Leary et al. [31] implement a 3-level GA to represent each topology 

mapping as a set of binary and integer arrays. The algorithm employs the reproduction, 

crossover and mutation techniques until a stopping criterion is met. The algorithm also 
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invokes a fitness function and a floorplanner to map the elements as an application-

specific architecture. Both GA based techniques generate either performance or power 

solutions based on a Pareto curve, where the designer is expected to choose the best 

option between the two objectives. In general, GAs possess long execution times and do 

not know how to sacrifice short-term fitness to gain longer-term fitness. For this reason, 

GAs often fall into local optimal as opposed to finding the global optimum. In general, if 

the core graph fed into the topology generator requires directed edges from all vertices, 

all of the core sources and destinations are well known. Therefore, if the NoC generator 

is aware of the communication requirements within a system, there is no logic in 

randomly generating an initial solution or to keep generating random solutions. SoCs are 

expected to deal with hundreds of cores, and hence using a GA can increase execution 

time and may not necessarily lead to an optimal global solution.  

 

Murali et al. [33] has designed application-specific topologies by integrating floorplanner 

to assess the power consumption on wires, and establish whether the NoC can function at 

a certain frequency given a set of design parameters by the user. It also tries to integrate 

dynamic effects of congestion via a user specific mismatch parameter in order to reduce 

execution time. From a design viewpoint however, it is much more suitable and less time 

consuming if all dynamic effects, as well as power and performance factors are taken 

care of by the generator itself. 

 

Algorithmic Approach: 

TABU SEARCH 

The Tabu search (TS) [11] is a meta-heuristic algorithm designed to escape the trap of 

local optimality [32]. Contrary to other optimization methods such as Genetic Algorithms 

and Simulated Annealing, the feature that distinguishes the TS from other algorithms is 

its adaptive ability to retrieve prior optimal and non-optimal solutions by using a Tabu 

list. If the method falls into a cycle of moves that do not improve, a backtracking process 

starts by reverting back to some local optimum found in the Tabu list, and once again 

attempts to search for a new optimal solution.By keeping track of non-improving factors 
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within a topology, it is possible to design an optimal or near optimal system. The general 

TS algorithm is presented in Fig. 1. 

 

Generate initial solution N(s) 

Evaluate current solution conditions 

WHILE stopping criteria NOT met 

DO 

Identify a new neighbourhood solution s’ 

Move to the temporary solution 

Evaluate current solution 

Refer to Tabu List T(s) && Aspiration List A(s) to check 

for optimality 

IF optimal solution 

Place solution as an optimal T(s) entry 

Update current solution, N(s) = s’ 

IF Constraints satisfied 

EXIT 

END 

ELSE 

Place as a non-optimal T(s) entry 

Refer to Aspiration List A(s) to revert back to last 

optimal solution 

END 

END WHILE 

Figure 2.1 Example of an irregular NoC architecture 

 

Current Research using Mathematical Modeling 

 

Suleyman Tosun et al. has presented a new Integer Linear Programming based 

application mapping tool for meshbased Network-on-chip architectures in [9]. The tool 

shows the results for multimedia benchmarks to find close to optimal results under given 
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amount of time. The work aslo demonstrated the effects of the mesh sizes on the final 

mapping. 

The GRID based topology requires more routers than the MILP based topology showing 

that the design methodology of NoC architectures is crucial for achieving high 

performance. Ben A. Abderazek et al. presented a new mathematical formulation for 

synthesize of application specific NoC architectures, such that the performance 

constraints are satisfied and the communication power consumption is minimized [8]. 

Dara Rahmati et al. has proposed two different methods to characterize bandwidth and 

latency for NoC-based real-time SoCs, aiming at guaranteed QoS provisions [10]. The 

choice of the most suitable method depends on the performance demands of the system 

and on whether dedicated hardware facilities can be supplied in the NoC. One method is 

aimed at applications demanding minimum latencies and requires injection regulation, 

while the other is suitable for applications where packet injection must be flexible to 

accommodate for higher average injected bandwidths and no hardware regulation is 

available.  

Drawbacks 

 

Although the TS technique is successful in finding optimal solutions, its downfall occurs 

due to memory allocation. As more neighborhood set solutions are incurred, the amount 

of memory needed to memorize solutions can become quite large and demanding. 

Therefore, the user is to specify the largest amount of entries allowed within the Tabu 

list. Thus when the list becomes full, it updates itself with the newest optimal/non-

optimal solution and acts as a FIFO, releasing its oldest andmost non useful data. Given a 

problem space with a predetermined amount of cores and edges within a topology, the 

user can estimate the required memory allocation needed for a successful optimal 

solution to be reached. 

 

Currentlty much of the work in the field of MILP/IP based optimized NoC has taken 

place either without the consideration of virtual channels or the focus has been on 

providing optimized solutions keeping in view the performance or power issues [34]. 

Most if the designs are not focused towards Cost Area minimization. 
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This thesis presents a mathematical model for NoC architecture that gives an optimized 

solution keeping in veiw the area considerations along with the requirements of virtual 

channels required in the NoC design. 
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Chapter 3 : Proposed Model 

 

 

 

In this thesis a mixed integer linear programming (MILP) model for network-on-chip 

architecture is formulated. Primary concerns of the model are to provide an optimized 

solution complying with the specifications provided by the application (user). MILP 

models come under the umbrella of mathematical programming which in essence is the 

art of presenting a model in terms of equations. Mathematical programming provides an 

efficient way of finding an optimized solution to any given problem. Linear, non-linear 

and integer programming are an essential part of mathematical programming [1]. MILP 

model basically represents a problem in linear expressions whose model contains integer 

and binary variables. Integer variables provide numerical solution on the basis of our 

problem and constraint set whereas binary variables act as decision variables for the 

model. 

Main motivation for using MILP, as a programming technique, for our NoC problem 

arises from our need of different decision variables. These decision variables form the 

crux of our model and are integral part of our constraints. 

The proposed system consists of four phases namely  

 Requirements 

 Model Code Generation 

 Mathematical Modeling  

 Verilog Code Generation 

 

The application requirements include master, slave, number of switches and traffic 

pattern for the system as well as frequency and bandwidth requirement per switch. Model 

code generator gives expressions for link, virtual channel and traffic flow once the 
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number of channels is given as input. Mathematical modeling takes the application 

requirements as input and returns the topology connections. Verilog code generator is 

provided with parameters such as number of switches, packet size, number of input 

output ports and traffic flow; and the required Verilog code is generated subsequently. 

The next section explains in detail the fourth phase of the system. 

This section explains how the model for custom NoC architecture was achieved while 

adhering to the above mentioned guidelines. 

Before moving on it should be noted that some decision variables proposed by Minje et 

al, in [3] are adopted in our model as the starting point of this research. Addition 

constraints and variables are integrated with the ones already presented in [3] to from an 

optimized solution. 

 

 
Figure 3.1 Achieving optimized design 

 

The overall implementation of the thesis is divided into the four different stages. These 

stages are depicted in the figure 3.2 
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Figure 3.2 Implementation phases of the thesis 

The main aim of the thesis is to find an optimized solution for the NoC design given a 

specific application thus the first part of our thesis is to get the application requirements 

such as 

 Master, Slave and Switch number 

 Traffic flow 

 Frequency 

 Bandwidth requirements etc 

The next part of the thesis aims at finding some of the expressions that are the part of 

MILP for the given number of switches. The most important part of the thesis is the 

MILP model that focuses on finding an optimized solution for the provided application 

requirements. Final part of the thesis is aimed to find the verilog code for NoC switch 

using the information provided by the MILP solution such as: 

Switch number 
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 Traffic Flow pattern 

 Virtual channel count 

 Packet size 

 Header bit length etc 

 Number of input and output links 

Model formulation: 

MILP model formulation is the main focus of this thesis. MILP model formulation works 

to find an optimized solution provided some specific condition are met using the 

application requirements. 

 

 

Figure 3.3 How mathematical model helps in achieving optimized design 

 

In order to formulate an LP model successfully, the decision maker must: 

1. Understand the problem 

2. Identify the decision variable 

3. Numerical measure of effectiveness for the objective function to be chosen 
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4. Measure of effectiveness involving the decision variables to be represented as a 

linear expression 

5. All constraint to be identified and represented as linear expressions involving the 

decision variables 

6. Data collection or appropriate estimation for all the parameters of the model is 

required [1] 

Understand the Problem: 

Our method aims at providing an optimized, synthesizable, switch network for a custom 

application. Objective function of out model is to minimize the area consumption of our 

network. It is assumed that custom traffic, frequency and bandwidth information is 

provided. 

Assumption2 single communication path exists between a pair of master and slave. 

Provided; number of masters, number of slaves, number of switches, latency 

requirements, traffic flow, frequency requirement per switch and latency. 

A switch based NoC consists of three main components, namely, master, slave and 

switch. The network contains three types of connections; master to switch, slave to 

switch and switch to switch for cascaded network.  

In the following subsection MILP formulation of the problem is presented. The 

formulation consists of 5 types of constraints including Topology, single communication 

path, Latency, Frequency/Traffic flow per switch and static power utilization and one 

design cost factor total network area. 

Identify the Decision Variables: 

The following decision variables are used in the model 

▫ Master-Switch connection (MX) 

▫ To check the which master port is connect to the which switch 

▫ Slave-Switch connection (SX) 

▫ To check the which slave port is connect to the which switch 

▫ Switch-Switch connection (XX) 

▫ To check the switch-switch (cascade) connections 
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▫ Link (link) 

▫ To check a pair of master and slave ports form a path 

▫ Connection between master and Slave Ports (cconnect) 

▫ To check whether a certain pair of master and slave ports are connected or not 

 

 

 

Figure 3.4 Example of an irregular NoC architecture 

 

Numerical Measure for the Objective function: 

In application specific NoC there exist a number of critical aspects which are to be 

considered. Area and power form a few of these concerns. Aim of the proposed model is 

to minimize the Area utilized by the NoC architecture. Area of NoC architecture depends 

on a number of features, e.g. number of switches used in the network. Number of 

switches alone cannot correctly identify how much area will be consumed by the NoC 

architecture. As switch’s area consumption is directly proportional to the number of 

virtual channels and output flows required per switch. Thus each switch will have 

different area requirement. 

In other words we can say that area consumption of NoC architecture is more or less 

directly proportional to the number of virtual channels required at each switch and 

number of output flows required per switch. 

Thus,  

Area directly proportional to VCs and OPFs 

master1 slave1 

master2

3 

master3 

master4 

X1 

X2 

X3 

slave2 

slave3 
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Expressing area utilization in terms of number of switches, virtual channels and outputs 

flows formed a non-linear expression. Thus linear regression was used to form a linear 

expression for area consumption in terms of virtual channels and the output flows used.  

Online Linear regression tool [5] was utilized to provide us with areas linear expression.  

Correlation Coefficient: refers to Goodness of fit, which refers to how well a statistical 

model fits observations by summarizing the discrepancy between expected values and the 

observed values under the model in question. [6] 

Residual sum of squares: It is a measure of the divergence between the data and an 

estimation model. [6] 

 

Linear expressions for the decision variables: 

Model contains the following decision variables: 

 Master-Switch Connection Decision variable 

 Slave-Switch Connection Decision variable 

 LINK 

 CConnect  

These decision variables are explained below: 

Master-Switch Connection Decision variable 

Expression forces the MX variable to be one when a master is connected with a given 

switch. Equation 3-1 represents the linear expression for MX decision variable. 

 

Slave-Switch Connection Decision variable 

Expression forces the MX variable to be one when a master is connected with a given 

switch. Equation 3-2 represents the linear expression for SX decision variable. 

 

LINK 

Expression forces the LINK variable to be one when a master-slave pair is forming a 

single path. LINK expression is dependent on the depth of cascade 
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No. of expressions (summation of XX) is directly proportional to n (cascade depth) as 

show in the equations. Equation 3-8 represents the linear expression for LINK decision 

variable. 

 

CConnect  

Expression forces the decision variable to be one when traffic flow exists between a pair 

of master and slave port else it may be 0. Equation 3-1 represents the linear expression 

for MX decision variable. 

All constraints as linear expressions: 

Complete model is dependent upon the following constraints five constraints: 

• Topology Constraint 

• Single Communication Path Constraint 

• Latency Constraint 

• Traffic Flow/Bandwidth Constraint 

• Power Constraint 

 

Topology Constraints: 

Constraint 1(a): 

 

Constraint 1 assumes that a master or a slave must be connected with only one 

switch because providing arbitrary connection does not provide most feasible solution. 

The following decision variables (MTX, STX and XTX) were proposed by Minje et al in 

[3]. The same decision variables are used in this model. 

Constraint one says that each master and slave must only be connected with a 

single switch. To force this constraint MTX and STX decision variable are used. MTX 

contains one at the index (master number, switch number) where it is connected with a 

switch. Similarly STX contains one at the index (master number, switch number) where it 

is connected with a switch. 
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Equation 3-1 Constraint 1(a) for master-switch connection 

 

Equation 3-2 Constraint 1(a) for slave-switch connection 

 

Constraint 1 (b): 

Degree of Switch must be greater than 2. 

Switch network must utilize the full potential provided by the switch. Switches 

are best utilized when it has multiple input and output ports. A switch having a single 

input and a single output port are simply useless as they are no better than a single 

dedicated bus. Such a design lays waste to a valuable resource i.e. a switch. A switch 

must have either more than two input and output ports or it must not be connected to any 

input and output port i.e. it may not be used at all. Thus we can say that switches degree 

must be either greater than 2 or it must be 0. (Degree of a switch is known as the sum of 

input and output ports connected to that switch.) Minje Jun et al has addressed this issue 

in his MILP model [2]. The expressions proposed by Minje Jin et al are generally easy to 

understand but difficult to implement as MILP. Minje Jin et al proposed a substitute of 

these expressions but those expressions are totally model dependent and are difficult to 

understand and implement. The same decision variables, PM and PS, proposed in [3] are 

used in our model but the linear expression used to model the constraint have been 

developed at our own. 

 

Equation 3-3 Constraint 1(b) calculating input connections per switch 

 

Equation 3-4 Constraint 1(b) calculating output connections per switch 

Actual constraint to force the degree of switch to be two is as follows: 

 

Equation 3-5 Constraint 1(b) Constraint for degree of switch > 2 
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Degree of a switch can be greater than if there are the input ports and no slave port or 

vice versa. Such a switch and its connections are useless. Thus we need to define another 

constraint that forces the switch to have at least one input port and one output port. 

 

Equation 3-6 Constraint 1(b) Forcing at least one input port per switch 

 

Equation 3-7 Constraint 1(b) Forcing at least one output link per switch 

Constraint 2: 

Single communication path: 

Some of the available commercial solutions (PL301, SMX) for crossbar networks 

have a single communication path from a master to slave [3]. In the model it has also 

been assumed that single master to slave communication paths exits between any pair of 

master and slave. This approach seems to limit a pair of IP’s to communicate with each 

other through more than one path. A solution to this problem exists, IP’s can 

communicate with each other through multiple paths using multiple master and slave 

ports i.e. master 1 and master 2 can represent same IP though from our models point of 

view they act as independent master ports. 

Consider the following switch network. In this network there exist two different 

communication paths through which master 1 is connected to slave 2. Same is the case 

with master 2 and 3. 
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Figure 3.5 Switch network with multiple communication paths between all the master/slave pairs 

Such network is contrary to our assumptions of single communication path. 

Constraint 3 works its way around to force that only a single communication path must 

exist in the network thus restructuring the network as shown in the following figure (3.6). 

Only a single communication path now exists between all the master and slave pairs 

 

 

Figure 3.6 Switch network with single communication path between all the master/slave pairs 

 

master1 slave1 

master2

3 

master3 

X1 

X2 

X3 
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slave3 

master4 

master1 slave

1 

master2 
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X1 

X2 

X3 

slave2 

slave3 
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master4 

Possible communication links 

Master 1 X1 X2  Slave 2 

Master 1 X1 X3  Slave 2 
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To ensure a single communication path between each master and slave pair a decision 

variable linked is used. 

 

Equation 3-8 Constraint 2 forcing the link decision variable to be one in case a pair of master slave 

ports are connected 

Constraint 3: 

Traffic Flow optimization: 

Traffic flow becomes a major factor when one is looking for a viable solution for a set of 

given input traffic and frequency per switch. 

 

 

Figure 3.7 Showing traffic flows 

Traffic flow per switch must not exceed the peak acceptable frequency provided by the 

application. To ensure that we need a number of variables who act to save the traffic flow 

per switch per slave and the traffic flow per cascaded switch. These are used in the actual 

master1 
slave1 

master2 

master3 

master4 

X1 

X2 

X3 

slave2 

slave3 

Normal link 

Traffic from master 1  

Traffic from master 2  

Traffic from master 3  

Traffic from master 4  
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constraint that will ensure that the traffic flow per switch does not exceed the maximum 

possible limit for the switch. 

 

Equation 3-9 Constraint 3 Calculating traffic flow per switch per slave port per master 

 

Equation 3-10 Constraint 3 Calculating traffic flow per switch in case of a cascaded network per 

master 

 

Equation 3-11 Constraint 3 Calculating traffic flow per switch per slave 

 

Equation 3-12 Constraint 3 calculating traffic flow per switch per cascaded switch 

 

Equation 3-13 Constraint 3 calculating traffic flow per switch (max. 1) 

Once the above said calculations are completed the model should ensure that total traffic 

flow per switch must not exceed 1 as 1 represents the complete utilization of the switches 

data transfer resource.  

 

Equation 3-14 Constraint 3 actual constraint 

Constraint 4: 

Latency Constraint: 

Most of the high communication applications have specific latency requirements that 

must be considered for accurate application execution. Thus there must exist latency 

constraint in the model must be satisfied in order to formulate an optimized design. In 

this model the latency expression calculated is non-linear thus it has not been considered 

in the model. 

In its place another constraint has been used namely Connection Check. Aim of this 

constraint is to force such paths between any pair of master and slave ports which have 

some traffic flow requirements. 
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Connect Constraint: 

 

Equation 3-15 Constraint 4 Check for possible path between a pair of master and slave ports 

 

Equation 3-16 Constraint 4 Forces the cconnect decision variable to be one if traffic flows are 

required by the application 

Constraint 5: 

Static Power constraint: 

Static power is directly proportional to the number of virtual channels and output flows 

required per switch. 

 
Equation 3-17 Constraint 5 Power consumption expression 

As discussed earlier Cost AREA of the NoC architecture was selected as the objective 

function for the MILP model. The following expression shows the area calculation for the 

model. Model aims at decreasing the Cost AREA utilization for the NoC architecture.  

 

Equation 3-18 Area Consumption Expression 

 

For both constraint 5 and cost area OPF’s and virtual channels per switch are to be 

calculated. The following equations are used to calculate the virtual channels per switch 

 

Equation 3-19 Expression for calculating virtual channels per switch per slave 

 

Equation 3-20 Expression for calculating virtual channels per switch per cascaded switch 
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Equation 3-21 Expression calculating virtual channels per switch 

Data Collection: 

Unlike the other problems that are dealt by mathematical modeling NoC optimization 

does not require a hectic data collection process. This is made possible by the fact that the 

digital designing has only certain number of parameters which can be easily obtained 

wither by the application developer or the NoC designed oneself. Application developer 

provides the following requirements: 

 Frequency 

 Bandwidth 

 Traffic flow requirement etc 

Data such as area and static power are in control of the NoC designer as the results for the 

mathematical modeling vary according to the designer’s selection of routing scheme, 

power optimization technique or the performance optimization technique such as 

pipelining. Here ISE XILINX Webpack was used to gather the required information 

about area and power consumption.  
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Chapter 4 : Implementation and Results 

 

 

 

The complete system was developed in GUSEK, a freeware and a platform independent 

tool. A number of expressions of the model are directly proportional to the number of 

switches allowed for the design. To accommodate such behavior of the model a C# 

application was formed that helps in the generation of such expression. 

The overall application covers two areas, namely: 

 MODEL’s Code Generator 

 VERILOG Code Generator 

 

Figure 4.1 Application overview 

 

Code generator for the model caters the following expressions of the model:  
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• Linear expression for Link 

• Linear expression for Traffic 

• Linear expression for Virtual Channels 

VERILOG code generator part is used to parse the results of the GUSEK model and 

based upon those results generates VERILOG files of the switch with different input and 

output port connection.  

Switch utilizes wormhole routing scheme of the switch which as discussed in the 

background section provides the best approach for contention resolution while keeping 

the use of buffers to a minimum. VERILOG code generator uses this technique as the 

switches routing scheme. 

As discussed earlier application is divided into two parts, as the starting screen the 

application asks the user to choose the relevant part.  

 

Figure 4.2  Main window of the application 

VERILOG’s code generator part expects a number of input parameters according to 

which the code must be generated. These parameters include 

 Switch number  

 Packet/flit size 

 Number of input and output ports 

 Traffic flow 

 Different bit sizes (Priority, header, message id etc) 
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Figure 4.3  Main window for VERILOG Code generator 

 

Figure 4.4 Detailed data input for the VERILOG code generator 

Apart from the above information there are further details required such as the possible 

traffic flows per switch. This information is read from different files which are used to 

calculate number of virtual channels required per output link.  

 

Figure 4.5 Window selecting files and folder 
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The Model code generator part of the application provides three different options for the 

user. These include code generation of 

 Link expressions 

 Virtual Channel expressions 

 Traffic flow expression 

The above mentioned equations are dependent upon the number of switches provided as 

the backbone of the NoC design. 

  

 

Figure 4.6  Main window for model’s code generator 

 

Experimentation and Results: 

 

For experimental case study, we consider a multi-media SoC, Triple Video Object 

Plane Decoder, which has 38 cores (D 38 tvopd) [34]. The application is highly 

heterogeneous in nature, having three independent decoders working in parallel to 

improve performance. Each decoder has 12 cores organized in a pipeline fashion. There 

are two extra memories that are shared between the pipelines that serve as input and 

output buffers. We consider the design implemented on to 3 layers in 3D. For the 

topology generation we target the backplane with 12 master and 4 slaves to a total of 21 

flows. For our topology generation purposes we set the data bit-width to 8 bits, and select 

the lowest possible frequency which satisfies the bandwidth requirements of the node 

with heaviest traffic flows for each SoC and generate solutions. For the MILP model we 
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use GUSEK and from it generate an MPS file which is then solved using the Gurobi 

solver. We run the software in a virtual machine inside a core-i5 system and the solver 

itself ran on two threads. 

 

Solution time (Sec) 10.16 

Total Solution cost 

(LUT+Reg) 2184 

Number of slice LUTs 1360 

Number of slice registers 824 

Bit width 8 

Freq (Mhz) 202.5 

  

Table 4-1 Result parameters for application 

 

Router Details No of flows 

Assigned Traffic to 

Capacity% 

1 4 88.0247 

2 4 84.9383 

3 4 97.9012 

4 6 99.321 

5 6 98.642 

6 5 99.6296 

7 11 99.8765 

8 8 99.0741 

Table 4-2 Assigned router details 

 

Flow No 

Traffic 

Requirement 

(mb/s) 

Assigned 

router Flow No 

Traffic 

Requirement 

(mb/s) 

Assigned 

router 

1 70 8 25 16 7 

2 362 8 26 540 4 
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3 362 8 27 126 6 

4 362 8 28 300 4 

5 49 8 29 313 4 

6 27 8 30 313 4 

7 357 8 31 94 5 

8 353 7 32 500 3 

9 16 8 33 70 5 

10 540 7 34 362 3 

11 126 7 35 362 3 

12 300 7 36 362 3 

13 313 6 37 49 4 

14 313 6 38 27 7 

15 94 7 39 357 2 

16 500 6 40 353 2 

17 70 7 41 16 7 

18 362 6 42 540 2 

19 362 5 43 126 2 

20 362 5 44 300 1 

21 49 7 45 313 1 

22 27 7 46 313 1 

23 357 5 47 94 4 

24 353 5 48 500 1 

Table 4-3 Per flow traffic and router assignment for application 

 

The results are displayed in tables 1-3. As can be seen in table, the overall router cost is 

very low. Although we do not generate the number of slices to keep the result platform 

independent, the resulting LUTS and Slice registers would be synthesized to a very area 

efficient solution for FPGA platforms in terms of area resources available.  

Another interesting result is that even for the application with 48 flows the results are 

computed in 10.16 seconds. This shows that for practical SoC applications we can use a 

MILP formulation to generate application specific network on chip topologies without 
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resorting to heuristics. This is in counter to previous examples in literature which state 

the large times to generate results.  
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Chapter 5 : Conclusion and Future Work 

 

 

 

The design methodology of NoC architectures is crucial for achieving high performance 

and energy efficient systems. In this thesis Mathematical formulation for synthesize of 

application specific NoC architectures has been presented such that the performance 

constraints are satisfied and the cost area consumption is minimized. The most interesting 

result that is inferred from the experimentation is that even with the application for nearly 

50 flows the results are computed in merely 10.6 seconds. This shows that for practical 

SoC applications we can use a MILP formulation to generate application specific network 

on chip topologies without resorting to heuristics. This is in counter to previous examples 

in literature which state the large times to generate results. 

The mathematical model provides the following parameters 

 Topology 

 Master/Slave PE connections 

 Traffic flow 

 Virtual channels 

 

While adhering to the constraints set by the user and the application requirements 

provided by the user. 

In this model the objective was  

 Cost Area minimization 

 

The use of Networks on Chips (NoCs) for communication in 3D chips has posed new 

opportunities and challenges for designers. One of the most important problems is to 

design the most power performance efficient NoC topology that satisfies the application 

characteristics and 3D technology requirements. 
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In future new power, performance, traffic models are required to be developed that can 

provide better optimization. To achieve this one must work to develop better application 

and traffic models along with the introduction of new optimization techniques. 

Improvement in this thesis can be made on the bases of introduction of power 

consumption constraints. This can be done by using clock gating or other such 

techniques. Clock gating runs contrary to our main assumption of area minimization as it 

requires extra logic for bypassing the units that are powered off thus resulting in 

increased area utilization. 

Another aspect that hasn’t been considered in the thesis is performance of the NoC design 

in case of priority based masters and slave ports. QoS remains an interesting area where 

exists scope for future research. 
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