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Abstract

Number of population and areas affected by natural disasters are increasing day by

day due to lack of proper planning and response/regularity authorities. Better prac-

tices and models must be adopted in order to reduce human and economic loss due to

such disastrous events. Landslide is one of natural disaster happens due to downward

and outward movement of rock debris and earth materials resulting in vibrations which

blocks drainage and roads. In Pakistan, northern areas comprises of regions susceptible

to landslides due to extensive mountains and rugged terrain. Landslides disaster can

lead to enormous casualties and loss of economy. Landslide hazard mitigation can be

done effectively with the help of new methodologies, that can develop better landslide

hazard understanding and help to make rational decisions for management of landslide

risk. The primary objective of this study is i)To identify factors influencing occurrence

of landslides, through a quantitative methodology ii)To identify Artificial Intelligence

and Machine Learning based models that are effective in detecting landslides, iii) Cre-

ation of landslide inventory map data for landslide modeling using open source resources.

In our research work, we are proposing to identify landslide inventories using Satellite

imagery and field data, calculating susceptibility analysis using Geographical Informa-

tion Systems (GIS) tools for Muzaffarabad area and then based on that data we will

detect landslide prone areas in other regions using Machine Learning tools. For that

purpose we will be using Analytical Hierarchy Process (AHP) for landslide parameters

determination and Support Vector Machine (SVM), Linear regression, Decision Tree, K

nearest neighbor (KNN) classifiers and Neuro Evolutionary Algorithm named as Carte-

sian Genetic Programming Artificial Neural Network for landslide susceptibility. The

results shows that almost 90% accuracy when correlate with the landslide inventories.

In this project we focused on susceptibility of landslides using Geographical Information

Systems (GIS) tools, machine learning techniques and Artificial Intelligence algorithm.
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Using Analytical Hierarchy Process we identified landslide prone parameters to be used

in susceptibility analysis which were later divided into four categories, i.e. low , Mod-

erate , High and very High landslide prone areas. The analysis show that almost 30%

of the area comes under high and very high prone areas of landslides. Barren land and

grassland in land cover, fault lines and Muzaffarabad formation, Hazara formation and

Holocene in geology are found to be most susceptible factors in Muzaffarabad areas

which contributes to landslides.The classification results show the model performance.

In the given analysis, Cartesian Genetic Programming Evolved Artificial Neural Network

(CGPANN) shows better performance as compared to others, Support Vector Machine,

K Nearest Neighbours (KNN) and Logistic regression performance is also good.The per-

formance score shows 0.81 for knn, 0.83 for Decision Trees, 0.85 for Support Vector

Machine and 0.87 for Logistic Regression. Cartesian Genetic Programming Evolved Ar-

tificial Neural Network outperformed other techniques like SVM & Logistic Regression

with 0.96 accuracy. Our proposed methodology will help the government to improve

the landslide prediction system and utilize available professional resources efficiently in

order to deal with the situation of increasing occurrence of landslides in Pakistan. In

future we are going to extend this work by installing sensors and cameras, developing

heterogeneous sensor network along with Artificial Intelligence algorithms that are ef-

fective in developing new landslide reduction services to predict landslides beforehand

to save the community and infrastructure from big losses.

Keywords: Analytical hierarchy Process, Landslide, Susceptibility, Machine Learning,

Support Vector Machine, Logistic Regression, Decision Tree
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Chapter 1

Introduction

Landslides disaster can lead to extensive economical losses and immense human causali-

ties in mountainous regions [1]. Because of the damage, millions of dollars and hundreds

of lives are lost each year. To cater for this problem, we introduce an approach to iden-

tify landslide susceptible areas in Muzaffarabad, Pakistan where a lot of landslides had

taken place in the past. In this chapter, a brief introduction of landslide, landslide oc-

currence all over the world and in Pakistan, motivation, problem statement and research

objectives has been explained.

1.1 Background and Motivation

Landslide is a natural phenomenon which means downward motion of slope in the form

of a rock mass, debris, or soil [2]. There are destabilizing forces which weakens the

mountains slope. In return slopes strive to achieve its stability by grasping a natural

state of equilibrium under a particular arrangement of conditions but gets unstable and

weakens once the equilibrium that is interrupted thus it leads to landslide occurrence

[3]. They have caused destruction and loss to life of human beings and infrastructure

worldwide.

Out of all natural disasters, it is ranked as seventh killer in number when compared with

other natural disasters [4]. They are named seventh killer after volcano, floods, drought,

windstorms, earthquakes, and extreme temperature, claiming lives from 800-1000 on

average during the 20 years [5]. Among all the continents, 220 landslides occurred in

Asia only during the last three decades which is by far the most when compared to
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Chapter 1: Introduction

other world regions. However, deaths and injuries are being suffered by America the

most, as the number is greater than 25000 while Europe suffered a huge damage that

cost them the damage of almost $23 million [6]. Tens of billions of dollars is estimated

to be the infrastructure loss damage worldwide for landslides with annual losses alone

of more than $1.5 billion in USA alone [7]

1.2 LANDSLIDES IN PAKISTAN

There are many ways to identify and analyze landslides, some of them are landslide

monitoring system that are sensor based [8] [9] [10], and others are through artificial

intelligence landslide prediction[11] [12][13]. In Pakistan, northern areas comprises of

regions susceptible to landslides due to extensive mountains and rugged terrain [14].

The Karakoram, the Himalayas, and the Hindu Kush mountain ranges are located in

Pakistan and have faced many landslides which have been resulted from the shifting

of the Indian plate northward and Asian Plate clashing with them [15]. These ranges

extents are seismically dynamic locales amidst two impacting continents [16]. Land-

slides are the most common risk in the Himalaya and Karakoram ranges due to its high

dynamic seismicity, huge topographic geomorphology, eroded land and massive precip-

itation factor etc. Pakistan has experienced several catastrophic landslide disasters in

recent years.In April 2016, a massive landslide in Khyber Pakhtunkhwa (KP) killed at

least 262 people, with 56% of the fatalities [17].It is very important to understand the

factors related to landslides in order to solve complex problems related to landslides.

There are many factors that influence landslides, most of them are discussed below.

1.3 FACTORS CAUSING LANDSLIDE

Parameters for landslides are very important as they contribute towards landslide oc-

currence. There are many factors that contribute to landslides. They are divided into

two categories. Natural Factors and Anthropogenic factors.

2



Chapter 1: Introduction

1.3.1 Natural Factors

Slope

One of the most important factors in landslide susceptibility is Slope [18]. Slope is a

gradient. The more steep it will be, the more it is likely that landslide will occur. Due

to availability of Digital Elevation models, it is now more convenient to get Slope from

them even of remote areas.

Rainfall

Precipitation is also an important and common factor for triggering landslides. There

is a direct relationship between precipitation and landslide occurrence. The more the

rainfall, the more soil will get moisture and the more cohesion the soil will lose as the

soil will get saturated hence the landslide. In Pakistan during the monsoon season due

to heavy precipitation and antecedent rainfall, the soil gets a lot of moisture and pore

pressure increases and water infiltration is high thus a lot of landslides had been recorded

over the years[19].

Erosion

Due to weathering, intermittent running water like river streams etc, high winds and

snowfall the top part of soil is removed that kept the soil binded thus slope becomes

steep and landslide occurs [20].

Earthquakes

Due to shaking of earth vibration occurs and sometimes its very devastating. Earthquake

put strain on the soil and thus weak slope fails and landslide occurs[21].

1.3.2 Anthropogenic Factors

Deforestation

Due to urbanization, a lot of construction has been occurring especially in mountain

regions, bridges and roads constructions are taking place rapidly. Trees are being cut

3



Chapter 1: Introduction

down for constructions in urban areas which has a drastic impact on stability of land[22].

Vibrations

Vibrations due to movements of vehicles, construction etc. lead to instability in land

and thus creates a landslide[23].

1.4 Problem Statement

The landslides processes are the extensively damaging, among all the other disasters, as

due to land sliding a lot of homes and properties are devastated as everything on that

area comes down. Because of the damage millions of dollars and hundreds of lives are

lost each year. In order to identify landslide prone factors relation to landslide occur-

rence, it is important to find techniques that can help in landslide feature engineering.

Foremost step in landslide detection is to find out accurately which factor weighs more

in landslide occurrence. Once we know the parameters which causes the landslides, we

can easily predict landslide in the future. Secondly, prediction of landslide with high

accuracy is very important as less accuracy can lead to wrong results which will further

cause great damage to people and infrastructure, if they are wrongly been informed.

For that reason, prediction of landslide prone areas with high accuracy is needed to

reduce the damage caused by landslides and also to mitigate planning and development

strategies. Previously, different researches have been done (see section 3.1,3.2 of Chapter

3) to identify susceptibility of landslides using different techniques but the accuracy of

susceptibility results could not achieve the high mark which could help in saving the

community.

1.5 Research Objectives

This research has two main objectives. The first objective is identify AI and Machine

Learning based models that are effective in detecting landslides with high accuracy .

The second objective is to create landslide inventory map data for landslide modeling.

They are briefly stated as follows:

1. To identify factors influencing occurrence of landslides

4



Chapter 1: Introduction

2. To identify AI and Machine Learning based models that are effective

in detecting landslides with high accuracy

3. Creation of landslide inventory map data for landslide modeling.

1.6 Proposed Framework

In our research work, we are proposing to identify landslide parameters used for land-

slide prone area detection.For that reason we are proposing novel method for feature

engineer using GIS tools and decision making techniques. Firstly, we are using fre-

quency ratio to find parameters of landslides and then after we get to know about the

weights of parameters we will use Analytical Hierarchy process to find susceptible areas

of landslide classified into Low landslide, Moderate Landslide,High landslide and very

high landslide prone areas called landslide susceptible areas. Using that information

we will detect other areas landslide susceptibility using Artificial intelligence and Ma-

chine learning Algorithms. Initially the primary data for landslide susceptibility was

extracted using Satellite imagery, Digital Elevation model, and GPS points of landslide

inventory. Parameters were then extracted using GIS tools and softwares. Later they

were converted into numeric data to be used in Machine Learning and AI models.

1.7 Organization of Thesis

Chapter 2 contains the background information of Analytical Hierarchy Process, and

Machine learning Classifiers. Chapter 3 provides the literature review carried out on

susceptibility analysis and landslide detection. Chapter 4 describes the proposed frame-

work of this research and workflow of solving the problem. Chapter 5 describes the

results and Chapter 6 will describe the discussion, conclusion limitations and future

work of this research.
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Chapter 2

Background

This chapter describes the basic concepts of the models being used in developing the

Framework. Three models are used in the proposed framework. The models are An-

alytical Hierarchy Process, Support Vector Machine. Linear regression, Decision Tree

and K nearest neighbor.

2.1 Analytical Hierarchy Process

AHP uses multi-criterial matrix based on ranking of experts. This method is used

in decision making process for example site selection, disaster management etc. In

the recent years several researchers have been using this technique as it proves to be a

convenient procedure that deals with multi-criteria hierarchical structures [24]. Pairwise

comparisons matrix are involved in this process against decision variables[25]. The

factors of landslides are assigned a numeric value from 0-1 individually where 1 is the

least and 9 is the most, depending on their relative rank. It shows the intensity of

importance of landslide factors.The table introduced by Saaty is given below.

6



Chapter 2: Background

Figure 2.1: Intensity Importance

Pairwise comparison was done using matrix. For its preparation, the utilization of

comparison matrix was done using matrix of landslide causative parameters, knowledge

by the experts and existing research to determine the ranks among its parameters.

Using the table developed by Saaty, for this research a pairwise comparison matrix was

prepared to identify prone areas. Weights of criteria were computed by each column

values’ sum of matrix of pair-wise comparison, further it divided each matrix element

by its column sum. The mean of elements was computed in row of each element. Several

researchers have applied this technique for landslide susceptibility mapping [26][27][28]

to find landslide prone areas by giving ranks to landslide causative parameters. The

consistency of judgement in this process is improved by inconsistency measurement.

The formula for consistency index (CI) for comparison of matrix is given below.

2.2 AI and Machine Learning Techniques

2.2.1 Support vector Machine

A separator is used in support vector machine to classify the data. First the data is

mapped into high dimension feature space to categorize the data, then the separator is

7



Chapter 2: Background

drawn for the data to be separated. The separator is in the form of a hyperplane[29].

SVM was selected in this research because it gives good accuracy with limited data.

The image below shoes the data divided by hyper plane in SVM methodology [30].

Figure 2.2: Support Vector Machine

2.2.2 Decision Trees

Decision Tree: In decision trees training set are split into nodes, where one category of

data is contained in one node. Construction of decision tree can be done by consider-

ing the attributes explicitly[31]. First data is chosen from data one by one then each

parameter is split in tress by its significance. Decision trees are used in this research

because of their simplicity and less computational power.

2.2.3 Logistic Regression

McFadden (1973) introduced Logistic Regression model. In logistic regression, there

is one or more independent variables. Logistic regression is an analogous to linear

regression, but tries to predict a categorical or discrete target field instead of a numeric

one[32].Linear regression works by considering the feature set and a bias term that can

be fitted into training set. Regularization in linear regression assist in model fitting

prevention

8



Chapter 2: Background

2.2.4 K Nearest Neighbour

The K-Nearest Neighbors algorithm takes the data that is labeled and use the signature

to label the ones that are not labeled. It classifies the data by seeing its similarity to

other datasets. In KNN the data points closest to one another are considered neighbors

and label the other points according to this paradigm[33]. We used KNN in our project

because it works better with static data.

2.2.5 Cartesian Genetic Programming

Cartesian Genetic Programming (CGP) initially developed by Miller and Thomson is

an Evolutionary Programming method. It works as a feedforward connected network.

It is inspired by genes in human body where genotype consists of neurons called nodes

which have inputs and functions. In CGP genotypes are evolving from first generation to

next. In this we have parents genotype and later offspring genotypes that are produced

after mutation.To add more flexibility to NeuroEvolution based cartesian programming,

artificial neural networks are evolved in it. It takes direct encoding scheme which means

architecture,weights, functions are encoded by CGPANN in one genotype which then

optimize it to the best possible option through mutation by adding and removing features

based on its best suitability [34].

Figure 2.3: Cartesian Genetic Programming Architecture Diagram

In this figure above shows three inputs i.e. 0,1,2, three nodes in which two of them are

active (black) and one is inactive (grey) and an output.

9



Chapter 3

Literature Review

In this chapter, we present our conclusion on previously accomplished analysis and

research regarding landslide susceptibility and its prediction using different techniques.

With the assistance of related work, we can get deep knowledge of our work with which

we can further refine our research problem, assists us in carrying out methodology, guide

us in relevance of our work and deduce the research gap.

3.1 Landslide Susceptibility Parameters

Spatial landslide prediction with the assistance of landslide parameters that caused

the landslides previously are refer to as landslide susceptibility, which aims to identify

landslide occurrence over a region [35]. However, there are some basic assumptions that

are being applied whenever landslide susceptibility mapping is done. Firstly, it implies

that landslides that going to happen afterwards will happen under similar geographical,

geomorphological, hydrological and climatic states which were responsible in the past.

Secondly, through remote sensing and field survery, distinct features can be identified

for landslides [36]. Thirdly, landslides are results of identifiable internal factors [37].

Over the last few years, developments of GIS data for spatial analysis have played a

significant role. Tools of GIS and Remote sensing techniques have been widely used for

landslide detection and prediction. Comparative analysis of different landslide parame-

ters used in different research papers and evaluation of different landslide susceptibility

mapping is done in this literature review.

Factors of landslides depend on few things like study purpose, scalability and availability
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Chapter 3: Literature Review

data. Landslide causative factors can be many, it all depends on the research objective

[38]. Different researchers have chosen different parameters. KT Change et.al [39]

worked using statistical and machine learning techniques to produce landslide maps for

susceptibility in which facts influencing landslides were twelve parameters. Jaewon Choi

et al. 2012 [40] proposed to obtain landslide factors for landslide susceptibility using

satellite images. Factors like bedrock and surface lithology, bedding attitude, structure,

conditions of in ground water, vegetation cover, climate, land use and human activity

were included in the research. They removed lithology from the paper as the informa-

tion of lithology cannot be extracted directly from the imagery. Biswajeet Pradhan et.al

(2010) [41] presented neuro-fuzzy inference system to analyze landslide causative fac-

tors to produce susceptibility mapping. Factors like altitude, curvature, slope gradient,

distance from road, distance from drainage, lithology, Normalized Difference Vegetation

Index, distance from faults were identified using previous papers. The study depicted

that distance to road have close relation to landslides. Also slope is directly proportional

to landslides in the given study. Thus it makes slope an important parameter to assess

landslides. Aafaf El Jazouli et al. (2019) [42] proposed Analytical Hierarchy Process for

assessment of landslide causing factors and their effects on its parameters. Among the

parameters of landslides slope, drainage, land use, lithology, slope aspect, roads, eleva-

tion and faults were included. The reason to include these factors as they intervene with

stabilization of rocks and are expose to landslide susceptibility. After analysis, it showed

that distance to faults, slope, distance to drainage network and lithology were consid-

ered most important. Kuan-Tsung Chang et al. (2019) [43] selected parameters like

topography, hydrology, tectonics, geology, and geomorphology based on aforesaid sum-

marization of spatial relationships between landslide causing factors and its occurrences.

Tectonics were later removed as the research was rainfall triggered landslide susceptibil-

ity. Sajid Ali et al. (2019) [44] selected factors like seismicity, lithology,rain fall intensity,

elevation, slope, faults, aspect, curvature, hydrology and landcover. Based on statisti-

cal and spatial analysis results it was discovered that seismicity, faults and slope angle

mainly control the landslide’s spatial distribution. Himam Shahabi et al. (2015) [45]

selected parameters on landslides by keeping in mind the study area and data availabil-

ity. They presented ten factors i-e slope, soil, aspect,lithology,Normalised DVI,distance

to drainage,landcover,precipitation, distance to faults and distance to roads.

In landslide susceptibility mapping causative factors play a crucial part. Almost all of
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the research papers have included Slope, in landslide susceptibility mapping. Lithology

and Aspect are being used by many researchers as well. The parameters are used by

every researcher according to the research goad and study area. Landuse and buffer of

roads (human induced), then factors induced by water content e.g. streams, rainfall etc.

and finally geomorphic factors that are induced by nature i-e weathering or earthquake

e.g. Faults, lithology, soil etc. Factors are chosen according to the goal of the research

and availability of data.

3.2 Landslide Susceptibility Mapping Approaches

Landslide Susceptibility Mapping is a multiplex task which helps in mitigation, and

planning [46] [47]. There are multiple ways that are being proposed to map landslide

prone areas. They are as follows:

3.2.1 Qualitative Approach

Expert knowledge and past experiences in landslide susceptibility assessment lead to

Qualitative approach. Geomorphic analysis and Distribution analysis were widely used

during 1970-1980 time. different types of data are introduced in qualitative methods

based on subjectivity to generate landslide susceptibility mapping.

3.2.2 Distribution Analysis

Distribution analysis refers to as spatial location of landslides of a particular area us-

ing aerial imagery, historic landslide data and field survey as a polygon on point event

[48]. Landslide susceptibility mapping is produced on the basis of landslide inventory.

Distribution analysis also refers to as density map of landslides that shows frequency of

landslides and their loss alongside to determine susceptibility of landslides by interpolat-

ing density data [49]. However, this method of analysis could not define the relationship

between causative factors of landslides and landslide occurrences, moreover, it was time

consuming and expensive. In conclusion, distribution analysis could not find landslide

susceptibility for the future landslide occurrence.

12
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3.2.3 Geomorphic Analysis

Geomorphological mapping of landslides is done through expert ability to approximate

existing and prospective slope failures [35] . This is a direct method where field work is

involved by the experts based on their subjective knowledge of the area [50] produced

map based on geomorphic analysis for landslide mapping using causative factors of

landslides to extrapolate for area having similar physical characteristics to map different

level of susceptibility [51]. However, the drawback of these kind of analysis is that

subjectivity is involved as well as extensive field data is required [52].

In Quantitative approach expert opinion plays a vital role. It is a knowledge driven

method where experts directly predicts the susceptibility based on the observations and

history of that particular area. Techniques like Analytical Hierarchy Process, Boolean

overlay, Multi-class overlay, Spatial evaluation based on a criteria are developed to make

qualitative susceptibility map. AHP uses multi-criterial matrix based on ranking of ex-

perts. This method is used in decision making process for example site selection, disaster

management etc. In the recent years several researchers have been using this technique

as it proves to be a convenient procedure that deals with multi-criteria hierarchical struc-

tures [24]. The factors of landslides are assigned a numeric value from 0-1 individually

where 1 is the least and 9 is the most, depending on their relative rank.

Aafaf El Jazouli et al. [42] proposed decision making technique called AHP for assess-

ment of landslide causing factors and their effects on its parameters. Spatially each

parameter was analyzed based on expert judgement. The result showed the percentage

of different susceptibility prone areas classified into differnt risk factors. The validation

was done through Receiving Operating Characteristics method. They were successful

in identifying present and future landslides. The results of susceptibility maps will help

in planning and management for decision makers.

Sajid Ali et.al [44] selected 11 landslide factors to be assigned its weights according to

its rank based on expert opinion given in the previous literature. Based on statistical

and spatial analysis results, it was discovered that seismicity, faults and slope angle play

significant role in landslide’s location when it came to selecting landslide parameters.

They were assigned weights in Analytical Hierarchy Process technique which resulted

in susceptibility map that was grouped into different categories. The result showed the

prone area of landslide in percentage which is likely to getting landslide in the future.

13
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For validation ROC curve was used which resulted in accuracy of 72% which is suitable

for future planning, management and mitigation.

Himam Shahabi et al. [53] utilized a decision making technique called AHP. The credi-

bility of the map was validated by using ROC method and R-Index method.

Shamsa Kanwal et al [13] [54] proposed in her paper the use of GIS and AHP to determine

the weights of parameters for landslide identification and generate susceptibility maps.

Basic landslide causing factors were used in this research. Parameters were further

grouped into susceptibility categories and ranked them based on significance slope in

stability hence the landslide. The ranks were given to each class based on literature

studies. Validation was done using landslide inventories.

3.2.4 Quantitative Approach

Quantitative approaches were used to minimize the use of subjectivity in weight alloca-

tion techniques and maximize objectivity in quantifying the considerate signification of

causative factors of earthquakes to be used in landslide susceptibility mapping. There

are a number of techniques that are quantitative approaches in prone areas mapping.

3.2.5 Statistical Analysis

Statistical analysis juxtapose the landslides causative parameters with existing spatial

landslide distribution [55]. It minimizes subjectivity when assignments of weights on

parameters is done. GIS tools and technologies are useful when dealing with statistical

analysis.They are classified into two classes.

3.2.6 Bivariate Statistical analysis

In bivariate analysis each topographic layer is assessed in comparison to landslide spatial

distribution. The value of weights to be assigned to each category of landslide parameters

is in accordance of landslide frequency. Thus landslide density layer which is its spatial

frequency is overlaid on GIS thematic layers where respective landslide density values

are calculated.

Many researchers have used statistical methods to find susceptibility ranks (Brabb 1984)

[46], information value method [56] [57] and weights of evidence modeling method [58].
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Mukhiddin Juliev et al. (2019) [59] utilized different statistical analysis to derive sus-

ceptibility maps of landslide prone areas. In their research they compared different

statistical methods to be employed for the purpose of landslide susceptibility. Factors of

landslide were used. The results were classified into five groups od susceptibility. Among

all SI resulted in better accuracy i-e 80%. For future study they would research on ob-

serving the influence of statistical landslide susceptibility mapping on type of landslide

inventory. Moreover, they also wanted to extend the area of their research with the help

of local authorities.

3.2.7 Multivariate statistical Analysis

In Multivariate statistical analysis the weighted numbers of landslide causal factors

confined to land unit. The association between factors are also part of the analysis.

3.2.8 Probabilistic Approach

Probabilistic techniques in landslide susceptibility mapping is used to diminish sub-

jectivity during weight allocation procedure. In this approach comparison is done for

landslide spatial distribution with respect to causative factors within the framework

of probability. Methods like conditional probability, Bayesian probability model are

included. Kuan-Tsung Chang et al. (2019) [60] selected parameters like topography,

hydrology, tectonics, geology, and geomorphology based on aforesaid summarization of

spatial relationships between landslide causing factors and its occurrences. Tectonics

were later removed as the research was rainfall triggered landslide susceptibility. They

utilized different Machine learning algorithms to identify landslides prone areas.

Ataollah Shirzad et.al (2017) [61] presented ensambled hybrid approach in order to

identify landslide susceptibility map. Subsets were generated from the data gathered in

training. NBT was used to produce a classifier which is utilized by a subset.

KT Change et al. (2009) [60] produced landslide susceptibility maps using statistical

and machine learning techniques in which facts influencing landslides were twelve. The

factors were based on susceptibility. Later they rule out faults from their data as it was

not corresponding to landslide occurring while they realized rainfall is the main factor

to trigger landlide in their area.
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Jaewon Choi et al. (2012) [62] proposed to obtain landslide factors for landslide suscep-

tibility using Satellite images. He referred in his paper that identification and mapping

of parameters of landslide require a priori information and knowledge of the causative

landslides . Factors like bedrock and surface lithology, bedding attitude, structure, con-

ditions of in ground water, vegetation cover, climate, land use and human activity were

included in the research. They removed lithology from the paper as the information

of lithology cannot be extracted directly from the imagery. The factors were quantifies

and identified usingdifferent approaches. The factors weights were then used to map

susceptibility of landslides. The disadvantage of using the factors by images is that the

resolution of image was not good enough to distinguish large scale landslide area.

3.2.9 Distribution-Free Approaches

Some new approaches such as fuzzy logic, artificial neural Networks (ANNs) etc. are

adopted for landslide susceptibility mapping to eliminate subjectivity and increase ac-

curacy and reliability. Neural Networks, fuzzy approaches are being used to identify

landslide prone areas. Artificial Neural Networks deal with non-linearity in the processes

to find solution to problems same like human brain does. They focus on objectivity in

which data and weights are free of any spatial distributional assumptions.

Dieu Tien Bui et al (2016) [63] explained for training and validation purpose a framework

was constructed using machine learning techniques of shallow landslide prone models.

Past landslide data was used using two locations for landslide susceptible areas. Con-

ditioning factors like slope, aspect, weather conditions etc for landslides using different

sources were produced.

Huangqiong Chen et.al (2013) [64] proposed a novel technique based on RNN to predict

landslide and its susceptibility. Optimization of initial weights and biases of network

architecture were done by Genetic Algorithm. RNN model prediction accuracy showed

better and accurate results as compared to neural network model that used feedforward

techniques for the area of Baishuihehe landslide. For landslide displacement prediction

RNN models are good enough Biswajeet Pradhan et.al (2010) [65] assessed landslide

susceptible area using landslide prone areas identification analysis by using different

methods like artificial neural network , GIS tools and RS techniques. Back propagation

model of artificial “intelligence neural network” was selected for the using five random
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sites of training and hazard maps were constructed after getting the factors weight.

To validate the results inventory landslides were used which showed 83.45% accuracy.

However, lack of data was the limitation of the paper

3.3 Critical Analysis

The critical analysis includes the analysis and limitations of the techniques used in the

studies discussed and limitations of the studies itself.

The landslide parameters impact the susceptibility of an area. The selection of land-

slide parameters is crucial to the analysis of landslide early detection.To identify correct

parameters, co relation and other analysis should be done. Kuan-Tsung Chang et.al

(2019) [65], Ataollah Shirzadi (2017) [61], Aafaf El Jazouli (2019) [42], Biswajeet Prad-

han (2010) [65], Sajid Ali (2019) [44], KT Change et al. (2009) [60] have done no

feature engineering before applying the technique to find susceptibile area. This leads

to increase subjectivity and less accuracy. Some of the techniques used by researchers

had followed more conventional ways to deal with landslide susceptibility problem [59]

[66][46]

The systematic study of literature shows that for landslide prone areas mapping different

techniques and approaches are there with every method has its own pros and cons. This

study presents a critical review of landslide susceptibility methods having their pros

and cons. For different methods serve different purpose in landslide susceptibility. For

small region and short term, Slope stability analysis i.e. morphological methods [52]

is relevant but for a longer term, this method is not suitable as it does not consider

the landslide causing factors in its procedure. To know an overview of the area for

landslide susceptibility analysis in a longer term, Qualitative methods [42] [53] [54] are

appropriate for experienced designers and experts as it consider subjectivity in an initial

stage using their their knowledge. Quantitative analysis [63] [64] prevent subjectivity

and weigh down every parameter independently. The investigations on methodologies

suggests that Quantitative methods engender better results as compared to any other.

Recently the work on landslide susceptibility has been done extensively but there are

some gaps that need to be addressed properly. Data scarcity is one of them. The limited

data (landslide occurrences and its time and date) and resources to find the data, restrict
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the researchers to get the required results. Secondly, landslide susceptibility analysis is

done to provide a mitigation plan and to prevent the risk of losses caused by landslides,

so we need better algorithms to get better accuracy in identifying susceptible areas of

landslides and to predict landslides beforehand.
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Proposed Framework

In this chapter we will identify the parameters used in landslide susceptibility using

feature engineering, apply several approaches for landslide susceptibility and identify

which model work best for landslide susceptibility analysis. In this chapter we will

discuss the steps taken to acquire the data, labeling of the data, parameter selection

and model implementation.

4.1 Framework Steps

The research procedure followed to achieve the objectives is discussed in this and coming

sections. The proposed framework is divided into different phases shown in Figure 5.2.

• Study Area Selection

• Data Acquisition

• Feature Engineering

• Feature Selection

• Model Implementation

4.2 Data Selection

Muzaffarabad in northern Pakistan is the area of our research. It covers 1,241 km2 of

the area. It is the captital of Kashmir administered by Pakistan. It is known for its high
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dynamic seismicity, huge topographic geomorphology, diverse mountain ranges, rivers,

eroded land and massive precipitation factor. Weather consists of humid to moderate.

The mean temperature in July is from 23 Degree Calcius to 35 Degree Celcius and in

January it ranges from 3 Degree Celcius to 16 Degree Celcius respectively. Mean annual

precipitation was recorded as 1,511mm.

Figure 4.1: Study Area: Map of Muzaffarabad

4.3 Data Acquisition

4.3.1 Land cover

Land cover: It was acquired using Satellite imagery. Sentinel Imagery was classified

into different classes of Land use using supervised technique. The classified classes Bare

Land, Vegetation, Snow, Water Body, Urban Area.The classification accuracy was 90%
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which was checked using Google Earth Pro.

Figure 4.2: Landcover Map of Muzaffarabad

4.3.2 Slope

Slope: Digital Elevation model of Satellite ASTER, (30m) resolution was used to extract

Slope from it. The Slope was then classified 0-10 degrees,10-20,20-30,30-40,40-50,50-60

and Above 60
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Figure 4.3: Slope Map of Muzaffarabad

4.3.3 Elevation

Elevation: To extract elevation, we used Digital Elevation model Aster (30m resolution).

The elevation were further classified into four classes. The following are the classes of

Elevation. 565-1000,1000-1500,1500-2000 and 2000-2500.
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Figure 4.4: Elevation Map of Muzaffarabad

4.3.4 Aspect

Aspect: with the help of Digital Elevation Model of Aster Satellite of 30m resolution,

Aspect was acquired. Aspect gives direction information of a place. It was classified

into eight classes, which are North, North-East, East, South-East, South, South-West,

West, and North-West
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Figure 4.5: Aspect Map of Muzaffarabad

4.3.5 Geology

Geology: Geology was obtained from Tayyab et.al. It was further classified into dif-

ferent formations. The following are the names of those formations. Muree Formation,

Tanol Formation, Panjal Metasediments, Panjal Volcanics, Hazara Formation, Holocene,

Muzaffarabad Formation, Paleocene/Eocene Sequence
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Figure 4.6: Geology Map of Muzaffarabad

4.3.6 Buffers of Faults, Streams and Roads

Buffers: In order to find streams, faults and roads near the study area, they were

converted into buffer zones at a particular distance. For Faults, the buffers were 100,

200, 300, and Above 300. For Roads, the buffers were 50, 100 and above 100. For

Streams 50, 100 and above 100.
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Figure 4.7: Faults Map of Muzaffarabad

4.4 Susceptibility Analysis

The analysis for susceptibility mapping was Analytical Hierarchy Process. Firstly, we

used frequency ratio method to find relative ratio between each parameter using land-

slide inventory. Then used the frequency ratio method to be used in Analytical hierarchy

method in order to reduce subjectivity. AHP uses multi-criterial matrix based on rank-

ing of experts. This method is used in decision making process for example site selection,

disaster management etc. In the recent years several researchers have been using this

technique as it proves to be a convenient procedure that deals with multi-criteria hier-

archical structures (SAATY 2003) . Pairwise comparisons matrix are involved in this

process against decision variables. The factors of landslides are assigned a numeric value
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from 0-1 individually where 1 is the least and 9 is the most, depending on their relative

rank. It shows the intensity of importance of landslide factors.The table introduced by

Saaty is given in the background chapter

Pairwise comparison was done using metrics. For its preparation, the utilization of com-

parison matrix was done using metrics of landslide causative parameters, knowledge by

the experts and existing research to determine the ranks among its parameters. Using

the table developed by Saaty, for this research a pairwise comparison matrix was pre-

pared to identify prone areas. Weights of criteria were computed by each column values’

sum of metrics of pair-wise comparison, further it divided each metrics element by its

column sum. The mean of elements was computed in row of each element. Several

researchers have applied this technique for landslide susceptibility mapping to identify

landslide prone areas by assigning weights to landslide causative parameters. The con-

sistency of judgement in this process is improved by inconsistency measurement. The

formula for consistency index (CI) for comparison of metrics is given below.

Where the principal Eigen value and n is the order of metrics. Similarly, when Consis-

tency index is compared with set of numbers where each number is an average random

CI, that depends on order of the metrics.

The consistency ratio above 0.1 indicates factor ratings are inconsistent which calls for

revision of matrix judgements. The standard RI (Random Index) of pairwise comparison

matrix is given by saaty as below:
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Table 4.1: Pairwise comparison metrics

Features Geology Slope
Land

use
Roads Stream Faults Height Aspect

Geology 1 1 5 5 9 8 8 8

Slope 1 1 2 4 8 9 7 8

Land use 1/5 1/2 1 2 1 1 1 1

Roads 1/5 1/4 1/2 1 2 3 2 2

Streams 1/9 1/8 1/4 1/2 1 5 2 2

Faults 1/8 1/9 1/5 1/3 1/5 1 1 2

Elevation 1/8 1/7 1/5 1/2 1/2 1 1 1

Aspect 1/8 1/8 1/2 1/2 1/2 1/2 1 1

Table 4.2: Calculation of parameters

Features Geology Slope
Land

use
Roads Stream Faults Height Aspect

Geology 0.35 0.31 0.52 0.39 0.41 0.28 0.35 0.32

Slope 0.35 0.31 0.21 0.31 0.36 0.32 0.30 0.32

Land use 0.07 0.15 0.10 0.08 0.05 0.04 0.04 0.04

Roads 0.07 0.08 0.05 0.08 0.09 0.11 0.09 0.08

Streams 0.03 0.04 0.03 0.04 0.05 0.18 0.09 0.08

Faults 0.04 0.03 0.02 0.03 0.009 0.04 0.04 0.08

Elevation 0.04 0.04 0.02 0.04 0.02 0.04 0.04 0.04

Aspect 0.04 0.04 0.05 0.04 0.02 0.02 0.04 0.04

.
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Table 4.3: Computation of criterion weights

Criteria Computation of criterion weights Weights

Geology (0.35+0.31+0.52+0.39+0.41+0.28+0.35+0.32)/8 0.364

Slope (0.35+0.31+0.21+0.31+0.36+0.32+0.30+0.32)/8 0.353

Land use (0.07+0.15+0.10+0.08+0.05+0.04+0.04+0.04)/8 0.081

Roads (0.07+0.08+0.05+0.08+0.09+0.10+0.09+0.08)/8 0.091

Streams (0.04+0.04+0.03+0.04+0.05+0.18+0.09+0.08)/8 0.076

Faults (0.04+0.03+0.02+0.03+0.009+0.03+0.04+0.08)/8 0.042

Elevation (0.04+0.044+0.021+0.04+0.02+0.04+0.04+0.04)/8 0.041

Aspect (0.04+0.04+0.05+0.04+0.02+0.02+0.04+0.04)/8 0.042

By using AHP, we will analyze the impact of landslide factors on the landslide occurrence

and its susceptibility in that area. Our data set was in the form of grid data (raster

format). As we wanted to see the impact of factors on landslide occurrence, hence we

used AHP to calculate the influence of factors on landslide occurrence through some

particular weights. For this purpose, we created a metrics based on expert opinion and

frequency ratio, followed by calculations and summed up weights for each parameter.

The weights of parameters helped us to identify landslide susceptible areas. Later the

grid data is converted into numeric data for further Machine Learning and AI algorithms.

4.5 Data Labeling

The data was in the form of raster (grid data). For Machine learning Analysis, we

needed them in the form of numeric data. For that purpose, all the grid data file were

converted into shapefiles (vector data). The landslide inventories were intersected with

the parameters to get all the landslide incident information along with its parameters

at a particular point. The data was then converted to csv file for the experimentation

purpose. The converted data was in the raw form. The data was manually labelled

according to its rank. The ranks and weights of the parameters were given according to

experts’ opinions as well as experimentation.
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4.6 Classification

AI and Machine Learning techniques like SVM, Logistic Regression , Decision tree, K

Nearest neighbour and ANN evolved Cartesian Genetic Programming have been suc-

cessfully applied for solving challenges in various domains. Due to reason that each

technique works in a unique way, over time researchers have been able to identify the

extent of their usability in different domains. Since there was no significantt time or

computation cost involved with respect to either of the techniques, we can only compare

based on accuracy scores .Classification attempts to learn the relationship between a

set of feature variables and a target variable of interest. The target attribute in clas-

sification is a categorical variable with discrete values. The classifiers that we used in

our analysis were Decision Tree, Support Vector Machine (SVM), KNN and Logistic

Regression. These classifiers were applied in python anaconda using libraries like Scikit-

learn, numpy etc. SVM was selected because it gives good accuracy with limited data.

Decision trees were used because of their simplicity and less computational power. We

used KNN in our project because it works better with static data. Later CGPANN was

used to classify the data which proved to be very accurate.
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Results Evaluation and Validation

To find the factors influencing the landslide events Analytical Hierarchy process was

applied as discussed in the previous chapter (see chapter 4). With the aim of finding the

causal relationship between different variables, predictive models were used in order to

observe those factors. In this chapter the results will be discussed along with the evalu-

ation measure for the results. Accuracy was used to validate the models implemented.

After model evaluation, comparison of different models were also discussed.

5.1 Experimental Protocols

Experimental protocols includes software specification and hardware, used for the im-

plementation of models.

• Software: Following tools were used to implement the models; Anaconda Navi-

gator, and Arc-GIS

1. Anaconda Navigator: It is a platform which let the user to launch different

applications to work with e.g. Spyder, Jupiter Notebook, RStudio etc. It

also provides a platform to manage different environments and packages to

be installed manually instead of writing commands using command-line [67].

2. Q-GIS: Q-GIS is a data managemnet and storage toolbox which is open

sourced used by a wide GIS community.It has GIS related problem solving

tools[68].

• Hardware The system used to implement these models has the specifications as;
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8GB RAM, Intel core i7, 2.20 GHz Processor, 64 bit OS, Windows 10 Pro

5.2 Dataset Description

After feature extraction and engineering, we got the following parameters based on its

weights with reference to landslide susceptibility.The final parameters were as followes:

Slope,Elevation, Geology, Roads, Landuse, Streams, and faults.The target classes were

Low, Moderate, High and very High susceptibility zones. The dataset comprised of total

2000 inputs with 70:30 ratio of test and train data in holdout method. The final features

after feature engineering shows lithology (0.36) has the highest weight then slope (0.353)

followed by landuse(0.081), roads(0.091),streams(0.076), faults(0.042) aspect(0.042) and

elevation (0.041)

Figure 5.1: Weights of the Features after Feature Engineering

5.3 Results

5.3.1 Analytical Hierarchy Process

Several researchers have applied this technique for landslide susceptibility mapping to

identify landslide prone areas by assigning weights to landslide causative parameters.

The consistency of judgement in this process is improved by inconsistency measurement.

The formula for consistency index (CI) for comparison of matrix is

λ max − n

n− 1
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Where lamda max is the principal Eigen value and n is the order of matrix. Similarly,

when Consistency index is compared with set of numbers where each number is an

average random CI, that depends on order of the matrix. While consistency ratio is

equal to

CI

RI

The consistency ratio above 0.1 indicates factor ratings are inconsistent which calls for

revision of matrix judgements. The standard RI (Random Index) of pairwise comparison

matrix is given by saaty as below

Figure 5.2: Random Index Standards

In our project, after all the calculations, we retrieved the Principal Eigen value as 8.518

Consistency Index:
8.518 − 8

8 − 1

0.073

Consistency Ratio:
0.073
0.052

0.052

Thus the result shows that the consistency ratio shows consistency with the judgements

and preferences of the landslide parameters.
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5.4 Evaluation Measures

To gauge the performance of each model, accuracy was used. Model macro level Recall,

Precision, Accuracy and F1-score was reported in order to evaluate reliability of our

results.

Accuracy = TP + TN

TP + TN + FP + FN

Precision = TP

TP + FP

Recall = TP

TP + FN

F1 = 2 · Precision ·Recall
Precision+Recall

where TP, TN, FP and FN are the number of True Positives, True Negatives, False

Positives and False Negatives, respectively. Macro is chosen because it calculates mean

of a particular score individually for every target value. Scores are shown for each

method i.e. Holdout as well as 10 Fold cross validation. To optimize training results 10

Fold cross validation evaluation method was used. For 10 Fold cross validation method

use Stratified K-Fold scheme which ensures that all folds maintain each class percentage

representation. We used models that can give best results for each method. Performance

of our models are given below.

5.5 Machine Learning Results

For machine learning classifiers performance, confusion matrix and ROC curve were

used. The results are shown below.
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Figure 5.3: SVM Result

Figure 5.4: Decision Tree Result

Figure 5.5: K Nearest Neighbours
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Table 5.1: Performance score

Results Classifier Accuracy Precision Recall f1-score

10 Folds C.V SVM 0.85 0.86 0.85 0.85

LR 0.87 0.88 0.87 0.87

DT 0.81 0.83 0.81 0.82

KNN 0.80 0.80 0.80 0.80

Holdout Validation SVM 0.89 0.88 0.89 0.89

LR 0.86 0.84 0.88 0.86

DT 0.84 0.84 0.83 0.85

KNN 0.88 0.86 0.87 0.88

CGPANN 0.96 0.93 0.95 0.95
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5.5.1 Performance Score

5.6 Resulting Output Map

Figure 5.6: Landslide Susceptibility Map for Muzaffarabad
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Figure 5.7: Landslide Susceptibility Area

5.7 Discussion

The classification was done using 10 Folds method as well as Holdout method.By looking

at the results, it shows that the results performance of Logistic Regression (0.87) in 10

Folds cross validation method is better as compared to Support vector Machine (0.85),

Decision Tree (0.81) and K Nearest Neighbour(0.80) while in Holdout method CGPANN

(0.96) has out performed any other Machine learning classifier.Although Decision Tree

(0.84), K Nearest Neighbour (0.88) and SVM (0.89) are giving results better than 10

Fold cross validation method. Moreover, the resulting Map shows categories of Landslide

susceptible areas using different color schemes. Green color shows low susceptibility in

the area, blue color shows moderate susceptibility, yellow color shows high susceptibility

while red color shows very high susceptibility area. The graph shows percentage of

Area that comes under Landslide Susceptibility. It shows that 19% of area comes under

very high susceptibility, 22% comes under Low susceptibility, 50% of Area comes under

moderate susceptibility and 9% of area comes under very high susceptibility.
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Conclusion and Future Work

In this chapter, we will discuss about the contribution of the research work, discussions

over the results and summery of the whole findings in this research. In this research

susceptibility analysis were done to identify landslide prone areas. It will help in hazard

management and mitigation plans.

6.1 Discussion

In this project we focused on detection of landslides using GIS tools and machine learning

techniques. Using AHP we identified landslide prone parameters and found areas suscep-

tibility by dividing them into four categories i-e low landslide susceptibility, Moderate

landslide susceptibility, High landslide susceptibility and very high landslide suscepti-

bility. To identify parameters weights for landslide susceptibility AHP and frequency

methods were used which helped us in feature engineering. After that AI and Machine

learning classifiers were used to detect susceptible areas of landslides. Among all of

them CGPANN outperformed and have given best accuracy of 0.96. The analysis show

that almost 30% of the area comes under high and very high susceptibility. Barren land

and grassland in land cover, fault lines and Muzaffarabad formation, Hazara formation

and Holocene in geology are found to be most susceptible factors in Muzaffarabad areas

which contributes to landslides.
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6.2 Contribution

Landslides can result in enormous casualties and huge economic losses in mountainous

regions. Because of the damage millions of dollars and hundreds of lives are lost each

year.

In this research we have worked on novel method of feature engineering to rank the

landslide parameters in order to predict landslide in the future using susceptibility anal-

ysis. We achieved very good accuracy that will help in reliable landslide prediction

results using inexpensive and open sources tools and softwares. Susceptibility Analysis

of landslides will help following authorities in different ways:

1. 1. Disaster Management Authorities The susceptibility results will help the

authority to have a better plan for hazard management and mitigation. Suscep-

tibility analysis will help them identifying location for early warning systems and

sensors placement in the area that are hazard prone.

2. Urban Planning Authorities Due to urbanization, a lot of constructions have

been taking place recently especially in the areas with slope (mountains) like

bridges, roads etc. It is best to have a landslide susceptibility map as it will

help in construction planning for that area.

3. Tourism : Many tourists get stuck in the land sliding during heavy monsoon

rainfall or during the snow. The susceptibility analysis will help them in knowing

the placing that are prone to landslides.

6.3 Conclusion

Using AHP we identified landslide prone parameters and found areas susceptibility by

dividing them into four categories i-e low landslide susceptibility, Moderate landslide

susceptibility, High landslide susceptibility and very high landslide susceptibility. To

identify parameters weights for landslide susceptibility AHP and frequency methods

were used which helped us in feature engineering. After that AI and Machine learn-

ing classifiers were used to detect susceptible areas of landslides. Among all of them

CGPANN outperformed and have given best accuracy of 0.96 using all open sources

tools and data. In order to mitigate landslide hazard effectively, better methodologies
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are required to develop a better understanding of landslide hazard and to make ratio-

nal decisions for management of landslide risk. For landslide mitigation and hazard

management, landslide susceptibility analysis is a useful way to identify landslide prone

areas. However, landslide is being controlled by geomorphic factors which means it’s a

complex natural phenomena, thus it is needed to be handled with better accuracy. The

landslide susceptibility technique should have a better accuracy as its accuracy will help

in identifying prone areas to landslides and later the most susceptible area will have

proper hazard management and sensors placement for its prediction in order to keep

the people, their properties and public infrastructure protected. Machine learning tech-

niques are adopted and applied with great success for landslide susceptibility. With this

information, we can place sensors on these susceptible areas in our future work and also

inform the authorities about the prone areas for better landslide hazard management.

6.4 Limitations and Future Work

Dataset can be improved. More data can be added to the work. In future we are

going to extend this work by installing sensors and cameras, developing heterogeneous

sensor network and using better Artificial Intelligence (AI) models that are effective in

developing new landslide reduction services to predict landslides beforehand to save the

community and infrastructure from big losses.
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