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Abstract

With great technological advancements made in computational powers, Automatic Speech

Recognition (ASR) systems have seen a surge in interest and usage. Much research

has been done in ASR systems in languages like Chinese, English, Spanish, Korean or

even in our national language Urdu, resulting in a better Human Computer Interac-

tion (HCI).But there is a dearth of speech recognition systems done in regional and

local languages like Sindhi. Over 30 million speakers of Sindhi Language in Pakistan

are unable to communicate with a machine in Sindhi which is a great hurdle in uti-

lizing the best of what technology has to offer. Automatic Speech Recognition (ASR)

systems specifically built for local languages can help in overcoming these hurdles. In

this study a speech recognition system for Sindhi language has been built with Kaldi

toolkit. Hidden Markov Models (HMM) have been used along with Guassian Mixture

Models (GMM) and Deep Neural Networks (DNN). Experiments have been conducted

on GMM-HMM and DNN-HMM techniques regarding noise, training size, phonetic dic-

tionary size and DNN parameters. DNNs were tested and compared using parameters

such as value of p in p-norm non-linearity, number of hidden layers and learning rates.

DNN with 6 hidden layers and p=2 gave best results. Accuracy of our speech recog-

nition system is measured in Word Error Rate (WER). Experiments have been carried

out on various speech recognition models and recipes for improved WER and results.

These results could then be utilized in different areas like navigation, home automation

etc. to increase HCI and usage of technology by Sindhi speakers.

Keywords: Sindhi Speech Recognition, Kaldi, HCI, WER
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Chapter 1

Introduction

An ASR system enables us to convert spoken utterances to easily readable text [15].

It acts as a communications bridge between computers and people. Earlier, due to

limited power in computation, limited availability of data and limited research, there

was not much interest in speech recognition. Preferable methods to communicate with

machines were mouse etc. But recently with great technological advancements made in

computational powers in various devices, Automatic Speech Recognition (ASR) systems

have seen a surge in interest and usage [16][17]. Now a days we are completely relying

on these in various ways. From instructing our devices to send out messages, connecting

us with people through calls, providing us navigation in maps, playing music for us, to

lighting bulbs, adjusting temperature and automating our home on a regular basis, we

are using ASR systems everywhere.

There are over 30 million Sindhi speaking people living in different parts of Pakistan

(See Fig. 1.1) But for these 30 million Sindhi speakers there is a communications gap

with computers and technology. These people can not communicate with machines in

their language. Beside the literacy rate in province of Sindh, where these people reside

is very low[18]. So the only way to communicate with machines for these people is to

either learn English or Urdu or be provided with a system enabling them interaction

with machines in their own language. For this very purpose, we have developed a speech

recognition system in Sindhi for these people to overcome this gap in communication.

This will result in a better Human Computer Interaction for Sindhi speaking people

with machines and they will able to utilize technology similarly like people of other

languages.

1



Chapter 1: Introduction

Figure 1.1: Distribution of Pakistanis speaking Sindhi as a first language [1]

1.1 Motivation

There are a number of useful applications of an automatic speech recognition system in

Sindhi. It mostly helps in lessening the gap in human to machine interaction for over

30 million of people. Some of these useful applications are discussed below.

1.1.1 Sindhi Speech Recognition in Keyboards

There are various keyboards for writing in Sindhi. Google’s Gboard is one of the popular

and easy choices for this [2]. Gboard has built in facility to do speech to text conversion

in English or in Roman Hindi (see Fig. 1.2).

But Google’s Gboard in Sindhi does not convert speech to text when Sindhi words are

uttered. It would convert familiar words either in English, Roman Hindi etc., if detected,

but not in Sindhi (see Fig. 1.3).

Therefore, it would be really useful if Sindhi speech recognition is introduced in key-

2



Chapter 1: Introduction

Figure 1.2: Google’s keyboard in Sindhi doing speech to text recognition in Roman Hindi [2]

boards. This would allow Sindhi speaking Diaspora to better utilize phones if they are

not familiar in other languages.

Figure 1.3: Google keyboard in Sindhi doing speech to text recognition in English instead of

Sindhi [2]

1.1.2 Sindhi Speech Recognition in Searches

Another useful application of a Sindhi speech recognition system would be in performing

various searches. Some of them are described below.

3



Chapter 1: Introduction

• Search by voice on search engines.

• Search music or videos by voice to listen to on streaming services

• Search shopping items by voice on e-commerce platforms

• Search locations by voice to navigate to with directions on map providing platforms

• Search hotels or places by voice to stay or rent

• Search food or food providers by voice on food-delivery platforms

1.1.3 Sindhi Speech Recognition in Home Assistants

Speech recognition has seen a boost in usage for home assistants and automation con-

trols. Some of the applications of it in home assistants are shown below.

• Integration in voice assistants like Alexa, Google Home, Siri etc. [19]

• Controlling various home appliances like fans or adjusting their controls [20][21]

• Adjusting temperatures of enclosed spaces

• Turning on appliances like lights, microwave, washing machines etc.

Our Sindhi speech recognition system can also provide above benefits to Sindhi speaking

people if integrated in home automation systems.

1.1.4 Sindhi Speech Recognition in Speech Translation

Another useful application of speech recognition is speech translation, it involves trans-

lating utterances of one spoken language, using machine learning, to another language

between two speakers speaking different languages (see Fig. 1.4). Many corpus exist for

multiple languages [22][23] for speech translation. But none exist incorporating Sindhi,

our speech recognition system can help in this regard.

1.2 Research Objective

There is a lot of research being carried out in English in the field of speech Recognition.

Recently, even local Pakistani languages like Urdu [24][25][26] and Pashto [27], have also

4



Chapter 1: Introduction

Figure 1.4: Speech to Speech translation with speech recognition in first phase.

seen an increase in research. But there is a dearth of speech recognition research being

made in Sindhi.

This research aims to fill that gap by providing an automatic speech recognition system

in Sindhi language using Kaldi toolkit. This study further aims to compare experi-

mentation and results of models like Guassian Mixture Model - Hidden Markov Model

(GMM-HMM) and Deep Neural Network (DNN).

1.3 Thesis Organization

This thesis is organized in following chapters.

• Chapter 2 provides a literature review of research carried out in speech recognition

mainly in regional languages like Urdu, Sindhi, Pujabi, Saraiki, Gujrati, Pashto

etc.

• Chapter 3 describes the methodology followed in speech recognition system built

for Sindhi language.

• Chapter 4 lays out the system, design and architecture.

• Chapter 5 presents the results of various experiments and tests carried out on

multiple models for this speech recognition system.

5



Chapter 1: Introduction

• And lastly, chapter 6 presents concluding remarks and any possible future work

that can take the work of this study forward.

6



Chapter 2

Literature Review

2.1 Speech Recognition

Automatic Speech Recognition has always been an area of interest, but due to limited

computing power and resources, major breakthroughs had not been achieved. That

changed after when Bell labs introduced Audrey [28][29] and IBM developed Shoebox

[30], devices that could detect only spoken digits [31][32]. The Harpy [33] in 1970s

could detect over a thousand words. But it was the rising popularity of Hidden Markov

Models (HMM) [3] in early 1980s, that caused a shift to statistical processing from

pattern recognition processing [32] causing improvements in accuracies achieved.

Since then, lately, due to advancements in processing powers [34] automatic speech

recognition has seen a surge in research and usage. Now more and more people are

communicating and interacting with machines using voice. Around 30 percent [35][36] of

user interaction happens through some powerful speech recognition systems like Google

Home, Alexa and Siri etc. These systems correctly recognize the spoken utterances

around 95 percent of the time. [37][35].

2.1.1 Tools and techniques in Speech Recognition

There are various popular tools and softwares being used for the purpose of recognizing

speech. Some popular ones are Dragon [38], Sphinx-4 [39] and Kaldi [40], which is an

open source toolkit. Most of these perform excellent speech recognition in English and

other major international languages. On local and regional languages research needs to

be done to get remarkable results like those of English.

7



Chapter 2: Literature Review

There are various techniques used in speech recognition. One such popular technique

is of Hidden Markov Models (HMM) [3]. HMM shows a number of hidden states and

the observations for those states. Given a probability a transition from one state to

another or itself occurs and the result is the observation. Jason Eisner (2002) in his

paper [4] gave an example (See Fig. 2.1) of a Hidden Markov Model to find the state

of the weather (Hot or Cold) given the number of observations (ice creams eaten on a

particular date).

HMM are used with combination of Guassian Mixture Models (GMM) (See Fig. 3.4) and

Deep Neural Networks (DNN) (See Fig 3.6). Input to the acoustic model in GMM-HMM

technique is given through features extracted by Mel frequency cepstral coefficients

(MFCC) or Perceptual linear predictive (PLP) coefficients [41]. Kaldi [40] offers various

recipes and algorithms to use DNNs on top of GMM-HMM models for improving word

error rates (WER). It uses p-normalized vectors along with Time delay neural networks

(TDNN) and Long short-term memory (LSTM) to build DNNs.

Figure 2.1: A Hidden Markov Model for weather [3] [4]

2.1.2 Speech Recognition in Arabic language

In automatic speech recognition, same words spoken by different people have different

features due to various number of reasons. Bezoui et al. (2016) extracted features

on same speeches by a number of speakers in Arabic language [42]. They extracted

features of recitations of verses of the Holy Quran from multiple reciters. Even though

the verses are same, each reciter will have different features in the sound. Differences

would emerge because of the dialects, speed, pronunciation and other factors. They

8



Chapter 2: Literature Review

stated that extracting features is a vital step for data preparation for classification.

They used MFCC technique for that purpose.

An automatic speech recognition system is affected by multiple factors. Eiman et al

(2020) explored a number of reasons that influence the quality and performance of a

speech recognition system [6]. They discovered that gender, dialects, amount of training

data, recording quality and variations in pronunciation all affect the performance of an

ASR. Diacritics also play a role in speech recognition. Abed et al. (2019) found out that

adding diacritics increased WER by 3.29% [43]. Even if they cause an uptick in WER,

they recommended to add them in ASR because they could be helpful if the results of

ASR system are fed to speech to text systems for translation.

Figure 2.2: Effects of dialect, gender and training data size in Arabic speech recognition [5][6]

Noise also affects the quality and performance of a speech recognition systems. Ouisaadane

et al. (2021) compared the effects of noisy environments on an Arabic speech recognition

system [44]. They used HMM with DNN and Guassian Mixture Models (GMM) sep-

arately using CMU Sphinx and Kaldi on twenty isolated words and extracted features

through MFCC.

9
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2.1.3 Speech Recognition in South Asian languages

On Hindi, an ASR on a corpus of around 1000 sentences was developed by Upadhyaya

et al. (2017) [45]. The authors found out that performance of a model trained on

triphone (tri) n-grams produced better word error rate than monograms (mono). A

similar research [46] was conducted by Guglani et al. (2018) who presented a speech

recognition system in Punjabi using Kaldi toolkit. They extracted features from Punjabi

speech and tested the performance on n-grams. They reported a noteworthy decrease

in word error rate (WER) when triphones2 (tri2) n-grams were used over monograms.

Consequently WER was further reduced if triphone3 (tri3) n-grams were used over

monograms. They used two techniques for feature extraction. The first technique Mel

frequency cepstral coefficients (MFCC) produced much better accuracy than second

technique Perceptual linear prediction (PLP).

Kumar et al. (2017) built an ASR system for Punjabi [47]. They trained their model on

over 6000 words and over 1400 sentences. They achieved an accuracy of 93% on Punjabi

words. Bhardwaj et al. (2020) developed a corpus of children speakers in Punjabi and

build an ASR on it using Deep Neural Networks (DNN) in Kaldi toolkit [48]. They

achieved an accuracy of 87% in the system. Tailor et al. (2018) built an ASR for

Gujrati language using Hidden Markov Models (HMM) [49]. They trained the system

on 40 speakers on 650 utterances and achieved 12.7% word error rate (WER).

Humayun et al (2019) trained an Urdu speech recognition system using Kaldi on 100

hours of data with test data WER of 9% [24]. Farooq et al. (2019) developed a speech

recognition system for Urdu [26]. They trained the model with 1671 Punjabi and Urdu

speakers on 300 hours of data. Using various techniques for acoustic modeling, they

achieved 13.5% WER.

Syed et al. (2020) developed a speech emotion recognition system on Urdu and Sindhi

[50]. Their corpus consisted of 1435 utterances in Urdu and Sindhi. They measured the

performance of the system in unadjusted average recall (UAR). On test partitions in

Urdu and Sindhi, their UAR was 56.96% and 55.29% respectively.

10



Chapter 2: Literature Review

2.1.4 Limitations in Speech Recognition in Sindhi language and pro-

posed solution

There is only a small of amount of research done in speech recognition for Sindhi. Hashmi

et al. (2019) created and ASR using HMM and Artificial Neural Networks (ANN) [51].

They trained 100 words on 10 speakers, evenly distributed between male and female

speakers. They used CMU Sphinx as ASR toolkit and MFCC foe extracting of features.

Accuracies acheieved were in range of 81-97 percent for each speaker. Speakers with

higher training data size, in their findings, had higher accuracies. Even though their

accuracies were high, the dataset had a limited vocabulary of 100 words. The lack of

good datasets is a very big limitation in speech recognition for Sindhi.

Sindhi language has seen very little research in the area of speech recognition due to a

number of reasons. The population is declining with children not speaking their mother

tongue. The urbanization has led to children speaking English or Urdu language. On

top of it Sindhi is a very difficult language to write as it contains 52 letters and every

letter can be written differently depending on the position in word and most of the

population prefers to write Roman Sindhi. All these factors have contributed to the

lack of datasets and research for Sindhi ASR. This thesis aims to reduce this limitation

by providing an automated speech recognition in Sindhi with a dataset of 13 hours of

speech data with their transcriptions, more than 50 speakers and a phonetic dictionary

of over 10,000 words.

In this chapter the literature review and the progress made in area of automatic speech

recognition has been discussed, followed by the problem and motivations that led to

creation of an ASR for Sindhi. In the following chapter technical methodologies of our

ASR, given contributions and a general overview of proposed approach to creating this

ASR will be briefly discussed.

11



Chapter 3

Methodology

In Sindh, the literacy rate is very low, therefore interaction with machines in English

or Urdu is not possible by majority of population. Interaction with machines by these

people can only happen via voice based interfaces in Sindhi through an automated speech

recognition system. But the educated population in the province prefers to communicate

with machines in English or Urdu, this has led to a serious lack of research in Sindhi

speech recognition. The small research that has been carried out has been on very small

datasets with severly limited vocabulary set and few speakers resulting in poor results

in real life scenarios.

These problems have motivated us to creating an ASR specifically designed for Sindhi

language. In this chapter we present the methodologies, technicalities and the approach

we have used in creating our automated speech recognition system for Sindhi language.

ASR for Sindhi language in this study has been developed by creating an acoustic and

language model specific to Sindhi language. This thesis has explored and tuned multiple

acoustic parameters like HMM-states or leaves, number of hidden layers and dimensions

in a DNN, value of p in p-norm non-linearity along with TDNN and LSTMs as well as

tuning language model to get good results in the form of word error rate. These details

are discussed in below sections.

3.1 Automatic Speech Recognition system

An automatic speech recognition system (See Fig 3.1) takes as input the speech signal

received, performs acoustic analysis by extracting features, decodes the spoken signals

12



Chapter 3: Methodology

in recognition system using acoustic and language model parameters and produces text

of spoken utterances as output.

Figure 3.1: ASR Architecture

The main objective of an ASR is to deduce the probability of a sequence of words given

a features sequence [7]. The given feature vector X = {x1, x2, x3, ..., xn} produces a

sequence of words W = {w1, w2, w3, ..., wn}. This is mathematically shown in Equation

3.1.1.

W ∗ = argW max P (W |X) (3.1.1)

Equation 3.1.2 is the result when Naive Bayes is applied on Equation 3.1.1.

W ∗ = argW max P (X|W ) P (W ) / P (X) (3.1.2)

We can discard probability P(X), because it does not change w.r.t to given sequence of

words W. This is mathematically shown in Equation 3.1.3.

W ∗ = argW max P (X|W ) P (W ) (3.1.3)

The expression P(X|W) in equation 3.1.3 is the acoustic model and expression P(W) is

13
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the language model. Equation 3.1.3 is the maximum likelihood of sequence of words W,

given features sequence X.

An acoustic model for Sindhi ASR requires features as input extracted in the process of

feature extraction which is discussed below.

3.2 Feature Extraction

Figure 3.2: Feature Extraction

For Feature extraction, Mel Frequency Cespstral Coefficients (MFCC) [52] are used.

MFCC is one of the most popular feature extraction technique currently in use. Mim-

icking the behaviour of a human ear is one of the reasons for the popularity of MFCC.

The steps involved MFCC feature extraction are shown in 3.2.

3.2.1 Mel Frequency Cespstral Coefficients

• In the first step, number of frames in the incoming speech signal are worked out.

Each frame is 25 millisecond in length and is then shifted by 10 milliseconds.

Afterwards, a windowing function is multiplied with every frame. There are various

windowing functions but commonly used one is Hamming window (see Equation

3.2.1).

14
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w(n) = (1 − α) α cos 2πn

L − 1
0 ≤ n ≤ L − 1, α = 0.46164, L = window width

(3.2.1)

• In next step Discrete Fourier Transform (DFT) is applied

• Afterwards incoming speech signal’s frequencies re changed to Mel frequencies.

• Then the log is taken of the output.

• After which Inverse DFT is performed.

• In the last step Mel cepstrals are produced.

3.3 Acoustic Model

In automatic speech recognition, an acoustic model predicts P(X|W). It is the prob-

ability of the sequence of the acoustic features given the words sequence. There is a

large data set of vocabulary of words involved in speech recognition, therefore a smaller

unit of words, phenome, is considered. N-phone modeling, which is mono phone and

triphones, is commonly used in speech recognition. Every word contains a phones’ se-

quence. Phones are used instead of words in speech recognition because there are fewer

unique phones in a language than unique words. Training on triphone models gives

better results than training on mono phone models [46], because of triphones taking

into account the context.

Acoustic vector of same phenome even by same speaker is not always same [42]. Further

variability is added because time of when words will be uttered is not known. To

address this variability in acoustic features Hidden Markov Models (HMM) are used.

After HMM, GMM or DNN is applied to find performance of HMM states in acoustic

features.

The Sindhi language contains 52 letters in its alphabet (see Tab 3.1) and 62 phenomes

(see Tab 3.3). Table 3.2) shows the diacritics in Sindhi. The phenomes can have 2 to 4

shapes depending on the position of it in the word.
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Table 3.1: The Sindhi Alphabet

3.3.1 Hidden Markov Models

A model of HMM (See Fig. 3.3) consists of a chain of acoustic observables and states

that are hidden. Only the observable of each underlying state can be seen. A transition

probability in Hidden Markov Model is the probability to switch from one state to other.

An emission probability in HMM is one which is used to estimate the observation.

For estimation of observation distributions in speech recognition, two techniques have

been used in this research.

• GMM

• DNN

Both of the above techniques are described in sections below.

3.3.2 Guassian Mixture Models

Gaussian Mixture Model (GMM) is used to find distribution of observables in a HMM

states model. Jointly with HMM, Gaussian Mixture Model produces an acoustic model

that produces good results. A GMM-HMM model is also used later on, if a DNN is

to be trained.
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Figure 3.3: HMM Model [7]

Figure 3.4: Guassian Mixture Model (GMM) distributions [8]
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Table 3.2: Diacritics in the Sindhi Alphabet

In a GMM-HMM model (see Fig. 3.5), each emitting function b(o) of observation o is

a guassian distribution mathematically represented as.

bi(o) =
M∑

m=1
cim N (o; µim,

∑
im

) (3.3.1)

N (µim,
∑

im) is the normal distribution for multivariate o, cim is the weight for guassian

distribution m and state i The equation 3.3.1 is the likelihood of observation o for state

i in a GMM-HMM model.

Figure 3.5: A GMM-HMM example [9]

In our thesis we have used 2000 HMM-states or leaves. Each state represents a phenome.

Since a phenome could be in start, middle or end of a word it can represent 3 states.

Also a phenome can sound differently in different words therefore 2000 HMM-states

have been used. Beside HMM-states, 10000 GMM distributions have been used.
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Table 3.3: Phonemes in the Sindhi Alphabet
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3.3.3 Deep Neural Networks

Figure 3.6: An example of a Deep Neural Network [10]

Deep Neural Networks, in this study, are built on top of GMM-HMM. A typical DNN

(See Fig. 3.6) consists of an input and output layer along with two or more hidden

layers in between them. One of the main reasons about the better result produced by a

DNN model, is the ability of it to self learn through back propagation.

Figure 3.7: A Neural Network with one hidden layer [11]

A typical DNN hidden unit is called a neuron. It applies an activation function which

could either be a logistic sigmoid function (see Eq. 3.3.2), a hyperbolic tangent function

(see Eq. 3.3.3) or any other function.

20



Chapter 3: Methodology

yj = σ(x) = 1
1 + exj

(3.3.2)

yj = tanh(x) = ex − e−x

ex + e−x
(3.3.3)

Figure 3.7, is one hidden layer feed forward neural network called perceptron. Each

input layer value xj is multiplied by a weight wij and the result is added with a bias bj .

This is mathematically represented in Equation 3.3.4

xj = bj + +
∑

i

yiwij (3.3.4)

||x||p = (
n∑

p=1
|x|p)

1
p (3.3.5)

In our thesis we tested and compared the results of multiple hidden layers on which

DNNs were trained. We tested 2, 3, 4, 5 and 6 number of hidden layers and found a

DNN with 6 hidden layers performed best. We have used p-norm non-linearity (see

Eq. 3.3.5) as an activation function. We test 2, 3 and 5 values for p and found p=2 gave

the best results. These have been used along with Time delay neural networks (TDNN)

and Long short-term memory (LSTM) to build DNN. Both of these are discussed below

• Time delay neural networks (TDNN): Context in a speech recognition system

is very important. A TDNN models the context of past events. It follows a feed

forward model and encompasses delays as shown in figure 3.9.

If there are n number of inputs and m number of delays, then a total of

n(m + 1) computations are needed for a weighted sum. So a TDNN with 5 inputs

with 3 delays would require 20 computations. Mostly sigmoid is used for the

purpose of activation function.

• Long short-term memory (LSTM): LSTM is a type of recurrent neural net-

work (RNN), which solves the vanishing gradient problem of RNN. The hidden
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unit in LSTM is called a memory block. It contain multiple gates for different

purposes.

Input gate is responsible for maintaining the flow of input activations and output

gate is responsible for maintaining the activations of output of memory cell to the

rest of system. The forget gate either forgets the value or refreshes it. Figure ??

shows an example of an LSTM memory block.

3.4 Language Model

Expression P(W) in equation 3.1.3 is the language model. It is the maximum likelihood

that the sequence of words W will occur, given features sequence X. N-gram model finds

Figure 3.8: An example of a TDNN [12]

Figure 3.9: An example of an LSTM [13]
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the probability of occurrence of a word given previous N-1 words. In an N-gram model,

unigrams, diagrams and trigrams are used. Unigram is not context dependent as it does

not take into account the probability of current word given previous words. Diagram

finds likelihood of occurrence of a pair of words and takes into account probability of

one previous word to find the probability of current word. Trigram finds likelihood of

occurrence of a tuple of words and takes into account probability of two previous words

to find the probability of current word.

For a good ASR a good language model is necessary. In this thesis we tuned our

language model by manually transcribing the speech audio. Phonetic dictionary was

tested with various sizes and improved to its final shape containing over 10,000 words

with their phenomes. In our thesis we also added a large extra language model data

containing Sindhi text in our language model for training our ASR if an unknown word

is encountered which is not present in phonetic dictionary.

3.5 Performance measure

Word Error Rate (WER) is the unit measurement of performance in this study. It is

calculated by dividing total errors with all the words.

WER = Substitutions + Deletions + Insertions

N
(3.5.1)

Where N = Substitutions + Deletions + Correct words.

Reference ù
 ë
�
@ A �g

 ñËA�	K ñj. 	Jê

��K
Hypothesis ù
 ë

�
@ * ñËA�	K ñj. 	Jê

��K
Labels C D C C

Table 3.4: Word Error Rate Example

In the example above there are 3 corrections and one deletion. Therefore WER produced

is ( 0 + 1 + 0) / (0 + 1 + 3) = 1 / 4 = 0.25%.
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3.6 Summary of Methodology

The performance of an ASR depends on various factors. A good acoustic model with

a badly transcribed language model is always going to perform poorly. Similarly good

acoustic and language models with an uneven train-test split or too little training may

overfit or underfit the results.

In this chapter, technicalities, methodologies and approaches used were discussed in

creating models for our ASR. Further discussion was carried out on tuning parameters

like HMM-states, number of hidden layers, value of p in p-norm non-linearity activation

function for DNN and the phonetic dictionary size used in this thesis. The effects of

these parameters are discussed in chapter 5. In the next chapter the overall design and

architecture of proposed system and various algorithms used for training the ASR will

be discussed.

24



Chapter 4

System Design

In previous chapter the methodologies and technicalities of our proposed ASR were

discussed. In this chapter, a brief overview of the system architecture and design of the

ASR built is given. The architecture and design consists of toolkit and dataset used and

the algorithms used in training. A brief overview of Kaldi toolkit, dataset and training

and testing procedures is given in sections below.

4.1 Kaldi

Kaldi, a popular open source automatic speech recognition toolkit, is used in this re-

search for speech recognition. The reasons for which it has been used is its features,

flexibility, support, extensiblity and a vast pool of ready made recipes. Some of the

benefits Kaldi offers are mentioned below.

• Finite State Transducers (FST): FST allow to work on two tapes simultane-

ously. It can produce an output on a tape while simultaneously reads an input

tape as well. FST gives state sequence probabilities in Kaldi using language model

or lexicon. FST support is provided by OpenFST .

• Matrix library support for linear algebraic calculations.

• Complete recipes available than can be modified or extended according to the

needs of an ASR.

• Extensive support of Graphical Processing Units (GPU).
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A typical Kaldi recipe lies in egs directory. An ASR is built either from scratch or on

top of an already built recipe. Figure 4.1 shows the directory structure of a Kaldi recipe.

Kaldi uses of Hidden Markov Models (HMM) [3] to estimate the probability of occurrence

of an state. HMM shows a number of hidden states, transitions between those states

and the observations when a transition occurs. Given a probability a transition from

one state to another or itself occurs and the result is the observation.

Hidden Markov Models (HMM) are used with combination of Guassian Mixture

Models (GMM) (See Fig. 3.4) and Deep Neural Networks (DNN) (See Fig 3.6).

Acoustic features are extracted through Mel frequency cepstral coefficients (MFCC) or

Perceptual linear predictive (PLP) coefficients [41] and given as input to the acoustic

models for GMM-HMM models.

Kaldi [40] has many built in examples, recipes and algorithms to design Deep Neural

Networks (DNN) on top of GMM-HMM models for improving word error rates (WER).

It uses p-normalized vectors along with Time delay neural networks (TDNN) and Long

short-term memory (LSTM) to build DNNs with learning rates usually between 0.001

and 0.0001. The parameters can be tuned to improve results.

4.2 Dataset

To train an ASR for Sindhi speech recognition, a baseline dataset [53] by Kalhoro et

al. (2020) has been used. More speakers and recordings on top of the baseline dataset

have been added. The final dataset consists of around 13 hours of speech data with 61

speakers.

Total Speakers Male Speakers Female Speakers Duration Size

53 41 12 13 Hours 4 GB

Table 4.1: Sindhi ASR dataset

In the dataset, the audio is generated by multiple speakers by recording text of newspa-

per archives. Afterwards corresponding transcript files are generated of each recording.

Audio files are then converted to specific format with specific properties required by

Kaldi (see Tab ).

Each recording is then split into multiple smaller files of length around 10 seconds to a
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Figure 4.1: Example of a Kaldi directory structure for a recipe [14].

Property Name Property Value

Format Wave

Channel Mono

Bit depth 16 its

Bit rate 256 kb/sec

Sampling rate 16.0 kHz

Table 4.2: Kaldi audio file properties
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minute. For every small audio file a separate transcript file is then created.

4.3 Phonetic Dictionary

The phonetic or pronunciation dictionary consists of phonetics mapped against a word in

Sindhi. Every pronunciation is for a word is written on a separate line in the dictionary.

Initially One fifth of pronunciation of words is manually created. These phonetics are

later used to train a grapheme-to-phoneme (g2p model which predicts the phenomes of

rest of the words. If the g2p model is trained again and again, a significant reduction in

WER is observed.

In this thesis a g2p model of around 1860 words was initally created and used to train

GMM-HMM and DNN models. Later a model of around 5000 words was created giving

a significant better performances. Finally a model of 10,000 words was created which

produced a much better WER than previous models.

4.4 Training

To train an ASR on a particular language, Kaldi provides various built-in recipes which

can be used. Most of the recipes have a run.sh bash script that can be used from get go

or modified to use as per the requirements. Different recipes work on different language.

Since there is no Sindhi language specific recipe in Kaldi, therefore voxforge recipe on

English language is used for our ASR for Sindhi language. It was modified to work

on Sindhi language by providing Kaldi specific Sindhi recordings, a Sindhi phonetic

dictionary and a g2p model built on the dictionary.

For training the acoustic model two techniques, GMM-HMM and DNN on GMM-HMM,

have been used in this research. These techniques are then used for estimation of

observation distributions in HMM. Following are the steps in training.

• MFFC features are extracted using make_mfcc.sh and compute_cmvn_stats.sh

scripts in steps directory in wsj recipe 4.1.

• A mono phone model is trained using train_mono.sh in steps directory in wsj

recipe.
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• Train first triphone model tri1 using train_deltas.sh script in steps directory in

wsj recipe.

• Train ∆ + ∆ ∆ triphone model tri2a using train_deltas.sh script in steps direc-

tory in wsj recipe.

• Train LDA+MLTT tri2b triphone model using train_lda_mllt.sh script in steps

directory in wsj recipe.

• Train LDA+MLTT+SAT tri3b triphone model using train_sat.sh script in steps

directory in wsj recipe.

• Test results, in the form of WERs, are extracted using decode.sh script in steps

directory in wsj recipe.

Above steps were for training and testing a GMM-HMM model. A DNN is built on top

of this using tri3b triphone model. Steps involved are mentioned in below.

• Train nnet2 neural network using run_nnet2.sh in local/online directory in rm

recipe.

• p-norm non-linearity has been used as an activation function. Tangent hyperbolic

functiona was also used, but p-norm with p=2 performed with better results.

4.5 Summary of System Design

The result for testing, in the form of WERs, are extracted using decode.sh script in steps

directory in wsj recipe. In this study it was observed that increasing the training dataset

along with increasing and improving phonetic dictionary and transcriptions gives better

results. The value of number of hidden layers and p in p-norm non-linearity for DNNs

was also tested with different parameters. It was tested that a DNN on top of a good

trained tri3b with LDA+MLTT+SAT GMM-HMM model performs better than other

triphone models. The various experiments conducted are discussed in the next chapter.
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Experiments and Results

In this thesis, experiments on GMM-HMM and DNNs were conducted and their results

were compared. Experiments performed included training and testing results regarding

speaker dependent and independent systems, number of test and train speakers, phonetic

dictionary size, ideal data in controlled environment, real time data with faster speeds

and noise on GMM-HMM models and tuning and changing parameters in DNN models.

Experiments conducted and their results are discussed in sections below.

5.1 Speaker dependent system

In a speaker dependent system, the test speakers are prefixed and chosen. The data

in predefined test speakers could be clean and lab controlled, ideal with slow speech

and containing minimal noise or noisy and real world data. The reason for choosing

predefined test speakers could be to get good results on clean data or test results on

how noise and speed behave.

A very basic GMM-HMM ASR was trained with 4 predefined test speakers in which

data was of ideally controlled environment with no noise and normal or slower speeds

to produce good results. It was trained on 41 speakers on a phonetic dictionary of

around 1860 words The highest WER achieved in this experiment was 23.74% on

tri3b_fmmi_c triphone model and 27.6% on tri3b triphone model. Table 5.1 shows

all the best WERs of each model in this experiment.

The reason for good WER in above experiment was the small amount of test data size

and data recorded in a controlled environment with minimal noise and clear speech.
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Model WER

mono 42.73%

tri1 27.15%

tri2a 26.56%

tri2b 25.96%

tri3b 26.7%

tri3b_mmi 26.11%

tri3b_mmi_c 23.74%

Table 5.1: WER on 4 test speakers in a speaker dependent system

To test an ASR containing a mix of ideally controlled environment with no noise and

normal or slower speeds as well as some noisy data with faster speeds another experiment

was conducted. The GMM-HMM ASR was tested on 15 predefined test speakers and

trained on 30 speakers with a phonetic dictionary of around 1860 words. The highest

WER achieved in this experiment was 40.35% on sgmm2_4a and 44.43% on tri3b

triphone model. The reason for high word error rates in this ASR was the inclusion of

some noisy data.

Model WER

mono 73.28%

tri1 54.54%

tri2a 52.79%

tri2b 50.64%

tri3b 44.43%

tri3b_mmi 44.32%

tri3b_mmi_c 44.20%

sgmm2_4a 40.35%

Table 5.2: WER on 15 test speakers in a speaker dependent system

Word error rates in above experiment are high due to a number of reasons. Training

data was reduced in this experiment from 41 speakers to 30 speakers while testing data

was increased to 15 speakers from 4 speakers. The data in test contained noise and

faster speeds as well while data in train lacked that.
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Figure 5.1: Word error rates with 4 test speakers and 15 test speakers in a speaker dependent

system

5.2 Speaker independent system

In a speaker independent system, the test speakers are not chosen and prefixed. They

are taken from dataset by random by ASR. The randomness introduced reflects a real

world scenario but can reduce performance. Below are some experiments conducted on

speaker independent systems.

With 15 test speakers in an independent speaker system, a GMM-HMM ASR was trained

with 30 speakers on a phonetic dictionary of around 5000 words. The highest WER

achieved in this experiment was an improved 37.57% on sgmm2_4a and again an

improved 42.8% on tri3b triphone model. The reason for better word error rates in

this ASR was the larger size of phonetic dictionary.

Figure 5.2 shows comparison between speaker dependent and speaker independent sys-

tem with 15 test speakers. Tri3b model gives improved result in speaker independent

system and the reason is random test speakers chosen by ASR in speaker independent

system had lesser mix of noise in test data than data of speaker dependent system.
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Model WER

mono 77.82%

tri1 58.36%

tri2a 52.63%

tri2b 53.92%

tri3b 42.80%

tri3b_mmi 43.51%

sgmm2_4a 37.57%

Table 5.3: WER on 15 test speakers in a speaker independent system

Figure 5.2: Comparison between speaker dependent and speaker independent system with 15

test speakers
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5.3 Training and testing data

Performance of a speech recognition system is affected due to various factors in training

and testing data. Noise and speed, training data size, male female ratio, phonetic

dictionary and corpus in training are some important aspects impacting the overall

result of an ASR. Besides there are a few other important things that need to be kept

in mind such as if a model is trained on a particular data and tested on a completely

different type of data, the WER produced would not be good. Below sub sections

describe experiments conducted keep in mind such aspects.

5.3.1 Noise and speech speed in data

A normal speech of an speaker in a real word will contain various types of noise. The

speaking speed of the person will also vary. An ASR trained with noised will produce

better results when noise is introduced in test data. If training data contains minimal

noise while test data contains noisy data, the WER produced tends to be higher.

A GMM-HMM ASR was trained on 40 speakers. The ASR was tested with 8 test

speakers. The test data contained real world data with faster speeds and noise (buzzing

sounds, fan and vehicle noise, background noise of people speaking), meanwhile training

data contained minimal noise.

The highest WER achieved in this experiment was 36.28% on sgmm2_4a and 40.86%

on tri3b triphone model. The reason for larger word error rates in this ASR was

inclusion of real world data with faster speed and noise.

A p-norm DNN on top of above GMM-HMM ASR was trained on 2 hidden layers. Word

error rate achieved was 55.91%. The reason for a higher WER in DNN was lack of

noisy data in training data set. If training data had contained some noisy data and

faster speeds then better results would have been achieved. Figure ?? shows all the

WERs achieved in in this experiment.

To check the effects of training on noisy an non-noisy data while testing on the same, a

GMM-HMM ASR was trained with 45 speakers in training data. The ASR was tested

with 8 test speakers. Testing data had 4 speakers containing real world data with

faster speed and noise and 4 speakers containing ideal data. Similarly training data also

contained at least 4 speakers containing real world data with faster speed and noise.
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The highest WER achieved in this experiment was 29.63% on tri3b_fmmi_c and

31.8% on tri3b triphone model. Word error rates in this ASR are better than previous

GMM-HMM ASR because training data now also contains noisy data.

Model Noisy data in test Noisy data in test and train

mono 74.63% 58.29%

tri1 63.65% 45.53%

tri2a 63.40% 44.18%

tri2b 60.88% 42.19%

tri3b 40.86% 31.80%

tri3b_mmi 40.81% 31.0%

Table 5.4: WER on ASR with noise in test data and ASR with noise in test and train data

Figure 5.3: Comparison between ASR with noisy data in test and ASR with noisy data in test

and train

Similarly, for DNN, to check above effects of training on noisy an non-noisy data while

testing on the same, a p-norm DNN was build with 2 hidden layers and trained on tri3b

of above ASR. Word error rate was improved to 41.35% from 55.91%. This is an

improvement of 14%. The reason for a better WER in this experiment than DNN is the

inclusion of noisy data in training data.

To further test, it was not just noise reducing the performance of ASR with 8 test

speakers containing noisy data only, another ASR was built in which training data
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Model Noisy data in test Noisy data in test and train

tri3b 55.91% 41.35%

Table 5.5: WER on DNN with noise in test data and DNN with noise in test and train data

contained test data as well. Resultant ASR contained 53 train speakers. The speech

data in test speakers contained real world data with faster speed and noise and that same

data was copied in training as well. The highest WER achieved in this experiment was

21.63% on tri3b_fmmi_d and 23.98% on tri3b triphone model. A p-normalized

vector DNN with 2 hidden layers was trained on tri3b of the this GMM-HMM ASR.

Word error rate was improved to 23.17%. The reason for better word error rates in

these ASRs was inclusion of test speakers data in training data.

5.3.2 Training data size

Increasing training data size, greatly improves the performance the ASR. In this study,

various experiments were conducted that saw impressive improvements in WER when

training data was increased.

To show the effect of training data size, the first ASR with 1 hour of test data and 5.5

hours of training data can be used as a baseline. The highest WER achieved in that

experiment was 21.81% on tri3b triphone model.

To compare, a GMM-HMM ASR with 1 hour of test data and 11.5 hours of training data

was trained. The speech data of test speakers was same as that of baseline ASR. The

highest WER achieved in this experiment was an impressive 20.45% on tri3b triphone

model (an improvement of 1.5%). The reason for better word error rates in this ASR

was the inclusion of more training data.

Building a p-norm DNN with 6 hidden layers trained on tri3b of above GMM-HMM

ASR, word error rate was improved by 4% to 15.99%.

Model GMM-HMM WER DNN WER

tri3b 20.45% 15.99%

Table 5.6: WER on GMM-HMM and DNN with 1 hour of test data and 11.5 hours of training

data
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Figure 5.4: Word error rates of ASRs different train and test data size

5.3.3 Phonetic dictionary size

Phonetic dictionary in an ASR contains the mapping of words to their phonetic pro-

nunciation with every word and its mapped pronunciation written on a separate line.

Increasing the size of phonetic dictionary decreases WER hence improving the results.

To test the results of an increased phonetic dictionary, a previously created ASR with

smaller phonetic dictionary is used as baseline. In section 5.2, an ASR was tested on a

phonetic dictionary of around 1860 words with 15 test speakers and 30 train speakers.

The highest WER achieved in that experiment was 40.35% on sgmm2_4a and 44.43%

on tri3b triphone model.

Now for comparison, a similar ASR with a larger phonetic dictionary of around 10,000

words was trained with 30 speakers. The ASR was tested with 15 test speakers. The

speech data in test speakers was a mix of ideally controlled environment with no noise

and normal or slower speeds as well as some noisy data with faster speeds. The highest

WER achieved in this experiment was an improved 25.01% on sgmm2_4a (an im-

provement of 15%) and 29.30% on tri3b triphone model (an improvement of 15%). The

reason for better word error rates in this ASR was the larger size of phonetic dictionary

than baseline model.

A p-norm DNN with 2 hidden layers was trained on tri3b above GMM-HMM ASR.

Word error rate achieved was 36.03. A lower WER for DNN could be a sign that model
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Figure 5.5: Word error rates of ASRs with different phonetic dictionary size

was over-fitted or the presence of noisy data in test and lack of it in training data.

5.3.4 Extra language model data in training

Including extra language model data corpus or text data in training improves the per-

formance of an ASR.

To test the results of addition of corpus in training, a previously created ASR without

extra language model text data in training is used as baseline. The first ASR in sub-

section 5.3.1 had 8 test speakers, 45 train speakers and no corpus in training . The

highest WER achieved in that experiment was 29.63% on tri3b_fmmi and 31.8% on

tri3b triphone model. While p-norm DNN with 2 hidden layers and trained on tri3b of

baseline ASR gave word error rate of 41.35%.

Now for comparison, a similar ASR containing the extra language model text data corpus

was trained with 45 speakers on a phonetic dictionary of around 10,000 words. The ASR

was tested with 8 test speakers. Similar to baseline ASR, testing data had 4 speakers

containing real world data with faster speed and noise and 4 speakers containing ideal

data. Training data also contained at least 4 speakers containing real world data with

faster speed and noise.

The highest WER achieved in this experiment was improved by 4% to 25.15% on

tri3b_fmmi and 26.81% on tri3b triphone model (an improvement of 5% than base-

line ASR).

38



Chapter 5: Experiments and Results

A p-norm DNN with 2 hidden layers was trained on tri3b of ASR with corpus and word

error rate was improved by 7% to 33.01%.

Word error rates in this experiment for GMM-HMM and DNN-HMM ASR are better

than WER in baseline ASR because now training data contains extra language model

text data or transcriptions which improves the language model thus giving improved

results.

Model With extra language model Without extra language model

mono 50.47% 58.29%

tri1 37.72% 45.53%

tri2a 36.19% 44.18%

tri2b 34.10% 42.19%

tri3b 26.81% 31.80%

tri3b_mmi 25.68% 31.0%

Table 5.7: WER on ASR with extra language model data in training data and ASR without

extra language model data in training data

Figure 5.6: Comparison between ASR with corpus in training data and ASR without corpus

in training data
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Model With Corpus WER Without Corpus WER

tri3b 33.01% 41.35%

Table 5.8: WER on DNN with corpus in training data and without corpus in training data

5.3.5 Testing DNN parameters

Experiments on DNN with different number of hidden layers, learning rates and values

of p for p-norm non-linearity were conducted. For testing, DNN was trained on GMM-

HMM tri3b model with 1 hour of test data and 11.5 hours of training data.

DNNs were tested with 2, 3, 4, 5 and 6 number of hidden layers with p=2 and it was

observed that DNN with 6 hidden layers gave the best word error rate of 15.99%

outperforming all other models.

DNNs were also tested with 2, 3 and 5 values for p in p-norm non-linearity with 6 hidden

layers and it was found that p=2 gave best WER of 15.99%.

Number of Hidden Layers WER

2 17.35%

3 16.70%

4 16.18%

5 16.02%

6 15.99%

Table 5.9: DNN word error rates with different number of hidden layers

Values of p WER

2 15.99%

3 16.07%

5 16.13%

Table 5.10: DNN word error rates with different values of p in p-norm non linearity
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5.4 Summary of Experiments and Results

After conducting tests and experiments, it is found that Sindhi ASR performs better

when more training data is introduced. If there is noise in data, the ASR needs to contain

enough of that in training phase to produce good results in testing. It is further found

that increasing phonetic dictionary size and incorporating a large corpus in language

model for training also greatly improves the performance.

It is concluded that for Sindhi ASR, a DNN with 6 hidden layers and p-norm non-

linearity activation function with p=2 built on top of tri3b GMM-HMM model with 2000

HMM-states and 10000 Guassian distributions with enough training data outperforms

a GMM-HMM model and produces a smaller and better word error rate (See Fig 5.4

and Tab. 5.6). In the next chapter concluding remarks and suggestions are presented

for any work to carry this ASR forward in future.
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Conclusion and Future work

6.1 Conclusion

Various automatic speech recognition systems were created and compared in this thesis

for recognizing utterances of Sindhi language using Kaldi. GMM-HMM and deep neural

networks were used to build multiple ASR systems. The performances in word error

rates of these various systems was compared to recommend one final ASR which will give

satisfactory results on test data. We found that a DNN with 6 hidden layers with p=2 for

p-norm non-linearity gave the best WER of 15.99% outperforming all other models. We

observed that an ASR system which is trained and tested on data containing both, real

time data with noise and normal speed of speech along with speech data of a controlled

environment, would give better results. We further observed that including more speech

data, corpus text and larger phonetic dictionary tends to improve the performance of

the system. This study contained most of the speakers living in upper Sindh region.

6.2 Future work

For future work, it is suggested to increase the speech data to 100 hours and include

more female speakers. Since this study had speakers speaking an specific accent in upper

Sindh, more speakers speaking other accents of Sindhi should be added to make this an

accent independent system. The system should be trained on more noisy data. Another

suggestion is to to build an ASR system in Roman Sindhi, as it is easier to write and is

commonly used now by most of the youth.
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