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ABSTRACT 

 

Conventional cryptographic algorithms have been depended on stored keys for providing 

the security services. Since the keys are stored on a device, it makes them vulnerable to key theft 

attacks. Increasing the key size makes the brute force attack difficult but does not eliminates the 

threat of key theft. This thesis proposes secure key generation schemes for group 

communication. The research makes three major contributions to improve the security of devices 

in multiparty environment. The thesis also demonstrates that the novel root of trust can be used 

for the provision of security services. The first contribution of the thesis is the creation of a 

symmetric group key for group environment using Physical Unclonable Function (PUF). By 

embedding the novel root of trust (PUF) the threat of key theft attack is mitigated. The second 

contribution made in this research is the symmetric key created in contribution fashion means all 

the members of the group has participated in creating a key. The third contribution made in this 

research is the provision of a scheme that can be used for key authentication generated for the 

group. The proposed schemes have been tested for creating the group keys. 
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CHAPTER 1: INTRODUCTION 

 

 

1.1 Introduction 

Use of computer and other information processing devices has increased due to the recent 

advancements in technology. Earlier, computers were used as standalone devices for personal 

use or in a controlled network like in labs or offices. The evolution of internet and emergence of 

smart devices has caused the rapid adoption of computing devices. The usage of computers is no 

longer restricted to controlled environment thus, devices have penetrated more complex 

environment and large networks like online data sharing, e-commerce, etc. The advancement in 

these technologies has largely been facilitated through ease of availability of information system 

on mobile devices. Financial, educational, health, energy sectors, etc. have experienced 

significant improvement in remote access [1][2]. With the rapid increase in usage of smart 

devices, group communication, cyber physical system and internet of things, it is now 

increasingly difficult to ensure the privacy and security of data because the risk of malicious 

factors compromising the information system has increased. Attackers can compromise the 

security of the systems using multiple techniques like side channel attack [3] which can 

completely expose the security of the system. It is particularly painful since many of these 

attacks do not target the algorithm; instead they rely on channels that are often not considered 

vulnerable. Conventional attacks that are based on the weakness in design of algorithm are 

difficult to correct as they require a complete redesign of the algorithm. To achieve 

confidentiality of data, encryption is used that often relies on stored keys. These keys are crucial 

to the design of the security implementation as highlighted by Kerchoff. According to Kerchoff’s 

security principle “The security of a system should lie in keeping the key secret and not the 
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algorithm”[4]. Increasing the size of key makes it difficult for attacker to brute force but it does 

not eliminate the risk of key theft through other means/ channels. 

1.2 Motivation 

In recent years, the number of devices has grown exponentially. This means that a large 

number of devices are connected to the Internet. With the increase in Internet communications, 

the attack surface has also merged. Report many IT security incidents every year, leading to 

financial losses and data theft [5]. Thanks to easy-to-use computing power and improved 

connectivity, opponents are now more powerful than ever. For example, as new network capacity 

increases, many new applications are realized. B. Real-time information service, teleconference 

and collaboration environment, in which information can be exchanged in groups. In group 

communication the message send by one authorized member of the group is received by all the 

other authorized members of that group. Cyber physical systems work collaboratively such that 

information and data is shared between devices. Environments in which multiple devices are 

connected and sharing data, are a particular favorite of the adversary as they can be easy to 

compromise. Adversary can exploit the system and gain access to the device by exploiting the 

weaknesses and vulnerabilities in the design of the system or by stealing the key using different 

key theft attacks and techniques. For an attacker, the cause of the attack may be a violation of 

national security or just a mild persecution. If the key theft attack is possible on a system, then 

this creates the need for a new and better approach for key generation, key communication, key 

retrieval and storage. 

1.3 Problem Statement 

Most commonly used cryptographic schemes have made there algorithm publicly 

available while the cryptographic key is the only thing that is kept secret. Kerchoff’s security 

principle [4] states that the cryptographic system security is about keeping key secrets, not the 

protocols.. If the key of the system is compromised, the complete system can get compromised. 

For password-based keys, it is better to use strong and unique passwords and memorize them, so 

that there are less chances that someone will be able to guess the password. But there are 

different attacks like dictionary attack or rainbow table attack which can help the attacker in 

guessing the password. Keys by design are hexadecimal strings and are lengthy in size which 
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make it impossible for a human to memorize, which is why the keys are commonly stored on the 

device. This makes them vulnerable to many internal and external attacks. Cryptologists have 

extended keys, making it difficult for intruders to guess or force the use of keys, but this does not 

eliminate many key theft attacks. 

In group settings, theft of encryption keys creates a unique environment for attackers 

because they can attack a variety of attractive targets. If only one participant in the group is 

attacked, the attack can be stepped up to destroy the entire group and control the group. Because 

there are many attack points, group communication is more vulnerable to attack. 

This study represents a complete study that can ensure the safety of communication 

devices in a group configuration. The purpose of this study is to apply the theory and concept of 

Physical Non-Clone Function (PUF) to create keys in a multi-part environment. Research shows 

that PUF-ID devices can be used to create communication keys to ensure security in group 

settings. 

The purpose of this research is to prove that PUF technology can generate encryption 

keys that guarantee confidentiality, integrity and identity verification. This guarantee is due to 

the fact that the key is based on a new trusted source. In this study, PUF technology has two 

search methods, one is the basis for generating encryption keys, and the other is a method to 

prevent theft. 

1.4 Contributions 

In conventional cryptography the security of the system relies on keys that are often 

stored. Keys stored in a device are vulnerable as an adversary can capture these keys using 

different methods [6][7]. Hence incorporating the PUF technology as a method of key theft 

deterrence can provide enhanced security as it can mitigate a big concern that is often faced by 

even the strongest cryptographic algorithms. 

The purpose of this study is to show that the PUF file shows that unique device functions 

can be used to provide device identification, and that the logo can be used to provide security 

services. The first contribution to this article is to use PUF to create a symmetric key for the 

group. Symmetric key generation algorithms are based on group PUF, complex security 

primitives, and the use of symmetric key creation algorithms for group technology. These 
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algorithms can be used to generate encryption keys that ensure confidentiality, integrity, and 

authentication. The warranty is based on the fact that the key is based on a new and reliable 

source. In this study, PUF has two search methods, one is the basis for generating the encryption 

key, and the other is the anti-theft method.  

The second contribution of this research is that the symmetric key is generated by the 

input. As a result, many members generate group keys after receiving donations, thereby 

eliminating the need for potentially sensitive third parties. 

The third contribution of this article is to provide an architecture that you can use to 

verify the keys generated for the group. 

Perhaps the biggest contribution of this article is that it can provide a high level of 

security without having to make major changes to the existing security system. Therefore, PUF 

technology can be integrated with any IT system with minimal impact on the existing 

infrastructure. 

1.5 Aim of Research 

When designing a cryptosystem, the most important point is to achieve the goals on 

which the development is based. Each safety goal must be defined according to other safety 

goals to ensure complete safety of the resulting system. The safety goal is the focus of this study 

because the system design options are based on the selected safety goal. The security scheme 

proposed in this study aims to achieve three basic security objectives: confidentiality, integrity, 

and identity verification. The project's safety objectives and their interpretation of the research 

are as follows. 

• Confidentiality is defined as hiding information. Confidentiality means that only people 

who have been authenticated and authorized can view the information. Encryption is the 

most common method to ensure confidentiality. 

• Integrity is defined as preventing unauthorized modification. Integrity ensures that no 

malware or unauthorized people have changed the data, and that the stored data on the 

device is correct. Honestly ensure that there are no contributions, or no changes are made 
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to the communication and prevent adversaries from making these fraudulent 

contributions. 

• Authentication is defined as the process of identity verification and identification based 

on unique information, and the unique information is only known from the identity 

verification of the entity. Identity verification ensures that the person is the identity they 

applied for. 

1.6 Physical Root of Trust 

Attackers can now use advanced technologies with sufficient resources to carry out 

powerful attacks. Therefore, alternative support methods are being explored that can be used to 

improve the security of conventional cryptographic implementations. Cryptographic systems are 

traditionally based on mathematical principles. Most importantly, the algorithm is based on 

problems that are difficult or impossible to solve by brute force. through algorithmic 

intractability. 

Mathematical difficulties are not enough to protect the system, because the attacker’s 

behavior is not in accordance with the algorithmic flow. Attackers often attack systems without 

exploiting the inherent mathematical weaknesses or the algorithm. Attacks like side channel cold 

attack and cold boot attack are also used to penetrate the system, and these methods of attack are 

particularly deadly because they do not target the underlying design of the algorithm, which 

focuses on all activities in the design phase. In addition, security engineers often ignore many 

possibilities for attacking through side of the tunnel, which means that new technologies and 

methods of physical reflection are needed [8]. Since the primitives of the system are rooted in the 

physical world, you can use physical thinking to provide a higher level of security. In this study, 

the physical non-cloning function (PUF) was regarded as a reliable physical element [9]. PUF is 

essentially a function based on challenge and response. When a PUF is requested, the function 

returns a secret answer based on the physical and unique attributes of the device. This is a one 

way function whose function is unguessable, reproducible and unique to the device. Due to its 

powerful functionality, PUF can be used to generate extended random numbers (RNGs), perform 

authentication and provide password-related hardware services. Perhaps the best quality of the 

PUF is that it can be used as an alternative way to store keys. This quality makes it an 
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appropriate technology that can be used for improving both modern and traditional cryptographic 

schemes. 

The thesis flows logically and builds on first the literature review. Later in the thesis 

novel key generation algorithms have been discussed. The precise flow of the thesis is. 

• Chapter 2 studies the literature related to cyber physical systems, cryptography, security 

concerns and Physical Unclonable Functions. The beginning of the chapter describes the 

communication suite for devices in cyber physical system. The chapter also describes the 

concepts of cryptography along with its types and keys. This chapter also introduces the 

security issues that must be resolved to ensure safe communication between devices. This 

chapter also introduces PUF, which is a security problem that must be solved when using 

PUF to generate encryption keys. 

• Chapter 3 focuses on key exchange. The beginning of the chapter describes the key 

exchange between two parties. It also describes the group key exchange and the 

limitations of the available schemes. This chapter details the PUF-based group key 

creation scheme. 

• Chapter 4 focuses on Key distribution and key authentication. This chapter details the 

scheme for generating group keys using PUF-based key authentication. 

• Chapter 5 closes the thesis by concluding the discussions and how the research can be 

explored in future. 
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CHAPTER 2: LITERATURE REVIEW 

 

 

2.1 Introduction 

Technological advancements in technology have led to computers becoming part of 

everyday life. Initially, computers were used for personal use or in placed in controlled 

environments like offices or labs. As computing technology evolved the communications 

through the internet increased, the use of a computer moved from controlled environments to 

more complex environment like online data centers, e-commerce systems, etc. As the computing 

and communication power increased the hardware also gets compact.  

Due to advancements and availability of compact microprocessors, embedded systems 

are present in our physical environment. The capability of computing and communication 

embedded in all object and structures in the physical environment has coined a new term known 

as Cyber-Physical System (CPS). 

2.2 Cyber-Physical System 

Cyber physical system (CPS) is a new generation system that can use computers and 

communication functions to interact with the physical world. [10]. CPS supports the connection 

between the physical world and the network world. CPS was developed to integrate powerful 

computer logic and monitor and control the continuous dynamics of physical and technical 

systems. The system is designed to ensure that the integration of physical processes and 

computational processes goes smoothly [11]. CSP research is still in its early stages. but some 

breakthroughs have been found in domains of transportation, smart grid and renewable energy, 

biomedical and healthcare systems but there are still many challenges for CPS in these 

domains[12][13]. 
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2.2.1 Smart Grid 

Energy is vital for any company, city or country and protecting the critical infrastructure 

is very important for the economy. Initially, the power grids were operated manually due to 

which the communication between different grids were also a hassle. But now these electric 

supply grids have become smart and are a very good example of CPS. Smart grids have been 

used to manage and control the energy distribution and this is the reason that it is at forefront of 

public interest. Smart grids are a network of interconnected electric transmission units[13].  

2.2.2 Transportation 

Smart cars and driverless cars are another application of CPS. Research is underway on 

producing cars which will be driven autopilot whereby there is no need for a physical driver to 

drive those cars. Another application of CPS can be seen in the aviation industry as they are 

moving towards next-generation air transport and drones are a very good example[13].  

2.2.3 Health Care 

CPS is showing numerous opportunities in the domain of health care. Hospitals are 

becoming smart and the use of technology in the field of medicine has increased rapidly. 

Intelligent operation rooms, smart fluid flow control and monitoring, image-guided surgery are 

some examples of CSP[14]. 

2.3 Cryptography 

Cryptography is the study of mathematical techniques related to information security, 

such as confidentiality, data integrity, entity identity verification and data source identity 

verification. About 4000 years ago, the Egyptians used encryption technology. The Greek army 

used encryption technology to encrypt. Later it was mainly used for diplomatic, military and 

government services. 

A cipher is an algorithm that is used to generate a ciphertext of any plaintext or to extract 

plaintext from the ciphertext. Some of the early and popular ciphers used were Caesar Cipher 

and Vigenere Cipher. The German Enigma machine was also one of the most popular cipher 

machines which were used by the German Navy[15].  
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After the increase of use of computer system for communication, commercial use of 

cryptographic applications increased. Today cryptography can be considered an enabling 

technology for systems that are communicating via the internet. Digital communications and 

transactions would not be possible today without the presence of cryptographic techniques. 

Modern cryptography can basically be classified into two basic categories. The first is a 

symmetric password, and the second is an asymmetric password, also known as a public key 

password. [16]. Symmetric and asymmetric key cryptography dictate how keys are held by the 

individual parties involved in the secure communications. The Kerckhoff’s [4] Security principle 

is observed regardless of the method used. 

2.3.1 Symmetric Cryptography 

For symmetric cryptography or symmetric key cryptography, only one key is used for 

encryption and decryption. All the communicating parties should have the same key so that they 

can decrypt the message which they have received from the other party or can encrypt their 

message and send to another party. Due to the usage of only one key for both the operations it is 

very important to use a strong key and to ensure its secrecy so that no one can read the 

conversation. To successfully implement symmetric key schemes, it is important to first establish 

a scheme for secure key distribution; as in its absence the keys could be compromised while 

being shared/ communicated. 

The Data Encryption Standard (DES) is one of the most widely used symmetric 

encryption systems. It has been used as a standard by the National Institute of Standards and 

Technology (NIST), but due to its small size and low-key generation, it has not yet been 

considered for use. Safe to use, inconvenient and unpopular [17]. Advance Encryption Standards 

(AES) originally known as Rijndael [18] is the new NIST standard for symmetric encryption 

algorithm[19]. It has overcome the key size issue of DES and has three variations in key size 

means the key can be 128, 192 or 256 bits. 

2.3.2 Asymmetric Cryptography 

In asymmetric cryptography or public key cryptography, two keys are usually used as a 

public key and a private key. When someone wants to send you a message using a public key 

password, they use their public key to encrypt the message and send the encrypted message. 
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After receiving the message, use the private key to decrypt it. If others know the public key, they 

should keep the private key secret. Compared with the symmetric cryptographic algorithm, the 

asymmetric cryptographic algorithm is slower, but there is no key distribution problem found by 

the symmetric key algorithm.  

One of the most commonly and basic used public key cryptographic system is RSA. It 

was proposed in 1977 and is still used as NIST Digital Signature Standard[20]. RSA’s security is 

based on the factorization problem.  

2.4 Security Concerns 

Adversaries often attempt to infiltrate a system’s security by exploiting the vulnerabilities 

of the system to gain illegitimate access. Security concerns have increased because the systems 

are moving out from the environmentally secure homes and offices to more complex and 

universal environments. The security of both, software and hardware, is highly important. In the 

section below, we have discussed the possible attacks on a system and their relevance in the 

everyday processing of a system. 

2.4.1 Physical Attacks 

Physical tampering of any hardware device is an important and fast-growing security 

concern. Since the hardware device is responsible for processing and storing data, it is very 

important to protect the device from attackers, because the attacker may cause the attacker to 

change or intercept the data. Generally, the data which is in the processing mode is only 

accessible by the system embedded for processing of the device and any access which is external 

from the system is not allowed to defeat the device tampering. Research [21] proves any physical 

device can be tempered by removing or detaching the components, temperature imprinting, 

probing, etc. All these attacks use the physical and chemical properties of the device to gain 

unauthorized access to the system. 

Physical attacks on the system may lead to data theft [22]. An attacker can capture the 

data and then clone a device thus convincing the verifier that the device is legitimate. In [6] the 

authors used a cold reboot technique to acquire the data from the DRAM. They sprayed the 

canister of multi-purpose duster upside down directly onto memory chips to decrease its 

temperature. At low temperature, the data persist for a longer period. After decreasing the 
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temperature, they cold boot the system by removing the power supply from the system and they 

removed the DRAM from the system. Now the attacker can plug this DRAM to any other 

computer or can use different digital forensic tools to capture an image of DRAM and then 

extract the information from that image. Cryptographic solutions and strong access control can 

be used to defeat such attacks and the cloning of the device [23]. 

2.4.2 Communication Attacks 

Communication-based attacks are another way through which the adversary tries to 

compromise a system’s security. By exploiting communications, the attacker tries to penetrate 

the network to gain privileges of the user. Once privileged, the attacker can try to capture the 

encryption key from any system. 

The most common attack in the network is an IP spoofing attack [24] [25]. In this attack, 

the attacker forges the IP address of the system to impersonate the actual user and generates 

falsified IP packets. If this attack is executed successfully, an attacker can gain complete control 

of the network, for example, rerouting traffic to its desired location, modifying or deleting the 

packets in the network, capturing or eavesdropping network packets, etc. IP spoofing is 

dangerous because the attacker can impersonate any authenticated and authorized user, so it 

provides the attacker an online cover or disguise and it's hard to find. IP spoofing attacks are 

most commonly used in distributed denial of service (DDoS) attacks.[24]. 

In October 2016 a DDoS attack was launched against a service provider named “Dyn”. 

Web servers of many high profile social media and e-commerce sites [26]. Another similar yet 

more powerful attack named “Memcached” was launched recently in March 2018 which effected 

GitHub [27]. The attackers carried out this attack by exploiting the software “Memcached”. The 

software is designed to load websites faster by buffering large amounts of data required for 

access. The attacker sent a small amount of unnecessary data to the memory cache server, thus 

generating a large amount of data for the attacker. 

Another attack which is very common in a communication system is eavesdropping. 

Many wearable devices send data wirelessly over an insecure channel. If this data is sent 

unencrypted, then it can easily be eavesdropped by the attacker. Due to nonencrypted data, the 
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attacker can easily read or modify it. The way to defeat the threat of eavesdropping is to ensure 

the confidentiality of the data by encrypting it prior to communication. 

2.4.3 Key Theft Attacks 

Generally, encryption schemes are based on publicly available protocols and algorithms, 

and encryption keys are kept secret. Therefore, the security of the encryption algorithm depends 

on its key. If the key is compromised at any point of time, the security of the whole system can 

be compromised. In the traditional cryptographic system, the cryptographic keys used are 

precomputed and are either hardcoded or stored locally on the device which makes the system 

vulnerable to key theft attacks. 

Due to the small key size or weak key and high computation power, it was easy for 

adversaries to brute force a cryptographic key. Cryptographers try to overcome this issue by 

increasing the size of cryptographic keys which makes the process of brute force hard for the 

adversaries to implement [28] but it does not in any way decrease the threat of key theft. There 

are many other methods and techniques by which key theft attacks are possible [29] [7] [6]. 

Some of the possible key theft attacks are listed below. 

• Attackers can use brute force, other dictionary attacks, rainbow tables or man-in-the-

middle attacks to destroy the encryption system. 

• An adversary can use a keylogger to log or steal the password or key which is being 

entered by the user. 

• It is possible for an attacker to physically extract the key from the system using different 

techniques. In [6] the authors used the cold reboot technique to extract the cryptographic 

keys from DRAM. 

The attacker can also capture cryptographic keys by using side channel attacks. In [7] the 

authors used side channel attacks to extract 4096 bits keys of the RSA algorithm. They used a 

parabolic microphone to record the noise created because of high computation and power 

consumption. By analyzing the noise, they extracted the RSA algorithm key. 
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2.5 Physical Unclonable Functions 

Research [30] [31] shows that no two identical silicon chips are produced. Even if they 

come from the same batch, the same plate or different batches. Even if the design, material, and 

manufacturing are the same there will be variations in the chips. These variations can be due to 

different reasons for instance pressure variance and process temperature at the time of 

manufacturing. Because of the variation between the chips the output generated is also different. 

These variants are used to create one-way functions called physical unclonable functions (PUFs). 

PUF is a function based on physical attributes and quality and will not be cloned [31]. It 

is a challenge and response-based function. If a challenge 𝑥 is queried to a PUF the function will 

provide a secret response 𝑦 based on the unique characteristics of the device as shown in Figure 

2.1. Due to the unique characteristics and physical properties of a chip, the output generated is 

unpredictable [30] [31].  

 

Figure 2.1: PUF as a challenge response function 

PUF is robust against environmental variables [32] means when a challenge is given to a 

PUF it should produce the similar output with a high probability despite being affected by 

environmental variables like temperature, pressure, etc. Due to the variations between the two 

ICs, it is not possible for an attacker to generate the same output by two different PUFs which 

makes them unclonable [30] [31]. The response produced by the PUF is unpredictable because it 

uses physical characteristics of IC [31]. It is impossible for an adversary to tamper the PUF 

without affecting its challenge-response behavior.  

Because of these properties, PUF can be used in various security related applications[32] 

[33]. In classic cryptographic schemes, the keys are important and the whole security of the 

system is based upon them, there are different techniques through which these keys can be 

attacked [22] [6] [7]. Research [32][31][34] shows that it can be used for random number 
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generation, authentication, and hardware entangled cryptography. PUF can also be used for 

generating keys because it is non-volatile and can eliminate the danger of the key theft. 

Research is being carried out currently looking for unique features to create powerful 

PUF. In [35] the studies show that laser speckle fluctuations and coherent multiple scattering 

techniques can be used as optical PUF. Research [36] shows that RFID chips can also be used as 

PUF. The authors have designed the RFID ICs based on MUXes. They provide the RFID chip 

with a challenge of 64 bits to produce a unique output. In [32] the authors have established PUF 

silicon delay circuit based on arbiter and MUX. PUF based on hidden time or IC delay. Authors 

observed that the logical gates can be affected by factors like operation temperature and voltage 

supplied to the logical gates which is why this type of PUF is considered as weak PUF. 
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CHAPTER 3: GROUP KEY DH SCHEME 

 

 

To achieve confidentiality of data during transmission encryption is used. Encryption of 

plaintext is regularly performed by using a key that converts from plaintext to cipher text. It is 

the key that needs to be kept secret because revealing it will defeat the purpose of encryption. If 

involved parties are using symmetric key cryptographic scheme, so everyone involved must have 

the same secret key and if they are using asymmetric key cryptographic scheme then all the 

communicating parties should have other’s public keys. 

Exchanging keys is a critical part of cryptography because many attacks at this point of a 

scheme will cause the attacker to obtain the cryptographic key. Key exchange also is known as 

key establishment is a method to exchange cryptographic keys between two or more parties 

willing to communicate using cryptographic algorithms. This chapter discusses the key exchange 

between two parties. In addition, the group key exchange limitations and available solutions are 

finally discussed, we have presented and discussed our group key generation scheme based on 

PUF and have also discussed the analysis of time for generating the keys under different 

configurations. 

3.1 Two-Party Key Exchange 

Key exchange is a difficult task, especially for symmetric key encryption. In a symmetric 

key, both the sender and receiver must have the same key to encrypt and decrypt messages. 

Therefore, leaking the key may damage the system. In order for both parties to exchange 

confidentiality, they must first exchange keys in a confidential manner, which no one knows[37]. 

For this purpose, either secure networks are used or some external channels like trusted couriers 

or diplomatic bags have been used. 



 CHAPTER 3: GROUP KEY DH SCHEME 

 16 

Asymmetric or public key cryptography was one solution for this key exchange problem. 

The keys were exchange using public key cryptography and once the key is exchanged both the 

parties can use symmetric key cryptography for the transmission of messages[38]. In this case, 

the problem with public key encryption is that the public key is correctly distributed to its owner. 

Therefore, the user of the public key must ensure that it belongs to its owner and has not been 

misled or forged. Whitfield Diffie and Martin Hellman proposed another solution in 1976. They 

proposed a key exchange system called Diffie-Hellman key exchange.[39]. 

3.1.1 Diffie-Hellman 

Diffie-Hellman Key Agreement Protocol (DHKE) is the most popular key exchange 

protocol and is still in use, but with some modifications. The security of the key MOU is based 

on the discrete logarithm problem[39]. The protocol allows two users to exchange keys on an 

insecure network without having to maintain/replace the old key. 

In the original scheme [39] if two parties 𝐴 and 𝐵 want to agree upon a secret key they 

must follow the following process: First, both parties must agree upon a prime 𝑝 and then select 

a generator 𝑔 of the multiplicative group 𝑍𝑝
∗ . Both parties 𝐴 and 𝐵 select the random secret 

values 𝑥 and 𝑦 respectively. After selecting the random secret both parties must calculate their 

respective public values 𝑔𝑥 𝑚𝑜𝑑 𝑝 and 𝑔𝑦 𝑚𝑜𝑑 𝑝 and exchange them. Finally, party 𝐴 

computes(𝑔𝑦)𝑥 𝑚𝑜𝑑 𝑝 and party 𝐵 computes (𝑔𝑥)𝑦 𝑚𝑜𝑑 𝑝. Since (𝑔𝑦)𝑥 𝑚𝑜𝑑 𝑝 is equal to 

(𝑔𝑥𝑦) 𝑚𝑜𝑑 𝑝 and (𝑔𝑥)𝑦 𝑚𝑜𝑑 𝑝 is also equals to (𝑔𝑥𝑦) 𝑚𝑜𝑑 𝑝 so both the parties have now the 

same shared secret[39]. The original DHKE was vulnerable to man in the middle (MITM) 

attacks. 

3.2 Group Key Exchange 

Due to the growing popularity of team-oriented applications, secure group 

communication is considered an important aspect of privacy. The most important element in any 

cryptographic system is the key. If the key generation and key distribution process of any 

cryptographic system are flawed, then the cryptographic system is considered a vulnerable 

system. Generating and distributing the keys in group setting is a difficult task. 
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A Group Key Agreement (GKA) protocol is a protocol where a group of members can 

agree upon a key in such a manner that the output of the algorithm is based on the contributions 

from all the members. The main objective of the GKA is to establish a confidential channel for 

the members of the group to communicate. Here we limit our discussion to symmetric keys only. 

Since the key agreement is essential for secure group communication, different schemes 

were proposed but most are considered weak and vulnerable to known attacks or are very 

expensive in terms of computations. Another issue with GKA schemes was that either a 

precomputed secret or a certificate was required for key agreements. The scheme proposed in 

[40] has a single point of failure, thus if the central connecting device which in this case is a 

bridge is compromised or is not available this scheme cannot work. The message size required 

was also very large which make the scheme computationally expensive. In [41] the scheme 

proposed is vulnerable to key theft attack. An attacker can derive the key if it manages to 

eavesdrop the message at three consecutive links in the conference network. The scheme 

proposed in [42] requires a precomputed certificate for the initiation of the protocol. Due to the 

precomputed certificate, this scheme is prone to key theft attack and the overhead to store the 

certificate is also there. In [43] the researchers have proposed the extension of two-party Diffie-

Hellman to 𝑛 parties Diffie-Hellman.  

3.3 Group Key DH Scheme 

3.3.1 Initial Key Agreement (IKA) 

The proposed scheme is based on the protocol discussed in [43]. It is similar to two 

parties DHKE. Similar in its working with two parties; the security of DHKE is also based on 

Diffie Hellman discreet logarithm problem. Our proposed scheme consists of three stages.  

Before discussing the first stage a basic setup is needed just like two party Diffie-

Hellman. All the members must agree upon a large prime 𝑝 and generator 𝑔. In the first stage, 

every member must create its unique secret which will be used for calculating contributions. 

Each member has it’s unique PUF ID. They will select a large random number. After selecting a 

random number, they will concatenate the random number with PUF ID and take the hash of the 

concatenated string as shown in equation (1) which they will use for in the next stage.  
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  (1) 

The second stage is to collect contributions from all members of the group. In this stage, 

each member must compute its share based on the values received from the previous member 

and send the computed intermediate values to the next member as shown in equation (2). 

 

 

(2) 

For example, if 𝑃4 receives a set of values {𝑔𝑅1𝑅2𝑅3, 𝑔𝑅1𝑅2, 𝑔𝑅1𝑅3, 𝑔𝑅2𝑅3} from 𝑃3. 𝑃4 

must compute {𝑔𝑅1𝑅2𝑅3𝑅4, 𝑔𝑅1𝑅2𝑅3, 𝑔𝑅1𝑅2𝑅4, 𝑔𝑅1𝑅3𝑅4, 𝑔𝑅2𝑅3𝑅4} and send this to 𝑃5. 

The third stage is to calculate the final key. In this stage, the final member of the group 

will broadcast all the intermediate values so that all the other group members can calculate the 

final key using their respective intermediate values as shown in equation (3). 

 

 

(3) 

For example, if 𝑃5 is the final member of the group then at this stage 𝑃5 will calculate 

{𝑔𝑅1𝑅2𝑅3𝑅4𝑅5, 𝑔𝑅1𝑅2𝑅3𝑅4, 𝑔𝑅1𝑅2𝑅3𝑅5, 𝑔𝑅1𝑅2𝑅4𝑅5, 𝑔𝑅1𝑅3𝑅4𝑅5, 𝑔𝑅2𝑅3𝑅4𝑅5} and will broadcast the 

intermediate values {𝑔𝑅1𝑅2𝑅3𝑅5, 𝑔𝑅1𝑅2𝑅4𝑅5, 𝑔𝑅1𝑅3𝑅4𝑅5, 𝑔𝑅2𝑅3𝑅4𝑅5} so that all the other members 

can calculate their keys. User 𝑃4 will take its relevant intermediate value 𝑔𝑅1𝑅2𝑅3𝑅5 and calculate 

(𝑔𝑅1𝑅2𝑅3𝑅5)𝑅4 to get the final key 𝑔𝑅1𝑅2𝑅3𝑅4𝑅5. Similarly, all the remaining members will 

calculate the final key in the same manner. Figure 3.1 shows the complete scheme design. 

 

Figure 3.1: Complete Scheme Design 
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3.3.2 Alteration of Group Memberships 

Alteration of members is an important part in dynamic groups. Due to the changes in the 

group the freshness of the key is very important. In this section, we will discuss other auxiliary 

group key operations like adding a new member and removing the old member. 

3.3.2.1 Member Addition 

When adding a new member in the group it must be ensured that the new member cannot 

decrypt the old messages, hence a new key must be computed. By computing the new key, 

backward secrecy can be achieved. 

For example, if 𝑃5 was the final member of the group and we want to add a new member 

𝑃6 in the group. Now 𝑃5 will have to calculate its new unique secret 𝑅5′. Now 𝑃5 will calculate 

{𝑔𝑅1𝑅2𝑅3𝑅4𝑅5′
, 𝑔𝑅1𝑅2𝑅3𝑅4, 𝑔𝑅1𝑅2𝑅3𝑅5′

, 𝑔𝑅1𝑅2𝑅4𝑅5′
, 𝑔𝑅1𝑅3𝑅4𝑅5′

, 𝑔𝑅2𝑅3𝑅4𝑅5′
} and will send this to 

the new member 𝑃6. Now 𝑃6 will calculate its unique secret 𝑅6 and compute 

{𝑔𝑅1𝑅2𝑅3𝑅4𝑅5′𝑅6, 𝑔𝑅1𝑅2𝑅3𝑅4𝑅6, 𝑔𝑅1𝑅2𝑅3𝑅5′𝑅6, 𝑔𝑅1𝑅2𝑅4𝑅5′𝑅6, 𝑔𝑅1𝑅3𝑅4𝑅5′𝑅6, 𝑔𝑅2𝑅3𝑅4𝑅5′𝑅6}. 

Member P6 will broadcast the intermediate values 

{𝑔𝑅1𝑅2𝑅3𝑅4𝑅6, 𝑔𝑅1𝑅2𝑅3𝑅5′𝑅6, 𝑔𝑅1𝑅2𝑅4𝑅5′𝑅6, 𝑔𝑅1𝑅3𝑅4𝑅5′𝑅6, 𝑔𝑅2𝑅3𝑅4𝑅5′𝑅6} so that all the other 

member can come to the final key. 

3.3.2.2 Member Deletion 

When deleting a member from the group it must be made sure that the deleted member 

cannot decrypt the new message using its old key thus achieving forward secrecy. This can be 

accomplished by computing a new key. 

For example, if 𝑃5 is the final member of the group and a group member 𝑃3 wants to 

leave the group. To achieve forward secrecy a new key need to be calculated. For this 𝑃5 will 

have to calculate its new unique secret 𝑅5′. Now 𝑃5 will calculate 

{𝑔𝑅1𝑅2𝑅3𝑅4𝑅5′
, 𝑔𝑅1𝑅2𝑅3𝑅4, 𝑔𝑅1𝑅2𝑅3𝑅5′

, 𝑔𝑅1𝑅2𝑅4𝑅5′
, 𝑔𝑅1𝑅3𝑅4𝑅5′

, 𝑔𝑅2𝑅3𝑅4𝑅5′
} and will send 

intermediate values {𝑔𝑅1𝑅2𝑅3𝑅5′
, 𝑔𝑅1𝑅3𝑅4𝑅5′

, 𝑔𝑅2𝑅3𝑅4𝑅5′
} to all the member except 𝑃3 so that all 

the remaining members can compute the final key. 
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3.3.3 Pseudo Code 

3.3.3.1 Take Contribution 

Procedure: TakeContribution 

Input: BigInteger “G, N, R, A list of numbers Previous” 

Output: A list of intermediate values “Values” 

Values[Previous.Length + 1] 

Cardinal, PreviousCV, Intermediate, Temp    0 

Temp    Previous[0] 

Cardinal    (Temp ^ R) mod N 

Values[0]    Cardinal 

PreviousCV    Temp 

Values[1]    PreviousCV 

IF Previous.Length EQUALS 2 

THEN, 

 Intermediate    (G ^ R) mod N 

 Values[2]    Intermediate 

ELSE, 

 FOR i    2 TO Previous.Length 

 DO, 

  Temp    Previous[i-1] 

  Intermediate    (Temp ^ R) mod N 

  Values[i]    Intermediate 

 FOR END 

RETURN Values 
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The above pseudo-code is of a procedure used for collecting the contributions from the 

members of the group. The values required as input by this procedure are 𝐺, 𝑁, 𝑅, and an array 

named 𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠. 𝐺 is a large prime number used as an exponential base, 𝑁 is a large prime 

number used for order of the algebraic group (𝑚𝑜𝑑), 𝑅 is the hash of PUF ID with a random 

number and 𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠 is an array of intermediated values received from the previous participant. 

In the case of the first participant, this array will be empty.  

3.3.3.2 Calculate FinalKey 

Procedure: CalculateFinalKey 

Input: BigInteger “IntermediateValueRelevant, R, N” 

Output: BigInteger “FinalKey” 

FinalKey    (IntermediateValueRelevant ^ R) mod N    

 

 The above pseudo-code is of a procedure for calculating the final group key. All 

the intermediate values are broadcasted by the last member of the group so that all the members 

can calculate the final group key. In this procedure all the members take their relevant 

intermediate value and get the final key by taking the calculating 

(𝐼𝑛𝑡𝑒𝑟𝑚𝑒𝑑𝑖𝑎𝑡𝑒𝑉𝑎𝑙𝑢𝑒𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 ^ 𝑅) 𝑚𝑜𝑑 𝑁 where 𝐼𝑛𝑡𝑒𝑟𝑚𝑒𝑑𝑖𝑎𝑡𝑒𝑉𝑎𝑙𝑢𝑒𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 is the 

relevant intermediate value for that member, 𝑅 is the secret of that member and 𝑁 is a large 

prime number used for order of the algebraic group (𝑚𝑜𝑑). 

3.3.4 Implementation and Outcomes 

3.3.4.1 Implementation 

The proposed symmetric key scheme has been simulated and tested on a 2.60 GHz 

second-generation Intel Core i5 3320M computer with 8 GB RAM. The language used for 

programming is JAVA[44] and the version is Java 1.8.0_121. The platform used for 

development is Net Beans IDE[45] version 7.3.1. 
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3.3.4.2 Outcomes 

The Diffie-Hellman group graph is affected by two parameters, which are the key size 

and the number of participants in the group. In order to test the performance of the algorithm, 

five keys were created, the number of participants in the group was different, and the key size 

remained the same. The generated key sizes are 160, 256, and 512 bits, and the number of 

participants is 100, 200, 300, 400, and 500. Table 3.1 shows the total time required by Diffie-

Hellman  when there is difference in the size of the group key and the number of participants. 

The bigger the key the longer it took. 

Table 3.1: Total Time Taken by The Group Key DH Scheme 

Key Size Number of Participants Total Time (Milliseconds) 

160 Bits 

100 2811 

200 5100.6 

300 9992.4 

400 15753.8 

500 24848.2 

256 Bits 

100 3559 

200 9953 

300 19276.2 

400 33401.6 

500 49265.4 

512 Bits 

100 8546.6 

200 29635.2 

300 80917.6 

400 147624.8 

500 236857.2 

 

Analysis of the group key graph shows that a 512-bit key with 500 participants will take 

longer to operate. Other analysis shows that 100 or 200 participants have created keys with 

moderate needs. The increase in the number of participants will increase the time to calculate 

keys of the same size. The analysis shows that increasing the size of the key will also increase 



 CHAPTER 3: GROUP KEY DH SCHEME 

 23 

the time required to calculate the key and keep the number of participants unchanged. Figure 3.2 

shows the effect of key size on time taken to produce keys. 

 

Figure 3.2: Graph Showing Time Taken by Various Key Size with The Constant Number 

of Participants 

Study of the proposed scheme shows that the time requires to calculate the key is not only 

affected by the key size but also by the number of participants. As shown in the graph below an 

increase in time required to calculate a key if we keep the key size constant and change the 

number of participants. Graph depicting the effect of participants on time requirement are shown 

in Figure 3.3.  

 

Figure 3.3: Graph Showing Time Taken by 160 Bits Key with The Variable Number of 

Participants 

The proposed scheme has two basic functions. The first function is for taking 

contributions from all the group members and the second is to calculate the final key. Analysis 
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shows that calculating the unique secret and taking contributions from the group members 

(upFlow function) requires more time as compared to calculating the final key (finalKey 

function) which is shown in Figure 3.4. 

 

Figure 3.4: Graph Showing a Comparison Between Time Taken by UpFlow Function and 

FinalKey Function 

Figure 3.5 and Figure 3.6 respectively shows the graphs depicting the effect on the time 

taken by upFlow and finalKey function keeping the key size constant and varying the number of 

participants in the group. 

 

Figure 3.5: Graph Showing Time Taken by UpFlow Function 
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Figure 3.6: Graph Showing Time Taken by FinalKey Function 

We have discussed the IKA functions and shown their graphs now we will discuss the 

effects due to alteration of members in a group. Earlier in the chapter the importance of alteration 

of the member in a dynamic group was discussed. . The effect of group membership alteration is 

highlighted next. 

The analysis shows that the time required to add a new member and recompute the new 

key requires more time than deleting a member from the group and recomputing the new key. 

Figure 3.7 shows the comparison between the time required to add a new member and the time 

required to remove a member from the group. 

 

Figure 3.7: Graph Showing Comparison Between addNewparty Function and 

removeParty Function 
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The time required to add new member can be affected if the number of initial participants 

in the group is kept constant and the key size is changed. Simulation analysis is shown in Figure 

3.8. 

 

Figure 3.8: Graph Showing Time Taken by addNewparty Function with Constant 

Participants and Varied Key Size 

Figure 3.9 and Figure 3.10 respectively shows the graphs depicting the effect on the time 

taken by addNewparty and removeParty function keeping the key size constant and varying the 

number of participants in the group. 

 

Figure 3.9: Graph Showing Time Taken by addNewparty Function 
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Figure 3.10: Graph Showing Time Taken by removeParty Function 

3.4 Summary 

The function that cannot be physically cloned is considered to be a secure basis for 

creating encryption schemes. This chapter explains that group keys can be created based on 

symmetric PUF. The proposed scheme shows that the combination of PUF and Diffie-Hellman 

group can generate a symmetric security group key. Based on the above results, we can conclude 

that the time required to create a group key is affected by two factors: the first is the size of the 

key, and the second is the number of group members. If the key size increases and the group 

configuration members remain the same, it will take longer to generate the key. Similarly, if the 

key size remains the same and the group membership increases, the time required to generate the 

group key also increases. The analysis also shows that adding new members takes more time 

than deleting existing members. 
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CHAPTER 4 GROUP KEY DH SCHEME WITH AUTHENTICATION 

 

 

Confidentiality of data can be achieved through the use of encryption schemes. There are 

many different cryptographic algorithms available which can be used for encryption to make 

sure the confidentiality of the data is retained. It is mentioned in [22] that the security of the 

system depends on the confidentiality of the key, not the algorithm. If symmetric key 

cryptography is used, then all the members involved need to have the same key. If asymmetric 

key cryptography is used, then all the communicating members should have the public keys of 

every other member and the keys should be exchanged or distributed between the members 

involved regardless of the type. 

Key distribution is a critical part of any cryptographic algorithm. Multiple key 

distribution schemes are available. Some algorithms are either prone to know attacks or have 

exploitable vulnerabilities or have authentication issue. This chapter discuss the key distribution 

and key authentication between multiple parties. Furthermore, the limitations of group key 

distribution and authentication in the existing schemes are also discussed, and in the end, we 

have presented and discussed our group key generation and authentication scheme based on PUF 

and have also discussed the analysis of time for generating the keys under different 

configurations. 

4.1 Key Distribution 

Exchanging or distribution of cryptographic key is a complex task if we consider the 

existence of adversaries. Asymmetric encryption uses two keys. The first is the private key, 

which the owner keeps secret, and the second is the public key, whose name is recommended to 

be distributed to the public. The keys function such that a single key will carry out the reverse 



 CHAPTER 4 GROUP KEY DH SCHEME WITH AUTHENTICATION 

 29 

operation of what was carried out by a corresponding key. There are many ways to distribute the 

public key either by posting them on the website of the owner or by publishing it on public 

forums, but the most common and widely accepted technique is the public key 

certificate[46][47]. 

In symmetric cryptography, only one key is used for encryption and decryption. This 

means that the sender and recipient must have the same password and it should be kept secret 

because an exposure of the key can compromise the confidentiality of the data. If two party’s 𝐴 

and 𝐵 wish to exchange the symmetric keys a way of doing this is to deliver the key physically. 

Physical key exchange is not always a practical option as the communicating parties could be 

geographically distributed. Another option is the establishment of a secure channel to exchange 

or distribute the symmetric key[39]. Using a secure channel will not only increase the overheads 

but also the parties need to trust the secrecy of the established channel. 

To overcome these issue, two techniques were proposed. First is to use a third party for 

distribution of the key and second is to use tickets [48]. For third party distribution the most 

commonly used scheme is based on a Key Distribution Center (KDC) and for ticket-based 

technique the most commonly used scheme is Kerberos [49]. 

4.1.1 Key Distribution Center (KDC) 

Needham Schroeder Protocol [50] is one of the most common schemes used for 

symmetric key distribution. If one party called party 𝐴 wants to securely communicate with the 

other party called party 𝐵, both the parties should be registered with the same KDC server. When 

the parties register with the KDC server, a master key is shared with that party which will be 

used for communications with the KDC server. When party 𝐴 wants to communicate with party 

𝐵, it will first go to KDC server and will request for the session key for party 𝐵. 

There are multiple issues in this scheme. Single point of failure is one of the issues 

because the KDC server is the center point for key distribution and all the parties who require 

keys will approach the KDC. Another known issue is that if party 𝐴 wants a session key to 

communicate with party 𝐵 from KDC server, how can party 𝐴 be sure that the key is send by the 

KDC server. Thus, trusting the third party is an inherent issue in key distribution schemes. Even 
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if the members have trust in the KDC, authentication of the key is still an issue in this scheme 

[51]. 

4.1.2 Kerberos 

Kerberos is a key distribution and authentication scheme that is widely used for network 

based authentication [52][53]. The algorithm is based-on client server model and is designed for 

authentication of clients in the network domain using cryptographic keys. If a client or user 

wants to access some services, then it must first prove its authenticity. The client or the user must 

first go to the Kerberos server and proves its identity. Kerberos server consists of two main parts. 

First is the Key Distribution Server (KDS) which itself consists of two parts and the second is the 

ticket granting server (TGS). KDS also includes two parts: the first part is the authentication 

server, the second part is the database. 

Kerberos works on the ticket-based principle. If a client wants to access some resource, it 

must get the ticket from the TGS which is a part of the Kerberos server and then must present 

that ticket to the service. The concept of the ticket is to enable centralized authentication. 

Kerberos is used widely for authentication in networks and is used by Microsoft for 

authentication [54]. Despite its wide use there are some issue in Kerberos scheme. It is a 

centralized system, so it is vulnerable to single point of failure. Another issue is that it is not a 

good option for group authentication. The most critical vulnerability is the golden ticket or non-

expiring ticket. If an attacker gets a golden or non-expiring ticket it can bypass the authentication 

mechanism [55]. 

4.1.3 Key Authentication 

After verifying the key identity, the claimed user key identity will be verified. 

Authenticity of the key is checked after the key is distributed. If the key distributed is corrupted 

or changed by the attacker or by dishonest participant, then the confidentiality and integrity will 

be compromised. Dishonest participants are a great concern for key generation and distribution 

in group communication.  
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4.1.4 Dishonest Participants 

A multi-part environment consists of many devices that communicate with each other. In 

a multi-party environment, the presence of dishonest participants is one of the most important 

challenges for group key distribution security. When distributing the key in presence of dishonest 

participants the security of the group key distribution can be compromised. Many group key 

generation schemes that are available or widely used are weak and dishonest participants can 

take advantage and it threatens the safety of key group communication. The scheme 

proposed[56] is vulnerable to key theft attack as a dishonest participant can connect to three 

different participants at the same time, thus deriving the key. The scheme proposed in [57] 

requires precomputed certificates hence if a dishonest participant can craft the packet with 

known plaintext or known cyphertext and forge the certificate then the dishonest participant can 

create a key of its choice. 

4.2 Group Key DH Scheme with Authentication 

4.2.1 Initial Key Agreement (IKA) 

This scheme is based on the protocol discussed by [43]. It is similar to two parties 

DHKE. Similar to its working with two parties, the security of the algorithm is also based on DH 

discreet logarithm problem. The key authentication has been incorporated in the proposed 

scheme so that all members of the group can authenticate that they are in possession of the 

correct key. This scheme is distributed into three stages namely: 

1. Party Secret Generation 

2. Up flow Stage 

3. Broadcast Stage 

Before going to the first stage a basic setup is needed just like two party Diffie-Hellman. 

All the members must agree upon a large prime 𝑝 and generator 𝑔. In the first stage, all the 

members must create its unique secret which will be used for calculating contributions. Each 

member has it’s unique 𝑃𝑈𝐹 𝐼𝐷. They will select a large random number. After selecting a 

random number, they will concatenate the random number with 𝑃𝑈𝐹 𝐼𝐷 and take the hash of the 

concatenated string as shown in equation (4)s which they will be used in the next stage. 
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  (4) 

The second stage is to collect contributions from all members of the group. In this stage, 

each member must compute its share based on the values received from the previous member. 

and send the computed intermediate values to the next member as shown in equation (5). 

 

 

(5) 

For example, if 𝑃4 receives a set of values {𝑔𝑅1𝑅2𝑅3, 𝑔𝑅1𝑅2, 𝑔𝑅1𝑅3, 𝑔𝑅2𝑅3} from 𝑃3. 𝑃4 

must compute {𝑔𝑅1𝑅2𝑅3𝑅4, 𝑔𝑅1𝑅2𝑅3, 𝑔𝑅1𝑅2𝑅4, 𝑔𝑅1𝑅3𝑅4, 𝑔𝑅2𝑅3𝑅4} and send this to 𝑃5. 

In the third step, the last key is calculated. At this time, the final member of the group 

sends all intermediate values, and the last member uses the HMAC value calculated from the 

final keys generated from the messages of all members so that all other members of the group 

use the appropriate final key. End key authenticity as shown in equation (6). 

 

 

(6) 

As an example consider 𝑃5 is the final member of the group then at this stage 𝑃5 will 

calculate {𝑔𝑅1𝑅2𝑅3𝑅4𝑅5, 𝑔𝑅1𝑅2𝑅3𝑅4, 𝑔𝑅1𝑅2𝑅3𝑅5, 𝑔𝑅1𝑅2𝑅4𝑅5, 𝑔𝑅1𝑅3𝑅4𝑅5, 𝑔𝑅2𝑅3𝑅4𝑅5} and will 

broadcast the intermediate values {𝑔𝑅1𝑅2𝑅3𝑅5, 𝑔𝑅1𝑅2𝑅4𝑅5, 𝑔𝑅1𝑅3𝑅4𝑅5, 𝑔𝑅2𝑅3𝑅4𝑅5} and 𝐻𝑀𝐴𝐶 so 

that all the other members can calculate their keys. 𝑃4 will take its relevant intermediate value 

𝑔𝑅1𝑅2𝑅3𝑅5 and calculate (𝑔𝑅1𝑅2𝑅3𝑅5)𝑅4 to get the final key 𝑔𝑅1𝑅2𝑅3𝑅4𝑅5. After calculating the 

final key 𝑃4 will calculate the 𝐻𝑀𝐴𝐶 using the final key and compare the calculated 𝐻𝑀𝐴𝐶 with 

the one received from the broadcast. Similarly, all the remaining members will calculate the final 

key in the same manner. Figure 4.1 shows the complete scheme design. 
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Figure 4.1: Complete Scheme Design 

4.2.2 Alteration of Group Members 

Alteration of members is an important part in dynamic groups. Due to the changes in the 

group the freshness of the key is very important. This section discusses other auxiliary group key 

operations like adding a new member and removing the old member. 

4.2.2.1 Addition of New Member 

When adding a new member in the group we must make sure that the new member 

cannot decrypt the old messages, so we must calculate a new key. By calculating the new key, 

we can achieve backward secrecy. 

For example, if 𝑃5 was the final member of the group and we want to add a new member 

𝑃6 in the group. Now 𝑃5 will have to calculate its new unique secret 𝑅5′. Now 𝑃5 will calculate 

{𝑔𝑅1𝑅2𝑅3𝑅4𝑅5′
, 𝑔𝑅1𝑅2𝑅3𝑅4, 𝑔𝑅1𝑅2𝑅3𝑅5′

, 𝑔𝑅1𝑅2𝑅4𝑅5′
, 𝑔𝑅1𝑅3𝑅4𝑅5′

, 𝑔𝑅2𝑅3𝑅4𝑅5′
} and will send this to 

the new member 𝑃6. Now 𝑃6 will calculate its unique secret 𝑅6 and calculate 

{𝑔𝑅1𝑅2𝑅3𝑅4𝑅5′𝑅6, 𝑔𝑅1𝑅2𝑅3𝑅4𝑅6, 𝑔𝑅1𝑅2𝑅3𝑅5′𝑅6, 𝑔𝑅1𝑅2𝑅4𝑅5′𝑅6, 𝑔𝑅1𝑅3𝑅4𝑅5′𝑅6, 𝑔𝑅2𝑅3𝑅4𝑅5′𝑅6}, the new 

𝐻𝑀𝐴𝐶 and will broadcast the intermediate values 

{𝑔𝑅1𝑅2𝑅3𝑅4𝑅6, 𝑔𝑅1𝑅2𝑅3𝑅5′𝑅6, 𝑔𝑅1𝑅2𝑅4𝑅5′𝑅6, 𝑔𝑅1𝑅3𝑅4𝑅5′𝑅6, 𝑔𝑅2𝑅3𝑅4𝑅5′𝑅6} so that all the other 

member can calculate the final key and verify the authenticity of the final key generated using 

the HMAC. 

4.2.2.2 Member Deletion 

When deleting the member from the group we must make sure that the deleted member 

cannot decrypt the new message using an old key that means we have to achieve forward 

secrecy. To achieve forward secrecy, a new key need to be computed. 
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For example, if 𝑃5 is the final member of the group and a group member 𝑃3 wants to 

leave the group. Now to achieve forward secrecy a new key need to be calculated. For this 𝑃5 

will have to calculate its new unique secret 𝑅5′. Now 𝑃5 will calculate 

{𝑔𝑅1𝑅2𝑅3𝑅4𝑅5′
, 𝑔𝑅1𝑅2𝑅3𝑅4, 𝑔𝑅1𝑅2𝑅3𝑅5′

, 𝑔𝑅1𝑅2𝑅4𝑅5′
, 𝑔𝑅1𝑅3𝑅4𝑅5′

, 𝑔𝑅2𝑅3𝑅4𝑅5′
} and the new 𝐻𝑀𝐴𝐶 

and will send intermediate values {𝑔𝑅1𝑅2𝑅3𝑅5′
, 𝑔𝑅1𝑅3𝑅4𝑅5′

, 𝑔𝑅2𝑅3𝑅4𝑅5′
} to all the member except 

𝑃3 so that all the remaining member can calculate final key and verify the authenticity of the 

final key generated using the HMAC. 

4.2.3 Pseudo Code 

4.2.3.1 Take Contribution 

The take contribution stage is use for collecting contributions from all the members of the 

group for generating the group key. The pseudo-code below is of a procedure used for collecting 

the contributions from the members of the group. The values required as input by this procedure 

are 𝐺, 𝑁, 𝑅, and an array named 𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠 that holds intermediate values. 𝐺 is a large prime 

number used as an exponential base, 𝑁 is a large prime number used for order of the algebraic 

group (mod), 𝑅 is the hash of PUF ID with a random number. In the case of the first participant, 

the 𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠 array will be empty. 

Procedure: TakeContribution 

Input: BigInteger “G, N, R, A list of numbers Previous” 

Output: A list of intermediate values “Values” 

Values[Previous.Length + 1] 

Cardinal, PreviousCV, Intermediate, Temp    0 

IF Previous.Length GREATER THEN 0 

Then, 

 Temp    Previous[0] 

 Cardinal    (Temp ^ R) mod N 
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 Values[0]    Cardinal 

 PreviousCV    Temp 

 Values[1]    PreviousCV 

ELSE, 

 Values[0]    (G ^ R) mod N 

 Values[1]    Values[0] 

IF Previous.Length EQUALS 2 

THEN, 

 Intermediate    (G ^ R) mod N 

 Values[2]    Intermediate 

ELSE, 

 FOR i    2 TO Previous.Length 

 DO, 

  Temp    Previous[i-1] 

  Intermediate    (Temp ^ R) mod N 

  Values[i]    Intermediate 

 FOR END 

RETURN Values 

 

4.2.3.2 Calculate FinalKey 

Calculate FinalKey is used for broadcasting the final set of intermediate values so that all 

the members of the group can calculate the final key. The pseudo-code below is of a procedure 
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for calculating the final group key. All the intermediate values and the HMAC are broadcasted 

by the last member of the group so that all the members can calculate the final group key. In this 

procedure all the members take their relevant intermediate value and get the final key by taking 

the calculating (𝐼𝑛𝑡𝑒𝑟𝑚𝑒𝑑𝑖𝑎𝑡𝑒𝑉𝑎𝑙𝑢𝑒𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 ^ 𝑅) 𝑚𝑜𝑑 𝑁 where 

𝐼𝑛𝑡𝑒𝑟𝑚𝑒𝑑𝑖𝑎𝑡𝑒𝑉𝑎𝑙𝑢𝑒𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 is the relevant intermediate value for that member, 𝑅 is the secret 

of that member and 𝑁 is a large prime number used for order of the algebraic group (𝑚𝑜𝑑). 

Procedure: CalculateFinalKey 

Input: BigInteger “IntermediateValueRelevant, R, N” 

Output: BigInteger “FinalKey” 

FinalKey    (IntermediateValueRelevant ^ R) mod N    

 

4.2.4 Implementation and Outcomes 

4.2.4.1 Implementation 

The proposed symmetric key scheme has been simulated and tested on a 2.60 GHz 

second-generation Intel Core i5 3320M computer with 8 GB RAM. The language used for 

programming is JAVA[44] and the version is Java 1.8.0_121. The platform used for 

development is Net Beans IDE[45] version 7.3.1. 

4.2.4.2 Outcomes 

The Diffie-Hellman group scheme is affected by two parameters, namely the size of the 

key and the number of participants or members in the group. In order to test the performance of 

the algorithm, five public keys will be generated, the number of participants in the group is 

different, and the key size remains constant. The generated key sizes were 160, 256 and 512 bits 

while the number of participants is 100, 200, 300, 400 and 500. Table 4.1 shows the total time 

taken by the proposed Group Key Diffie-Hellman scheme when there is difference in the size of 

the group key and the number of participants. The bigger the key the longer it took 
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Table 4.1: Time Taken by The Group Key DH Scheme with Authentication 

Key Size Number of Participants Total Time (Milliseconds) 

160 Bits 

100 5174.2 

200 8094 

300 12306.4 

400 16273.8 

500 24236.4 

256 Bits 

100 6592.6 

200 12716.2 

300 25759.6 

400 42889.4 

500 66686.4 

512 Bits 

100 15840.6 

200 44092.4 

300 94026.6 

400 171014.4 

500 257074.2 

 

It was found that increasing the number of participants would extend the time required 

for the system to calculate keys of the same size. Analysis shows that increasing the size of the 

key will also increase the time required to calculate the key and keep the number of participants 

unchanged. Figure 4.2 shows the effect of key size on time taken to produce keys. 
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Figure 4.2: Graph Showing Time Taken by Various Key Size with The Constant Number 

of Participants 

The analysis shows that the time requires to calculate the key is not only affected by the 

key size but also by the number of participants. It is clear that there is an increase in time 
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participants. Graph depicting the effect of participants on time requirement is shown in Figure 

4.3.  

 

Figure 4.3: Graph Showing Time Taken by 256 Bits Key with The Constant Number of 
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generate a key with key authentication technique requires more time compared to the standard 

key generation scheme as shown in Figure 4.4 

 

Figure 4.4: Graph Showing Comparison of Total Time Required for Key Generation with 

and Without Key Authentication Technique 

This scheme has two basic functions. The first function is for taking contributions from 

all the group members and the second is to calculate the final key. The analysis show that time 

required by upFlow function and finalKey function with key authentication technique is more 

than that required by the module without key authentication technique as shown in Figure 4.5 

and Figure 4.6. 
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Figure 4.6: Graph Showing Comparison of Time Required for finalKey Function with 

and Without Key Authentication Technique 

4.3 Summary 
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CHAPTER 5: CONCLUSION  

 

 

5.1 Conclusion 

Currently, most encryption schemes rely on the key, and as long as the algorithm can be 

released, the key must be kept secret. Therefore, in most modern cryptographic schemes based 

on symmetric or asymmetric keys, whereas the success of the system lies in maintaining the 

confidentiality of the keys. This is in accordance with the Kerckhoff principle, which says that 

“only the secret of the key can guarantee security”.  

The cryptographic key is often a hexadecimal data block with a size of variable length. 

Because of its data type and size, people cannot memorize keys just like they would memorize 

passwords. In order to reuse the key when necessary, the keys are stored in the device [58] . The 

problem with storing keys on devices is that attackers can use different key attack/theft methods. 

Violent attacks can be reduced by lengthening the key [59] , but of course this does not prevent 

the key from being stolen. This is especially important in equipment systems with limited 

resources or poor performance, so it does not pose an obstacle for adversaries to find encryption 

keys. Adversaries can probe the physical device to obtain the key. Other methods can include 

booting into the system and obtaining the memory dump in an effort to locate the key. In no way 

is this a comprehensive list of possible attacks. To create a more effective cryptosystem resilient 

to key theft, cryptographers are currently considering other reliable sources, such as the 

physically unclonable function (PUF). 

This research discusses the use of PUF for generating and distributing group keys. The 

aim of this research has been to provide heightened security to the group setting through the use 

of a physical root of trust. 
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Chapter 2 discusses the literature related to Cyber Physical Systems. In this chapter 

cryptography and its types are also discussed along with the cryptographic keys. Security 

concerns related to key theft and other key based attacks are also discussed in this chapter. The 

deterrent quality of PUF technology and the strengths of the technology have been brought to 

light in the chapter. Using PUF technology, devices can create identities based on device 

attributes. The device ID created using PUF is used to generate keys and use these keys to 

protect group communication. Since the key generated using PUF can only be used to prevent 

the key from being stolen, it can be discarded from system memory after use with all associated 

data. Since keys are not stored anywhere in the system, the adversary cannot obtain it using 

conventional key theft attacks. Because the PUF concept is rooted in the physical world, when an 

adversary wishes to attack a key mechanism, it must physically access the device and a dedicated 

probe/device to facilitate the evacuation. Even with this resource, the adversary will most 

probably fail because the PUF identity is not based on device serializations or predictable 

features. 

In Chapter 3, key exchange between two parties is discussed. Group communication and 

group key exchange setup is also discussed in this chapter. The limitations of the existing group 

key exchange and distribution is also discussed in this chapter. This chapter also presents a novel 

scheme for group key generation that is based on the characteristics of PUF. The results and 

analysis of the time required for different operations of our scheme are also discussed in this 

chapter 

Chapter 4 discusses key distribution and authentication mechanisms. The limitations of 

existing key distribution and authentication schemes are also discussed in this chapter. In this 

chapter detailed discussion about our key generation and authentication scheme for group 

communication based on PUF has been presented. The results and analysis of the time required 

for different operations of the scheme are also discussed in this chapter. The comparison of time 

required for key generation between the schemes with and without key authentication are also 

discussed in this chapter 

In summary, this study shows that PUF provides a new core of trust based entirely on the 

physical attributes of the device. Conventional cryptography is based on algorithmic 

intractability which is not sufficient in securing the key. Through this research an attempt has 
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been made to shows that PUF ID can be alternatively of the stored key for cryptographic 

operations and secure service provisions. As a result, the key generation scheme for group 

communication can be based on PUF. 

5.2 Future Work 

The presented work has been simulated using the latest cryptographic libraries but lacks 

in implementation on physical devices from the IoT ecosystem. A simplified implementation can 

be done on a testbed of raspberry Pi. 

Elliptic Curve Cryptography (ECC) is a public key method, which has attracted much 

attention because it has more benefits than RSA-based cryptosystems [60]. The future work that 

can be done with respect to this research is to create asymmetric group key generations using 

PUF and ECC. 

Asymmetric group keys can be used in multiple applications like in digital currency, 

block chain, electronic voting schemes and many others. By creating an asymmetric group key 

based on PUF and ECC the security and the efficiency of the group communication can be 

increased significantly. 
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