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ABSTRACT 

             Wireless Sensor Networks (WSNs) consist of thousands of small nodes having 

the capability of sensing, computation, and wireless communication. Many routing, 

power management and data dissemination protocols have been particularly designed for 

WSNs where energy utilization is an essential design issue. Since wireless sensor 

network protocols are application specific, therefore the focus has been given to the 

routing protocols that might be different depending on the application and network 

architecture. 

             Over the recent years, one of the most important problems in wireless sensor 

networks (WSNs) is to develop an energy-efficient and reliable routing protocol and 

provide network robustness. To achieve these objectives, we propose a new data 

dissemination protocol called Two Tier Cluster Based Routing Protocol (TTCRP) for 

reliable data delivery in WSNs. TTCRP uses resource rich cluster heads with dual 

channels to form the clusters for efficient data delivery. While it provides power control 

algorithm to connect the isolated low power sensor nodes with minimum required power 

that achieves the network robustness. Simulation results reveal that TTCRP is efficient 

and provides reliability in both uniform as well as non-uniform sensor nodes deployment 

Keywords: Network Robustness, Clustering, Power Control Algorithm (PCA), and 

Wireless Sensor Networks (WSN). 
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CHAPTER 1 

Introduction 

 

1.1 Introduction to Wireless Sensor Networks 

Wireless sensor network (WSN) consists of a group of sensor nodes which are 

homogenous and self-organized. Each sensor node has the capability of sensing the 

environment, processing on the sensed data and communication of data using radio 

frequency channel. The most fundamental job of wireless sensor networks is to sense the 

events of interest, collect particular data and then forward it to the destination. Various 

features and characteristics of sensor networks make them dissimilar from the 

conventional wired and wireless distributed systems.  Conventional wired or wireless 

networks have adequate amount of resources like unlimited power, memory, fixed 

network topologies, enough communication range and computational capabilities. These 

various features make the conventional networks able to meet the communication 

demand [25, 26]. 

 

 Figure 1: Typical WSN architecture [53] 
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 WSNs are distributed systems which are limited in resources such as low energy, low 

bandwidth and short communication range. The essential features that make WSNs 

different from the conventional networks are; self-organizing capabilities, multi-hop 

routing, sparse deployment, short range communication, dense deployment, limited 

energy and memory, and also frequently altering topology due to losses and failures [32, 

26]. The constrained resource nature and unpredictable network structure (sensor nodes 

which are spread out densely in a particular environment of interest) causes various 

design and communication challenges for WSNs. According to [25] “The challenges in 

the hierarchy of: detecting the relevant quantities, monitoring and gathering the data, 

assessing and evaluating the information, formulating significant user displays, and 

performing decision-making and generating alarms are massive.” In general, the wireless 

sensor network operation is divided into two types; data acquisition and data reporting. 

Additionally, there is also a central sink which is responsible for WSN management, 

monitoring and control as shown in Figure 2 below. 

 

 Figure 2: Wireless sensor network [25] 

WSNs applications are based on the incorporation of contemporary technologies like 

CPU, sensor and Radio which performs Processing, sensing and communication. Thus it 

entails better understanding of contemporary network technologies as well as of WSNs 

hardware units for an effective WSN. Regardless of all these main challenges, the 
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importance and significance of WSN cannot be ignored because of its diverse type of 

application domain [25]. 

 

1.2 Network Components of WSN 

General WSN consists of main components which are the sensor nodes, the base 

station (sink) and the events of interest being observed. 

1.2.1 Sensor Node and its Functional Units 
 

 In WSN, sensor nodes have the capabilities of sensing, processing and 

communicating data to the requested destination. The fundamental units in sensor nodes 

consists of  sensing unit, its power unit, processing unit, communication unit and memory 

unit to carry out the operations shown in Figure 3 below. 

i) Sensing Unit 

Sensor nodes play a key role in sensor networks by forming a connection among 

the physical world and computation world. Sensor is a hardware device which is used 

to measure the change in physical state of a particular region of interest and then 

produces response to that change in state. Sensors sense the location of interest or the 

environment, collect raw data and convert that data to original data before forwarding 

it for additional processing. It takes the analogue data which are sensed data from an 

environment and converts it to digital data and sends it to the microcontroller for 

performing additional processing. Sensors are divided into different categories which 

are easily obtainable. It can be applied and used which depends on the nature of the 

intended operation. A typical wireless sensor node is a micro-electronic node that has 

less than 0.5 Ah and 1.2 V power source. The size and energy consumptions of sensor 

nodes are the key factors to be considered in selection of sensor nodes [32, 33, 34]. 
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ii) Memory Unit 

Sensor node uses this unit to store and accumulate both the data and program code. A 

sensor node normally uses Random Only Memory (ROM) in order to store data packets 

which are received from their neighboring (other) sensor nodes. And uses flash memory 

or Electrically Erasable Programmable Read Only Memory (EEPRM) to store the 

program code [32, 33, 34]. 

 

iii) Power Unit 

Each sensor node needs power (energy) which is used for data computation and its 

transmission. A sensor node that consists of a power unit is responsible to distribute 

power to all its units associated with the node. The vital power utilization at node is due 

to performing computation and transmission of data. The date transmission is the most 

costly and expensive activity at sensor node in terms of power consumption. Typically, 

each sensor node is battery operated but it can also forage energy from the environment 

through solar cells [32, 33, 34]. 

 

iv) Processing Unit 

Each sensor node has a microcontroller and each microcontroller consist of a 

processing unit, Universal Asynchronous Receive and Transmit (UART) interfaces, 

memory and converters (analogue to digital, ATD) timer to perform the processing 

responsibilities. The processing unit is actually responsible for data acquirement, 

processing of incoming and outgoing information, implementing, adjusting and 

regulating routing information which considers the performance conditions of the data 

transmission [32, 33, 34]. 
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v) Communication Unit 

Communication unit is an important unit in any type of sensor node. Nodes use 

different radio frequencies and optical communication for achieving the networking 

objective. This job is controlled by radio units that use electromagnetic spectrum to 

communicate the information to their respective destinations. Generally each sensor node 

transmits data to other node or sinks (base station) directly or using multi-hop routing 

(flat routing) [32, 33, 34]. 

 

          Figure 3: Components of sensor node [34] 

1.2.2 Base Station (Sink) 
 

The sink node (some time base station or cluster head) which acts like an interface 

between the computational world and external world. In other words sink node is an 

interface between the sensor network and management center. It is usually a resource rich 

node which have unconstrained computational capabilities and high energy supply. A 

network consists of single or multiple base stations. Practically, in order to decreases 

network delay and achieve better performance using robust data gathering, the use of 

multiple base stations are required. Base station can be stationary or dynamic depending 

on the network architecture. The dynamic base stations can affect the performance of 

routing protocols significantly because of its varying position from one location to 
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another which will be not apparent to all the sensor nodes in a network. Despites the 

mobility of base stations there are some other characteristics of sink like its coverage, 

presence and the number of nodes cause routing challenges for  routing protocols of 

WSN which are  briefly explained in chapter 2[34, 35]. 

 

1.3 WSN Operation 
 
 Commonly, WSN operation entails communication between sensor node and sink. 

The sensor node senses environment of interest, performing some computation (if 

essential) and then reports gathered information to the sink. If sink is attached with some 

actuator which generates the alarm for human interference in case of an event of interest 

in a critical region [34]. 

1.3.1 Communication Model 
         

Though sensor nodes are the same devices but their characteristics fluctuate with the 

network structures and architecture. Sensor node coverage, deployment, transmission 

power, computational task, reporting of data, addressing and communication samples 

significantly affected the routing protocol operation both at sensor nodes and at sink. 

Routing protocols that are used for WSN communication supports different kind of 

communication like unicast (one-to-one), multicast (one-to-many) and reverse-multicast 

(many-to-one) in the following ways [34]. 

i) Node-to-Node 
 

 In a multihop or flat communication data passes from sensor nodes using intermediate 

nodes towards the destination. In node to node communications data is passed from one 

node to another until the destination is reached. In general, this type of communication is 

not essential or needed in WSN communication. 

ii) Node-to-Base Station 
 

Node to base station communication is used whenever sensors node need to send 

responses back to the sink. It is a reverse-multi path communication in which more than 

one node can communicate to the sink node directly or indirectly. This type of 

communication can also be unicast if multiple base stations are involved in the network 
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or there is a particular node (group leader or super cluster head), who is responsible to 

collect sensed information and transmit it to the sink node or base station [34]. 

iii) Base Station-to-Node 
 

 When base station needs to request data from sensor nodes this pattern of 

communication is needed. In general, the mode of communication is anycast (one-to-

many) in which any sensor node that have the requested data can act in response to the 

base station. This type of communication can also be unicast or multicast if the 

identification of nodes is distinctive by their IDs or their locations etc [34]. 

1.4 Classification of Sensor 
 
         Sensor node can be categorized based on different aspects such as technological 

aspects, their output signals and sensor materials, detection means and field of application. 

Though diverse classification is required while looking on its application side but can be 

classified in to following categories [36]. 

1.4.1 Active Sensors 
 
        To do the measurements active sensors stimulate the environment. Active sensors 

are for example laser scanners, seismic sensors, infrared sensors, sonar’s etc [37]. 

1.4.2 Passive, Directional Sensors 
 
       Without disturbing the environment, these types of sensors can monitor the 

environment. For Examples thermometers, humidity sensors, light sensors and pressure 

sensors and so on [37]. 

1.4.3 Narrow Beam Sensors (Passive) 
 
        To measure the environment (medium), these types of passive sensors require a 

clear direction. For Examples camera and ultrasonic sensors etc [37]. 

1.5 Classification of Sensor Network Applications 
 
          Wireless sensor networks can be deployed for numerous applications which depend 

on different requirements according to [37]. Such as data delivery requirements, 

application type and its objectives. The demands of applications are different from each 

other according to application nature. Some applications are intended of only data 
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collection but not in robust data delivery while in some applications delay cannot be 

tolerated because of critical interest about the event. There are various different 

application classes with various different transmission demands. Hence it is essential to 

categorize applications of WSNs in classes for understanding of their nature and 

requirements. In general, WSN applications can be categorized into following four 

classes. 

1.5.1 Event Detection and Reporting 
 
          In these types of applications sensor nodes are used rarely. These sensor nodes are 

active (come to life) only when a particular event of interest occurs otherwise these nodes 

remain inactive most of the time. When an event of interest occurs, each sensor node 

detected the event and then sends event report to the base station which contains location 

information about the event as well as information about the nature of the event. The 

most important in these applications are the reliability and delay which is the major 

concern about the event. The most important challenge in this sort of network at 

application level is to reduce false reporting about the event as well as to decrease delay. 

Also routing of date about the event to the base station is a major design issue from 

networking point of view. Examples of such type of applications are [38, 39, 26 and 40]. 

As one of such application scenario about earthquake or seismic activity in an active 

volcano is depicted by the below figure 4. 

• Intruder detection in military surveillance application 

• Observation and Quality check at product line/ anomalous behavior 

• Detection of forest fire/ Floods  

• Detection of  eruption/seismic activity or earthquake 

• Detection and observation of ocean environment 
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Figure: 4 Application scenario about seismic event [21] 

1.5.2 Data Gathering and Periodic Reporting 
 
          In this class of applications the functional behavior of sensor nodes is of 

continuous and constant nature. In these types of applications some activity is recorded 

by continuously monitoring it and then reports to the base station separately just like 

point-to- point communication. But when the network is very large, base station involves 

in distributed computation on collected data instead of individual node reading in order to 

avoid traffic load at base station. On some occasion when these sensor nodes are attached 

with actuators. The base station might require storing the geographical information of the 

sensor nodes in the particular area of interest. For example an application likes 

monitoring of humidity in a glass house. Critical requirement of these types of 

applications is well-organized and efficient consumption of energy. 

Examples of these types of applications are; [38, 39, 26 and 41] 

• Monitoring humidity, temperature and light etc 

• Monitoring of environmental conditions  

• Monitoring of Home/office/factory smart environments  

• Monitoring of Health like applications etc 
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 Figure 5: WSN node topology example [41] 

1.5.3 Sink-Initiated Querying 
 
           This class of WSN applications has the extra feature of base station querying in 

addition to monitoring. In this scenario, instead of periodic reporting of the individual 

node, base station has the capability of sending a query to a set of sensor nodes for their 

reading about the environment of interest. This permits the base station to collect 

information of diverse locations and also assists in verifying the measurements to take a 

decision such as triggering an actuator or raising an alarm. 

Some of the examples of these type applications are; [38, 26, 42]. 

• Structural health of building or environmental control in buildings  

• Monitoring and controlling of soil condition  

• Detection of Biological attacks 

• Forecasting and monitoring of weather 

• Fire alarming like applications 

 
1.5.4 Tracking Based Application 
 
         The WSN application of this class has some of the characteristics and features of 

the earlier three classes. Tracking applications entail both the detection and location 

information. Whenever a sensor node detected a target at any location, it has to report the 

base station quickly where accuracy of target is the major concern. Then the base station may 
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require sending queries to the particular group of nodes for getting the location 

information of the particular target. Sink also assist to verify the measurements taken by 

individual node about the target detection and recognition. The decision of prompting 

actuator or raising an alarm for human interruption is based on the readings or signals 

received by this group of sensor nodes. 

Examples of these types of applications are; [32, 34, 44]. 

• Targeting in intelligent ammunition 

• Tracing and Tracking of doctors and patients or rescue team in hospital 

• Tracking and tracing of inhabitant in a building  

• Tracing and tracking of animals in forest 

• Tracking, monitoring and controlling the people in park and building 

 
1.6 Motivation 

        As stated earlier, the sensor nodes due to their small form factor have limited power. 

In order to prolong the life of the wireless sensor networks, the routing protocols apart 

from being robust and scalable, needs to be highly energy efficient. 

          The size and cost of the sensor nodes are the fundamental design goals that limit 

the node resources such as processing power, memory, energy, transmission range and 

bandwidth.  However, the energy constraint is the most critical issue that determines the 

life time of the node. The life of node relates to the usable energy reserve, where a node 

is supposed to die if its energy goes down to the energy required for the transmission of 

information or data. Therefore, the design of communication protocols, particularly 

routing and MAC, are mainly influenced by the energy conservation of nodes in order to 

prolong the life of the network [1], [2]. 

         Apart from the energy conservation, it is also necessary to balance the traffic load 

among all the nodes. By distributing traffic load, eventually the lifetime of the network is 

maximized. As sensor nodes have energy constraints. Therefore most of  the  nodes  die  

soon  during  the  observation  of  a particular region due to a large amount of energy 

consumption. Reliability in WSN is defined in terms of number of packets received at the 

destination [4] in certain time period. 
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         According to communication energy model [14], hierarchical routing protocols 

have better adaptability and energy conservation than plane routing protocols. Cluster-

based optimization algorithm and the transmission path of cluster head are designed for 

hierarchical routing protocols, which must consider the important issues and the key 

parameters about affecting energy dissipation of nodes and improving the network 

lifetime in WSN. 

      Network robustness is an important issue in WSNs that is a major challenge in 

application like DMSS. Since the sensing coverage of sensor nodes are generally limited 

[4], large scale region sensor nodes require large scale deployment. As the nodes are 

randomly distributed in the critical region, in which many nodes can not reach or access 

the base station or other nodes in the area of interest causing disconnectivity in the 

network. In such cases the out of range nodes are not functioning due to fixed 

transmission range. In addition existing clustering techniques use only single channel for 

communication which may result into delay and congestion. 

       In a cluster based routing protocol, sensor nodes are grouped in the form of clusters. 

In each cluster, a node is elected as a cluster-head, which collects data from its member 

nodes and route it to the destination sink. In some applications, cluster-heads also 

perform data aggregation to save energy and then sends the aggregated data to the 

destination or sink. The cluster-based approach is highly adaptive to network dynamics 

unlike the traditional tree-based routing protocols [2]. A number of clustering techniques 

have been proposed in the literature so far [3], [7], [5], [8], [11], [12]. However, the  

existing  protocols  can  perform  well  in  uniform  nodes  deployment, but they are 

unable to provide efficient and robust  routing in non-uniform nodes deployment.  A 

detailed review of the existing clustering techniques is provided in [2]. 

      The work reported in this thesis aims at designing a two-tier cluster based routing 

protocol(TTCRP) which configures the nodes in the form of clusters at  two levels. At 

first level sensor nodes join pre-designated resource rich cluster heads. These cluster 

heads form a second level of clusters to deliver data to the base station. We assume that 

the cluster heads are equipped with dual channels in which different channels are used for 

communication at both tiers. Thus cluster-heads receive data from heir members at one 

channel and use second channel to send it to the base station through other cluster heads. 

Moreover, the proposed scheme implements a power control algorithm to allow the 
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isolated sensor nodes as well as cluster-heads to dynamically change their transmission 

power for connecting sensor nodes with unreachable clusters and hence provides network 

robustness. 

1.7 Statement of the Problem 

       Advances in semiconductor technology have resulted in the various Sensor Aid 

networks for disaster monitoring and surveillance. In this thesis, Cluster based routing 

protocol is proposed that is used by Disaster management and surveillance system 

(DMSS) using wireless sensor networks to handle various issues related to the disaster. 

The DMSS will continuously monitor the vital signs of victims and deliver the critical 

information to first responders as well as handle, tracing and tracking rescue teams, and 

victims. It will also monitor the causes of disaster such as fire, earthquake, and gas 

leakage in civil structures like buildings and bridges. 

      Generally, such telemetry service is restricted to the close proximity of disastrous 

scenes or within the hospitals due to the short range of wireless sensors. These constraints 

can be overwhelmed if the wireless sensors are provided with connectivity anywhere 

anytime. This project aims to exploit the ubiquitous networking environment to provide 

access to buildings, hospitals, disaster management offices and other relevant 

departments. In essence, DMSS will provide a spontaneous infrastructure to monitor and 

manage: structural health, earthquakes, fire detections as well as to trace the victims and 

rescue team members and proper deployment and utilization of those members. 

       Routing is the most challenging job in WSNs because of their distinctive 

characteristics and unique features which makes it unique and special from other wired 

and wireless networks such as cellular or mobile ad hoc network (MANETs). There is no 

such routing protocol which is used particularly for all the applications such as civilian 

and military applications. The DMSS that handles all the issues related to the disaster .At 

the disaster scene the most important is the flow of critical information between the 

rescue teams and fire fighters. As well as before the disaster is going to be happen , it is 

extremely necessary that the communication between the rescue teams are so fast so that 

as soon as possible to overcome the loss and damage of natural and human resources. 

Therefore, it is required that routing protocols should have the capabilities to handle these 

characteristic for reliable and efficient communication. Different routing methods have 
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been proposed to address the routing problems in WSNs taking into account WSNs 

network architecture and application demands. The main emphasis of this work is to 

design the efficient and reliable routing protocol which is best suited for the DMSS. 

1.8 Objectives 

The basic objectives of our proposed protocol are the following. 

 To provide an energy efficient cluster based routing protocol to achieve reliability. 

 To provide power control algorithm that is used by routing protocol to achieve 

network robustness. 

 To provide reliability in uniform as well as non- uniform sensor nodes 

deployment. 

 To develop and design the cluster based routing protocol which could be used for 

any DMSS like applications to achieve the reliability in sparse deployment. 

 

1.9 Thesis Organization 

This thesis is organized as follow: 

 Chapter I:  discusses problem statement, brief introduction to wireless sensor 

networks, motivation, solution to cluster based protocol issues and then objectives 

that needs to be achieved. 

 Chapter II: introduces to cluster based routing protocols, and gives the detail 

about the past work in the area of cluster based routing protocol for WSN’s. 

 Chapter III: this chapter is about proposed approach, introduction to TTCRP, and 

the details of power control algorithm (PCA). 

 Chapter IV: discusses the experimental results of the proposed approach and 

comparison with other cluster based routing protocols, then conclusion and future 

work in this area. 
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CHAPTER 2 

Related Work 

2.1 Introduction to Routing Protocol for WSNs 

As discussed in chapter 1, the design of routing protocols for WSN is a hot issue 

of intense research as the applications centered on WSN requires information of both 

quality and quantity in nature delivered to the end-users. There is an observation about 

different protocols that they work better in different environments/applications. The issue 

of the effective utilization of energy resource has also been addressed extensively in the 

literature. This chapter mainly deals with related work and the underlying concepts which 

form the foundation of energy aware routing protocols for WSNs. 

2.2 Classification of Routing Protocols in WSN 
 

In order to overcome the shortcomings of the recourse constraint nature of the 

WSNs, different routing protocols have been designed. According to the network 

structure or intended operations, the deployed WSN can be differentiated. Due to which, 

routing protocols for WSN needs to be classified based on the nature of WSN operation 

and its network architecture. Routing protocols could be subdivided into two broad types; 

network architecture based routing protocols and operation based routing protocols [33, 

35]. 

2.2.1 Architecture Based Routing Protocols 
Routing protocols are categorized based on the structure of network which is very critical 

for the mandatory operations. According to this category, the protocols are further 

subdivided into three subcategories based on the functionalities. These routing protocols 

are [33, 35]. 

 Flat routing 

 Hierarchical routing 

 Location-based routing 
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i) Flat  Routing 
Whenever a large number of sensor nodes in the network are needed then flat routing 

is used. The reason is that every sensor node plays the same role. As the number of 

sensor nodes are very large so it is not possible to assign a specific Id to each and every 

node in the network. It gives rise to data centric routing approach, where Base station 

sends query to a set of particular nodes in a particular region of interest and then waits for 

its response. Few of the examples of Flat routing protocols are; [33, 44, 35]. 

• Directed Diffusion (DD) 

• Energy Aware Routing (EAR) 

• Sequential Assignment Routing (SAR) 

• Active Query forwarding In sensor network (ACQUIRE) 

• Minimum Cost Forwarding Algorithm (MCFA) 

• Sensor Protocols for Information via Negotiation (SPIN) 

 

ii) Hierarchical Routing 
Hierarchical routing is the best option whenever network scalability, efficient and 

reliable communication is required. It is also known as cluster based routing. Hierarchical 

routing is an energy efficient method. In hierarchical routing, high energy nodes are 

elected randomly for processing and sending of data. As the basic purpose of low energy 

nodes is to sense the event and then send information or data to the cluster heads. 

Hierarchical routing pays a great contribution to the network scalability, lifetime and 

minimum energy due to this property. Few examples of hierarchical routing protocols 

are; [33, 44, 35]. 

 Power efficient gathering in sensor information systems 

 Hierarchical Power-Active Routing (HPAR) 

 Minimum energy communication network (MECN) 

 Threshold sensitive energy efficient sensor network protocol (TEEN) 

 

iii) Location-Based Routing 
Location based routing is a network architecture where sensor nodes are scattered in a 

random manner regarding the relevant area of interest and mostly identified by the 

geographical position of the sensor nodes where they are distributed for deployment. 

Sensor nodes are located mostly using GPS. The received signal strength from these 
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nodes and coordinates are computed by exchanging the information among their 

neighboring nodes due to which the distance among the sensor nodes is predicted. 

Examples of Location-based routing networks are; [33, 35] 

 Ad-hoc positioning system (APS) 

 Geographic adaptive fidelity (GAP) 

 Greedy other adaptive face routing (GOAFR) 

 Sequential assignment routing (SAR) 

 Geographic distance routing (GEDIR) 

 Geographic and energy aware routing (GEAR) 

2.2.2 Operation Based Routing Protocols 
 

Based on the functionality, WSNs applications are classified. Therefore Routing 

protocols are categorized regarding their operations in order to meet these functionalities. 

The purpose of this categorization is to achieve optimal performance and to save the 

insufficient resources of the network. Operation based routing Protocols are classified as 

following: 

 Multipath routing protocols 

 Query based routing 

 Negotiation based routing 

 QoS based routing 

 Coherent routing 

i) Multipath Routing Protocols 
 
As it is obvious from its name, there is an option for multiple path selection for a 

message to reach the destination which decreases delay and increases the overall network 

performance. Due to increased overheads, the network reliability is attained. While 

network routes are kept active due to transmission of periodic messages and therefore 

consume greater amount of energy. Examples of Multipath routing protocols are: [33] 

 Sensor Protocols for Information via Negotiation (SPIN) 

 Multi path and Multi SPEED (MMSPEED) 

ii) Query Based Routing Protocols 
 
Query based routing protocols supports sending and receiving queries for the data. 

The destination node sends relevant query from a node using the network. The node with 
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this relevant query matches it and then sends back to the target node which has initially 

sent the query. In general, the query based on high level languages. Examples of Query 

based routing protocols are as following: [33] 

 Directed Diffusion (DD) 

 COUGAR 

 Sensor Protocols for Information via Negotiation (SPIN) 

 

iii) Negotiation Based Routing Protocols 
 
Negotiation based routing protocols is the class of protocols which uses high level 

data descriptors to remove redundant data communication through negotiation. This class 

of routing protocols makes intelligent decisions either actions based on facts or for 

communication for example how much resources are offered. Examples of negotiation 

based routing protocols are: [33, 46] 

 Directed Diffusion (DD) 

 Sequential assignment routing (SAR) 

 Sensor Protocols for Information via Negotiation (SPAN) 

 

iv) QoS Based Routing Protocols 
 
In QoS based routing protocols, network requires to have a balance strategy for the 

QoS of applications. In this scenario the application can be delay sensitive. Consequently 

to achieve QoS metric network have to look both for its energy consumption and delay. 

Therefore to achieve QoS, the cost function for the preferred QoS also requires to be 

considered. Examples of such routing protocols are: [46, 33] 

 Multi path and Multi SPEED (MMSPEED) 

 SPEED 

 Sequential assignment routing (SAR) 

 

v) Coherent Data Processing Routing Protocol 
 

Whenever energy-efficient routing is needed, Coherent data processing routing is 

used. In this case, sensor nodes do least amount of processing (in general, time-stamping 

and suppression etc) on the data which is received locally before sending to other nodes. 
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Then the date is sent to other nodes which are called aggregator for further processing 

known as aggregation [33, 47]. Data processing in non-coherent processing involves 

three stages. In the first stage target is detected, its data is collected and preprocessing of 

the sensed data takes place. In stage 2 where sensor nodes show its intention to their 

neighboring nodes. Lastly, in step 3 a core (center) node is elected for additional refined 

processing. Hence central node must be rich in resources such as having enough energy 

resources and computation abilities [33]. 

 
Figure 6: Routing Protocol in WSN: A Taxonomy [41] 

 

2.3 Low Energy Adaptive Clustering Hierarchy (LEACH) 

           LEACH [16] is the first cluster based routing protocol in WSN which 

provides the basis for the researchers to work on clustering schemes. In 

LEACH, cluster heads are elected randomly and the clusters are reformed in 

certain rounds to evenly distribute the energy load among the sensor nodes in 

the network. Each cluster head accumulates data from its member nodes, 

aggregates it and then directly sends the aggregated data to the sink. This 

protocol involves the following steps: 

STEP 1: Base station collects the status of all the nodes. 

STEP 2: Base station or sink selects the cluster heads (CH). 

STEP 3: Sensor node chooses the best CH among the cluster heads 

STEP 4: Date distributes and disseminates to the cluster heads. 

STEP 5: Cluster heads disseminate the aggregated data to the base station. 
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           The main drawback of the LEACH scheme is that it does not suit for the 

non-periodical event delivery but it works well in periodical event delivery like 

applications. In addition, clusters can also be created with in the range of each 

other causing uneven load distribution among the sensor nodes in the network.  

 

 

2.4 Power Efficient Gathering in Sensor Information Systems    
                 Lindsay and Raghavan [48] proposed Power Efficient Gathering in 

Sensor Information Systems (PEGASIS) that attained about 100-300% 

enhancement over a LEACH protocol over a range of percentages of sensor 

nodes dying out in different sizes of network . In this protocol, when sensor 

nodes transmit and receive the data from different number of sensor nodes then 

they form a chain to transmit and receive data. Each sensor node transmits or 

receives data from a neighbor node and a single node is selected as the cluster 

head or leader from the chain which is responsible for forwarding the data 

towards the sink. Each sensor node when receives the data, then aggregates it 

including its own data, after that then transmits it further and so on. The 

aggregated data is finally sent to the sink. The chain is formed in a greedy 

manner towards the sink. 

 

Figure 7: PEGASIS  
 

Figure 7 demonstrates that node-0 sends out data to node-1. Node-1 collects 

data from node-0 and then aggregates it and includes its own data, then sends 

out the aggregated data to the node-2. In the same way, node-4 transmits its 

sensed data to node-3. And node-3 then aggregates data to its own data and then 

sends out the aggregated data to the node-2. The node-2 which lastly aggregates 

all the received data from different nodes including with its own data and 

transmits it to the base station. 
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2.5 Threshold sensitive Energy Efficient sensor Network  
 
                 Threshold sensitive Energy Efficient sensor Network (TEEN) is 

proposed by Manjeshwar and Agrawal [49] is in fact an updated and modified 

version of LEACH scheme. The modification and change which was proposed 

in this scheme was to transmit two attributes from the cluster heads towards the 

sensor nodes which are namely, (i) Hard Threshold and (ii) Soft Threshold. 

Hard threshold was actually the absolute value of the sensed parameter beyond 

which the value must be sent out to the cluster head (CH). While, Soft threshold 

was the value of the sensed parameter beyond which the sensor node must 

becomes active through activating its transmitter. When it was expected that the 

data to be transmitted from the source nodes to the sink less frequently than the 

data being sensed, therefore this protocol is much more energy efficient and 

more effective then LEACH. But this protocol has some shortcomings which 

cannot be ignored. First, if the required threshold is not achieved then the data is 

not communicated from the sensor nodes to the sink. Second, there were no 

such messages which are used to inform the sink or base station that whether 

the node has gone dead due to which data is not received at the sink or the data 

is not significant and critical enough to be reported to the sink. Therefore, the 

reliability of important data reportage becomes an important problem that needs 

to be addressed. 

 

2.6 APTEEN 
               Adaptive Periodic Threshold sensitive Energy Efficient sensor 

Network APTEEN [50] was actually designed to remove the shortcomings of 

TEEN. APTEEN adds an additional attribute to the packet which is sent by the 

cluster heads to their member nodes in the cluster. This protocol not only 

contains the thresholds but also it contains the maximum interval between the 

two packets. This amendment and modification which is made to APTEEN, 

makes this protocol usable and functional even by time driven networks. In 

APTEEN, the data is sent periodically which makes it easy for the sink or base 

station to know that the sensor node is dead or alive and it has failed to send the 
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data. The major issue concerned with this protocol is that the data is not 

communicated between the sensor node and the sink until the required threshold 

is not acquired. 

 

2.7 Hybrid Energy Efficient Distributed Clustering (HEED) 

              HEED [13] is a distributed cluster based routing protocol which uses a 

metric of hybrid of available energy and communication cost to elect the cluster 

head nodes. HEED does not select cluster heads (CH) randomly unlike LEACH 

and the probability that the two sensor nodes which are within the transmission 

range of each other’s becoming CHs are very small. Furthermore, it is not 

assumed that the energy consumption will be uniform for all the sensor nodes in 

the whole network and therefore it is adaptive to the unpredicted traffic pattern. 

The HEED has a number of drawbacks. The major issue concerned with HEED 

is the unfair distribution of traffic load among the sensor nodes in which cluster 

heads which is closer to the sink not only forwards the data traffic from its own 

members but also forwards from the farther clusters toward the sink. In addition 

the routing of data is based on greedy approach (greedy forwarding) due to 

which energy holes are created near the sink. The fair distribution of traffic load 

is dealt in [10] that form clusters which have  unequal size of clusters such that 

the clusters which is closer to the sink are smaller in size because they also 

forwards the traffic of farther clusters to the base station.  Bandyopadhyay et.  

al. [18] proposes an energy efficient hierarchical cluster based routing protocol. 

The purpose of this protocol is to maximize the network lifetime. And k-hops 

nodes are permitted to join a cluster in this multihop clustering scheme. 

Likewise, each cluster-head that has data to send towards the sink within h-

hops. Thus, the optimal values of k and h are decided to maximize the lifetime 

of the network. 

 

 

2.8 Adaptive Decentralized Reclustering Protocol (ADRP) 

      Chih-Yu et al [3], propose a randomized, decentralized algorithm for re-

clustering of the sensor nodes in an ad hoc network which uses the criteria of 
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random waiting timer and a neighbor-based for the formation of clusters 

automatically. In adaptive decentralized reclustering protocol (ADRP), sensor 

network operations are separated into two phases; initial phase and data cycle 

phase. In the initial phase of ADRP, all the sensor nodes in the network send 

their information to the base station or sink for the formation of clusters. Sink 

forms the cluster using the received information from the sensor nodes and then 

sends the cluster-head IDs back for every node. The node having the node IDs 

are selected as next cluster-heads (CH) in cluster reformation process. During 

the data cycle phase, all the cluster-heads send TDMA schedule to their member 

nodes for the data delivery purpose. This protocol has a number of drawbacks. 

First, it incurs high overheads due to the exchange of information between the 

sensor nodes and the sink in forming clusters. Second drawback is that without 

knowing the future state of the nodes, the future cluster-heads for reformation of 

clusters are determined as well as the traffic pattern causes in inefficient and 

ineffective clustering. 

 

2.9 Hierarchical Clustering Routing (HCR) 
              Sajid et al [51] propose a hierarchical Clustering Routing (HCR) which 

is an extension of low energy adaptive clustering hierarchy (LEACH). In this 

protocol, a set of associates is used for the management of each cluster. The 

clusters which are energy efficient are maintained and used for a longer time. 

This protocol uses heuristics based approach for the identification of energy 

efficient clusters in the network. In a variation of this protocol, cluster is formed 

by the base station or sink node. For the generation energy-efficient hierarchical 

clusters, it uses Genetic Algorithm (GA). The sink node broadcasts the GA- 

based clusters configuration. When it is received by the sensor nodes then the 

whole network is configured in a similar way. For the purpose of continuous 

and constant monitoring like applications, the simulated results of HCR show 

that it is more energy efficient and reliable than the conventional and existing 

cluster based routing schemes. The major shortcoming of this protocol is that 

the base station is involved in cluster formation process which incurs high 

overhead due to exchange of information between the sensor nodes and the 

sink. 
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2.10 Secure Routing Protocol for Sensor Networks (SRPSN) 
              Tubaishat et al. [52] propose an energy efficient level based 

hierarchical routing protocol. In addition, it designs a Secure Routing Protocol 

for Sensor Networks (SRPSN) that makes available security in opposition to 

different sorts of attacks and gives assurances that packets arrive at the sink 

from the source nodes even in the existence of intermediate adversaries. In this 

protocol, sensor nodes are grouped into hierarchy to divide the network into 

different levels. The categorization of sensor network into different levels in the 

hierarchy is based on the number of sensor node’s neighbors. A node which has 

the large number neighbor nodes will be given higher level in the hierarchy. 

Each sensor node broadcasts a hello message to determine the identity (node 

ID) and number of neighbor nodes (NBR). To form the different groups or 

clusters in the network, the sensor nodes exchange the node IDs and NBRs for a 

certain round. The sensor nodes that have the maximum number of neighbor 

nodes become cluster heads. The responsibility of cluster heads is to aggregate 

the data and then forwards the aggregated data. When the cluster heads receives 

the data, it filters and aggregates the data and then sends the summary of the 

data to the root nodes. Each sensor nods uses a secret key with the base station 

for the purpose of security and protection of data. This protocol is divided into 

two phases: first secure route is discovered and second is forwards the secured 

data (secure route discovery and secure data forwarding). The major issue 

concerned with this scheme is that non-uniform clusters are formed due to 

which sensor nodes have the higher number of neighbors soon becomes out of 

energy and burn out fastly due to higher burden of traffic on that nodes. 

 

2.11 Grid-clustering Routing Protocol (GROUP) 
            In GROUP [24], the whole sensor network is divided into various 

clusters dynamically. In each cluster, a sensor node is selected to act as the 

cluster head (CH). A virtual cluster grid is constructed by all the cluster heads. 

Sink transmits all the data queries to the sensor nodes through the selected 

cluster heads. The sensor node which receives the query, will forward the data 

back using the same route towards the sink through cluster heads. According to 
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the application, specific data aggregation strategy can be used by the cluster 

heads. 

          Initially the sensor network is formed by deploying the sensor nodes in 

the field. The sink nodes which are present in the network will select one sink 

node to act as the primary sink (PS). The primary sink is responsible to start the 

process of cluster grid construction which is based on their location 

information. To have a minimum duration of the grid construction process, the 

sink which is closer to the center of the network is elected as the primary sink.  

Periodically PS broadcasts a GS-election command for the cluster grid 

construction using its radio coverage range. The basic objective of GS-election 

command is the selection of a Gird Seed (GS) from the sensor nodes which are 

neighbors of PS. When the one sensor node is selected as a GS then the new GS 

broadcasts a CH-election packet which contains the location information of GS 

and the size of cell to their neighbors for the election of four cluster heads. The 

sensor nodes which receive the CH-election packet, will also store the most 

recent received CH-election packet in order to get recovery from failure. Each 

cluster head forward the CH-new packet to the GS and stores in its cache 

information about the GS as its upstream cluster head. After that like the GS 

does, the new cluster head broadcasts a CH-election packet for the election of 

its downstream cluster heads. The selection of cluster head is repeated until all 

the cluster heads in the network are elected. And the duplicate CH-election 

packets which is identified by its sequence number, will be dropped .The major 

drawbacks concerned with the GROUP is that first it incurs high overhead 

because sensor nods also take participation in the selection of cluster heads and 

second drawback is that the data dissemination nodes are also involved in 

communication with each other directly as well as it’s a multi hop routing 

protocol which is inefficient in terms of energy and delay. 

 

2.12 LRS AND CC 
 
         LRS [31] takes the name of protocol from its author’s names (Lindsey, 

Raghavendra and Sivalingam). LRS is a data gathering routing protocol which 

uses the energy*delay metric. It is a chain-based 3–level hierarchical protocol in 
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which sensor nodes are primarily grouped into clusters which are based on their 

distances from the base station. Initially at the lowest level of the hierarchy a 

chain is formed among the sensor nodes due to which clusters are formed. In the 

cluster, data is gathered and then it moves from one node to another node, and 

get combined the collected data. Lastly the aggregated data arrives at the cluster 

head in the chain i.e., a designated leader. The cluster heads or designated 

leaders from the prior level are grouped into clusters to form one or more chains 

at the next level of the hierarchy. The data is then collected and aggregated and 

then forwards to the designated leader in each chain in a similar fashion. In this 

protocol a cluster head is selected periodically among the sensors to resolve the 

problem of uneven energy consumption in cluster heads. Although, this method 

has drawback of overheads due to periodic re-clustering. In addition, this 

scheme does not solve the problem of uneven energy consumption (which is 

due to many-to-one traffic pattern) by rotating the cluster-head in the chain. The 

sensors which are near to the base station have heavier load than other sensor 

nodes due to which such sensors have limited lifetime. 

         In Chessboard clustering (CC) [23] method, the sensor nodes is installed 

with a chessboard. The whole network is partitioned into a number of tiny cells 

which are equal in size, and all neighboring cells are highlighted with different 

colours which are white or green colors. In CC sensor network consists of two 

types of nodes which are the powerful high-end sensors (H-sensors) and the 

low-end sensors (L-sensors). CC is based on the assumption that both H-sensors 

and L-sensors are deployed uniformly and randomly in the field of interest. 

Each sensor has location information due to which each H-sensor can find out 

whether it is in a white cell or it is in a green cell. In the initialization phase, the 

H-sensors are active only in white cells while the H-sensors which are in green 

cells turn themselves off. At the same time all of the low-end sensors are active. 

The H-sensors which are located in white cells become cluster heads and the 

clusters are constructed around these sensors. Whenever these sensors run out of 

energy, the H-sensors which are in green cells become active and then these 

sensors form a different number of clusters in the network again. Due to the 

formation of a different number of clusters, sensor nodes in white cells become 

non-critical sensors, and sensor nodes in green cells sensors become critical 
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sensors. Since significant and critical sensor nodes consume large amount of 

energy than other non critical sensor nodes, this change from critical sensors to 

non critical sensors balances the energy utilization between sensors nodes, and 

considerably extends the network lifetime. The major issue concerned with CC 

is that sensor nodes which are closer to the cluster heads have a heavier burden 

and traffic load than nodes which are far away from the cluster heads, causing 

uneven energy consumption among sensor nodes. 

 

        

          Recently, a cluster-based approach is proposed to pre-serve the coverage 

[5]. The authors have analyzed different coverage-aware cost metrics, which 

can be utilized in the periodic election of cluster head nodes in homogeneous 

networks, ensuring that sensors that are more important to the network coverage 

task are less likely to be selected as cluster head nodes. Similarly, the cost 

metrics can also be used to find the set of active sensor nodes that provide full 

network coverage, as well as the set of routers that forward the cluster head 

nodes’ data load to the sink. Although this hybrid approach can perform well 

for efficient and robust data delivery in dense uniform nodes deployment, it 

can’t achieve these goals for sparse and non-uniform deployment scenarios. The 

work in this thesis is motivated by all the properties which are desirable 

considering the sensor network applications and are found lacking in existing 

protocols. Hence, various energy efficient clustering protocols are proposed to 

prolong the lifetime of the network. These solutions, mainly, deal with the 

uniform nodes deployment and assume that the network is alive only if all the 

nodes are alive otherwise the life is expired. Moreover clustering in a sparse 

deployment is still an open issue that must need to be addressed. 
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CHAPTER 3 

Proposed Approach 

3.1 Introduction to Proposed Approach 

            Two-Tier Cluster-Based Routing Protocol (TTCRP) is a new cluster based 

protocol which solves all those problems that were faced by researcher before this work. 

TTCRP uses power control algorithm (PCA) to achieve network robustness and 

efficiency and reliability in delivering the data from the source nodes to the base station 

or sink node. TTCRP uses resource rich cluster heads which minimizes the energy 

consumption. The details are given in the following sections. 

 
3.2 Network Model 

Consider a heterogeneous wireless sensor networks that comprises of n number of 

low-energy sensor nodes and m number of high-energy nodes, where m<<n. The 

required number of high-energy nodes can be computed using an optimal clustering 

algorithm as given in [16], [7]. The network is configured in the form of clusters in which 

only the high-energy nodes function as cluster-heads (CHs), while the low-energy nodes 

become the members of the clusters. We model the network as a connected directed 

graph G = (V, E). The notation  V  denotes  the  set  of  all  the  sensor  nodes, i.e.,  | V | 

= n + m. Each node i∈V has transmission range r ∈ [rmin, rmax], where rmin and rmax 

represents the minimum and maximum transmission range, respectively. E represents the 

set of edges between any two nodes in V. Due to variable transmission power, there may 

exist asymmetric links between two nodes. However, an edge e(i , j ) ∈ E can exist if  

and only if r(i) ≥ d(I, j ) ^ r(j ) ≥d(I, j ), where (I, j ) ∈ V  and d(i, j ) is the distance 

between the two nodes i and j . 

We make the following assumptions to facilitate the design of clustering protocol; 

Assumption 1: Both the sensor nodes as well as the sink are stationary. High-energy 

nodes are uniformly deployed, while low-energy nodes can be deployed according to 

application requirements. 
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Assumption 2: High-energy nodes use dual channels with single interface, such as, 

IEEE 802.11, or they are equipped with two interfaces, such as, IEEE 802.11 and Zigbee. 

They use one channel (channel-1) for communication with the low energy nodes and the 

other (channel-2) for communication with the high-energy nodes. 

Assumption 3: All the sensor nodes are capable of increasing and decreasing their 

transmission power level on channel-1. 

 

 

3.3 Two-Tier Cluster-Based Routing Protocol 

In this section, we describe the proposed Two Tier Cluster based Routing Protocol 

(TTCRP). TTCRP implements two algorithms; two-tier clustering algorithm and power 

control algorithm (PCA). In the clustering algorithm, nodes initially form clusters using 

the minimum transmission range rmin . However, if the nodes are left to become 

members of any cluster due to non-uniform deployment, it triggers the PCA to get them 

join the clusters. Thus, it ensures network robustness to achieve the reliability. 
 
 

3.3.1 Cluster Formation 
The cluster formation is based on two-tier hierarchy. At the lower-tier, the whole 

network is organized in the form of clusters, where each high-energy node becomes a 

cluster-head and invites its neighboring low-energy nodes to join the cluster. Whereas, 

the high-energy cluster-heads also form clusters at the higher-tier for data routing to the 

sink. Lower-tier uses channel-1 for localized transmission within the cluster. While, the 

higher-tier uses channel-2 for transmission among the cluster-heads. Based on the 

assumption of uniform deployment of high-energy nodes, uniform clusters are possibly 

formed. However, the size of each cluster may vary greatly since there is no assumption 

about the deployment of low-energy nodes which may be sparse and non-uniform. 

Each high-energy node h sets its transmission range r to rmin and broadcasts an 

advertisement message (CH_ADV) on channel-1 to invite the nodes in its cluster. The 

CH_ADV message contains the head ID (head_ID), its transmission power Ptx used for 

sending the message and the number of nodes in its cluster (Nc ). Initially, the value of Ptx 

is set to the power level to achieve the transmission range rmin . Similarly, the cluster size 
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is zero and therefore, the field is empty. However, the values may change as the 

clustering algorithm progresses. A sensor node may receive a number of CH_ADV 

messages from its nearby cluster-heads and measure the received signal strength (RSS) 

for each message. It chooses to join a cluster-head whose RSS value of the received 

message is higher than the others. The node also sets its transmission power to the value 

of Ptx field and sends a CH_JOIN message to the selected head. If a node receives the 

advertisement with same RSS value from more than one CHs then it choose the one that 

has the lesser value of Nc. Each cluster-head maintains a members table that contains the 

ID of the nodes sending CH_JOIN message to it and the transmission power Ptx used for 

communication with the nodes. In the initial phase, the Ptx value for each node is 

identical. Hence, the lower-tier single hop clusters are formed in a simple way. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                            Figure 8: Cluster Formation at lower tier 

 

Due to the limited  transmission  range  and  non-uniform deployment  of  low-energy  

nodes,  there  may  exist  nodes, which have not received CH_ADV message from any of 

the designated cluster-heads during the first round of clustering. In such scenario, TTCRP 

triggers the transmission power control algorithm described in Section IV-B to get these 

nodes join any of the cluster-head. It can be noted that such situation may also arise due 
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to the failure of any cluster-head or bad propagation conditions in any part of the field. 

Hence, every node will join a cluster after certain rounds, where the convergence depends 

on the adaptation parameter in PCA. Moreover, cluster-heads broadcast CH_ADV 

message periodically in order to keep the members table updated. It will also give 

member nodes a choice to change their cluster-heads if they experience bad signal quality 

or its current cluster-head is serving larger number of member nodes. 

Figure 9:  demonstrates  that  the  CH1, CH2 and CH3 nodes are  uniformly placed 

between the sensor nodes 1-12  and nodes 1,2,3,4,5,6,8,9 and 12 join to their respective 

cluster heads to form clusters. Note that each higher energy cluster head node and every 

lower energy node uses channel-1 to form the clusters. Some nodes such as node 7,10 

and 11, which  are out of transmission range of channel-1 could not become  the member 

nodes of any cluster head and become the out of range nodes or disconnected nodes from 

the entire network. 

 
 

                               Figure 9: TTCRP Cluster Formation 
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3.3.2 Intra-Cluster Communication 
For data delivery, cluster- heads are the nodes which are responsible of forwarding 

data   from their member nodes to the sink.  Thus, whenever, a node samples an event, it 

sends it to the cluster-head that may perform aggregation and sends the data to its higher- 

tier cluster-head as discussed in the following section. It is worthwhile to note that low-

energy nodes neither maintain any neighboring list nor participate in data routing. The 

only message that low-energy nodes transmit for cluster formation is CH_JOIN. Thus, a 

great amount of energy can be saved that is a formidable requirement in WSNs. 

 

3.3.3 Inter -Cluster Communication 
At the higher tier, cluster-heads also form clusters of themselves by selecting super 

cluster-heads.  This clustering is made to route data from clusters to the sink. Unlike the low-

tier clusters, super cluster-head selection is based on the closeness of the cluster to the sink.  

Each cluster head broadcasts hello message on channel2 which is received only by the other 

cluster heads. The message contains location of the node and the number of low energy 

members (M) associated with it. After exchanging these messages, each cluster-head i 

computes the weigh Wj of its neighboring head j as follows 

 

Where d (i, s) is the distance computed between the head i and the sink s, and Mi 

represents the number of members associated with head i. 

Thus, head i computes the weight for all of its neighboring heads and selects the 

super cluster-head that has the highest weight. That super cluster-head might also be a member 

of another super cluster-head closer to the sink. This enables to establish a multihop path from 

each cluster to the sink. It is important to note that data delivery will be made on channel2 and 

thus it does not involve the low energy nodes in this process.. 
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                     Figure 10: TTCRP Communications between Clusters 

 

The example scenario is depicted in figure 10. Here m nodes represent the low 

energy member nodes of CHs and each member node communicate with the cluster head 

node using channel1. n represents the non-member nodes which are out of range of cluster-

heads or also called isolated nodes. It can be seen that CHs A, and C could not transmit data 

directly to the sink. A chooses C as its super CH and B chooses D after computing their weight. 

Whereas C and D choose CH E as their super cluster-heads. Hence clusters are organized 

hierarchically setting path from every CH to the sink without involving low energy nodes. 

 

3.4 Power Control Algorithm (PCA) 
The purpose of power control algorithm is to provide the network robustness and 

overcome the disconnectivity of the nodes which are out of the transmission range of CHs. As 

the isolated nodes could be introduced, TTCRP uses power control algorithm (PCA) in which 

both CHs and isolated nodes dynamically change their transmission range. When the isolated 

node i does not receive CH_ADV message from any CH, it gradually increases its 
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transmission power (Pi) α unit in each step and pings the CHs. Where α is the increase in Pi in 

each attempt. Large value of α would rapidly converge to the power level required to reach the 

CH. However, this may increase the Pi unnecessarily higher than the required   threshold and 

thus cost in more energy consumption. On the other hand small value of α will slowly 

converge to the required power level but would keep the Pi closer to the threshold. Hence, the 

tradeoff between delay and energy consumption gives an application choice to select 

appropriate value. After sending ping message with increased power level, node i waits for the 

response message CH_ADV from any nearby cluster-head. If it does not arrive, it increases its 

power level further by α unit and pings again. When the Cluster Head CHi receives the ping 

message from node i after some attempts, it sets its power level equal to the node’s power 

level Pi and sends the CH_ADV message. When node i receives the CH_ADV message, it 

sends the CH_JOIN message to that  cluster head CHi. In response the Cluster Head CHi sends 

back the ACK. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                     Figure 11: PCA Process in TTCRP 

Apart from node i, a previously isolated node j , that has already joined some 

cluster-head CHj using PCA algorithm, may also receive the CH_ADV message from CHi. If j 
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receives message with higher signal strength than its own cluster head, then it will also join 

cluster-head CHi by sending CH_JOIN message to it and releases its previous membership 

with CHj . Notably, CHj will also reset its power level to the value used before associating 

node j. The pseudo-code of the operations of PCA is reported in Algorithm 1. 

 
Algorithm 1 TTCRP Power Control 
 
1: The pseudo code executed for transmission power control 
2: i denote Lower energy nodes and CH denotes resource rich  
   cluster heads 
3: p denotes minimum transmission range rmin of node i 
4: α is the increase in sensor node transmission range 
5: initialization: 
6: if r(i) < d(i, CH ) then 
7:  Setpower (i, p) 
8:  if CH ADV (i).count = 0 then 
9:  repeat 
10:  Setpower(i, p + α) 
11:  CHping (i) 
12:  until i receiveCH ADV(CH) 
13:  if CH receiveCHping(i) then 
14:  Setpower (CH, p + α) 
15:  SendCH ADV (CH) 
16:  end if 
17:  while CH ADV (i).count > 1 do 
18:  i CompareRSS ( ) 
19:  if CH HigherRSS ( ) then 
20:  sendCH JOIN (i) 
21:  Setpower (i, pnew) 
22:  else 
23:  if same RSS then 
24:  i CompareCH Nc( ) 
25:  if CH Lowest NC( ) then 
26:  Setpower(i, pnew) 
27:  sendCH JOIN(i) 
28:  end if 
29:  end if 
30:  end if 
31:  end while 
32:  else 
33:  CH receiveCH JOIN (i) 
34:  CH sendACK( ) 
35:  end if 
36: end if 

 

 

 



 36   

 
 

 

                   Figure 12: Power Control Algorithm in TTCRP 
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Figure 12: demonstrate the example scenario in which PCA applied to associate isolated nodes 

with cluster heads. Node 7 is out of the transmission range. Node 7 has not yet received 

CH_ADV message from any cluster head and is an isolated node. It increases its transmission 

range Ptx per α to access the cluster head and pings the CH2. After certain attempts  made by 

node 7, cluster head CH2 receives the ping message  and sets its transmission power equal to the 

value of Ptx field  present in the ping message of node 7. CH2 then sends the CH_ADV message 

to node 7. On successful reception, node 7 sends the CH_JOIN message to CH2. In this way the 

isolated lower energy node 7 joins the network and is able to send event data. 

3.5 Data Dissemination 
The date disseminates using TTCRP protocol in wireless sensor network as the source 

nodes sends their sensed information to the CH using Channel-1. CHs in tern sends it to their    

neighbor CH node using channel-2 and which in tern send it to the super cluster head. Super 

cluster head forwards the data to the sink node via channel-2. CH node receives data from 

member nodes on one channel and sends it to CH on another channel, which decreases delay. 
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CHAPTER 4 
Experimental Results 

 

4.1 Simulation Parameters and Results 
In this section, we evaluate the performance of TTCRP by comparing the results with the 

existing protocols CC [23], LRS [31] and GROUP [24]. The protocol is implemented in ns2 

[22] which is a scalable discrete event simulator. Simulation  scenario  consists  of  a  sink  node,  

varying  number of high  energy nodes with variable number of low energy nodes in the range 

from 100 to 300. The sink is placed at the center of the field. Table I lists the simulation 

parameters used in the setup. 

                     

Parameter Value 
Simulator NS-2 
MAC layer IEEE802.11 
Number of total nodes 1200 
Number of Source nodes 10-100 
Number of Cluster heads(CH) 1-40 
Node placement Random 
Field Area(X-Y Plane) 1000-2000 m 
Initially Transmission range (pt)  0.2 
Application traffic TTCRP 
Simulation time 100-500 sec 
Propagation model Two Ray Ground 
Packet size 512 
Channel for node Single Wireless Channel 
Channel for Cluster Head Two Wireless Channels 

   

                                       Table 1 Simulation Parameters 

        In the first scenario, we measure the energy consumption of TTCRP by varying cluster-

heads from 5 to 15 with 100 sensing nodes. Results are plotted in figure 13 hat shows the 

energy consumption is lesser as we increase the cluster heads.  It is due to the fact that the 

isolated nodes are lesser with higher cluster heads that would not cause them to increase the 

range and thus saving the energy of nodes. By increasing the number of cluster heads from 5 to 

15, the energy consumption is reduced 90%. Similarly the throughput achieved with introducing 

different number of isolated nodes in non-uniform deployment is plotted in figure 14. It can be 

seen that the throughput decreases slightly by increasing the disconnected nodes from 5 to 10. 
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This is achieved by using PCA algorithm because it associates the farther nodes with the cluster 

heads soon after the clusters are formed. 

          The scalability of TTCRP is also evaluated by varying the number of nodes from 100 to 

300 with 50 sources. Figure 15 shows the average throughput with different number of cluster 

heads. We achieve 96% throughput when the cluster heads are 15 and the value drops to 86% 

by increasing the number of sensor nodes 3 times. Thus the reduction is only 10%.  Similarly 

the throughput is 92% when the cluster heads are 5.  Thus, we obtain even higher throughput at 

lower cluster heads by use of PCA algorithm. 

 

                     Figure 13: Energy consumption using PCA in TTCRP 
 
It can also be seen in figure 16 that TTCRP exhibits lower average delay than the GROUP 

protocol.  As  GROUP  is  a multi-hop clustering routing protocol, while TTCRP is a  single-

hop  routing  protocol  at  lower  tier  and  multi-hop  at  higher tier. Moreover, the transmission 

at higher tier is done on different channel or interface that does not interfere with the 

transmission of member nodes and thus incurs lesser delay.  Moreover, TTCRP demonstrates 

significantly lower average delay with large number of sensor nodes as compared to GROUP. 
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         Finally, we provide comparison of total energy consumption with the existing protocols 

CC and LRS in a network of 1200 nodes. Experiments are run for 500 seconds simulation time. 

The results are shown in Figure 17. As we can see the total energy   consumption in LRS and 

CC is much larger than total energy consumption in TTCRP. This is due to the fact that member 

nodes also perform routing in LRS that result in higher energy consumption even though it 

balances the energy consumption. 

 

 

                               Figure 14: Average Throughput vs. Simulation time 
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                             Figure 15: Average Throughput vs. Number of nodes 

 

                                 Figure 16: Average Delay vs. Number of Nodes 
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             Figure 17: Total Energy consumption vs. Simulation time 

 

 

 

In figure 18 and 19 shows the simulation of NS-2 in NAM. In which the red color node 

(17) is a sink node and the blue color node are high-energy nodes (cluster heads) which 

takes data from source nodes or its member nodes in cluster and forwards it to the sink 

node. Such as in this case node 0, 1, 2, 3, 4 and 5 are cluster heads and all other nodes in 

green color are sensor nodes in the network. Black node (40) is a phenom node or event 

node which generates events. In Appendix A, TTCRP TCL script scenario is given which 

generates the NAM as shown in Figure 18 and 19. 
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           Figure 18: TTCRP Protocol: Simulation in NS-2 NAM 

 
             Figure 19: TTCRP Protocol: Simulation in NS-2 NAM 
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4.2 Conclusion & Future Work 

                In this paper, a novel clustering protocol is proposed for the large scale wireless 

sensor networks. The aim of designing such an algorithm is to run in a disaster 

management and surveillance system in which the deployment is highly dense and non-

uniform. Thus the protocol must needs to be very efficient and reliable. The goal is 

achieved by designing the protocol in two tiers and limiting the routing function only on 

the classified high energy nodes. Simulation results have revealed that TTCRP is an 

efficient and reliable protocol which has very small end to end delay and achieve high 

throughput because of using the designated cluster heads with dual channels. As well as 

the use of dual channels, the CHs have significantly overcome the delay and consume 

less energy as compared to LRS and CC. 

            We conclude that TTCRP is well suited for disaster aid network which is time 

critical application and is also quite efficient and reliable in terms of energy consumption 

and response time.  

           During this study, our focus was only on the designing of the two tier cluster based 

routing protocol. TTCRP is based on the assumption that low energy nodes as well as 

high energy nodes are static. The main limitation of our protocol is that it uses static 

sensor nodes. Therefore, the future direction might be designing, implementing and 

extend the TTCRP protocol for mobile sensor nodes. However, there are many other 

issues of WSNs that also needs to be explored. At design level of WSN, various issues 

which need to be investigated further are node deployment, heterogeneity and 

localization. As well as different challenges need to be implemented on different 

protocols including TTCRP in real scenarios to identify protocols efficiencies and 

remove deficiencies. The study of the packet loss percentage may also lead to some 

important conclusions such as effect of interferences and noise brought about by range 

adjustment which is caused by power control algorithm. Also extending the proposed 

protocol for the real life event driven networks might be productive. The protocol is 

expected to achieve better performance for event driven networks with some minor 

modifications.  
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Appendix A 
 

TTCRP TCL SCRIPT SCENARIO 
 

               This TCL Script describes the simulation of TTCRP protocol according to the 

specific scenario. In this tcl script different parameters are given which is used in the 

simulation scenario such as set val(chan) for Channel/WirelessChannel and for TTCTP 

routing Protocol we set val(adhocRouting) to ttcrp .Each Line is clearly explained by 

comments. The following Tcl Script produces the NAM and Trace files. Figure 20 clearly 

demonstrates the NAM of TTCRP Protocol. 

#====================================================================== 
# Define options 
#====================================================================== 
 
 
set val(prop)           Propagation/TwoRayGround 
set val(netif)          Phy/WirelessPhy 
set val(mac)            Mac/802_11 
set val(ifq)            Queue/DropTail/PriQueue 
set val(ll)             LL 
set val(ant)            Antenna/OmniAntenna 
set val(x)              2500        ;# X dimension of the topography 
set val(y)              1000        ;# Y dimension of the topography 
set val(ifqlen)         54          ;# max packet in ifq 
set val(seed)           0.0 
set val(adhocRouting) ttcrp 
set val(nn)             6           ;# how many nodes are simulated 
set val(na)             114         ;# number of Actor nodes 
set val(rxPower)        0.00175     ;# receptión energy W 
set val(txPower)        0.00175     ;# transmissión energy W  
set val(energymodel)    EnergyModel ; 
set val(initialenergy)  1000        ;# Initial energy in Joules 
set val(txPower)        0.0016      ;# transmitting power in mW 
set val(rxPower)        0.00004     ;# recving power in mW 
set val(sensePower)     0.00000175  ;# sensing power in mw 
set val(idlePower)      0.0       ;# sensor nodes idle power 
#===================================================================== 
 
set val(stop)           500.0       ;# simulation time 
 
Phy/WirelessPhy set CPThresh_ 10.0 
Phy/WirelessPhy set CSThresh_ 1.559e-11 
Phy/WirelessPhy set RXThresh_ 1.58e-10 ;# Sensibilidad: -98 dBm. 
Phy/WirelessPhy set Rb_ 2*1e6 
Phy/WirelessPhy set Pt_ 0.20   
Phy/WirelessPhy set freq_ 916e+6  
Phy/WirelessPhy set L_ 1.0 
Phy/WirelessPhy set Pt_consume_ 0.002 ;# power consumption for 
transmission (W) 
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Phy/WirelessPhy set Pr_consume_ 0.002 ;# power consumption for 
reception (W) 
Phy/WirelessPhy set P_idle_  1.0      ;#idle power consumption (W) 
Phy/WirelessPhy set P_sleep_ 0.00005  ;# sleep power consumption (W) 
#====================================================================== 
# Main Program 
#====================================================================== 
# create simulator instance 
 
set ns_  [new Simulator] 
 
# setup topography object 
 
set topo [new Topography] 
 
#===================================================================== 
set tracefd [open trace/TTCRP120.tr]   ;#change 10 
set namtrace    [open TTCRP120.nam w] 
 
$ns_ trace-all $tracefd 
$ns_ namtrace-all-wireless $namtrace $val(x) $val(y) 
 
# define topology 
$topo load_flatgrid $val(x) $val(y) 
 
# Create God 
set god_ [create-god [expr $val(nn) + $val(na)]] 
 
set chan_0_ [new $val(chan)] 
set chan_1_ [new $val(chan)] 
set chan_2_ [new $val(chan)] 
 
#global node setting 
 
$ns_ node-config -adhocRouting $val(adhocRouting) \ 
                 -llType $val(ll) \ 
                 -macType $val(mac) \ 
                 -ifqType $val(ifq) \ 
                 -ifqLen $val(ifqlen) \ 
                 -antType $val(ant) \ 
                 -propType $val(prop) \ 
                 -phyType $val(netif) \ 
                 -topoInstance $topo \ 
       -agentTrace ON \ 
                 -routerTrace ON \ 
                 -macTrace ON \ 
                 -energyModel $val(energymodel) \ 
                 -idlePower 0.0 \ 
                 -rxPower 0.00004 \ 
                 -txPower 0.0016 \ 
                 -initialEnergy 1 \  
                 -transitionTime 0.005  
  
 $ns_ node-config -channel $chan_1_\ 
  -channel2 $chan_2_\ 
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#Create the specified number of nodes [$val(nn)] and "attach" them to  
#the channel.  
#Create Normal Nodes 
for {set i 0} {$i < $val(nn) } {incr i} { 
  set node_($i) [$ns_ node]  
  $node_($i) random-motion 0 ;# disable random motion 
  $ns_ initial_node_pos $node_($i) 50 
  $god_ new_node $node_($i) 
} 
Phy/WirelessPhy set CPThresh_ 10.0 
Phy/WirelessPhy set CSThresh_ 1.559e-11 
Phy/WirelessPhy set RXThresh_ 1.58e-10 ;#Sensibilidad: -98 dBm. 
Phy/WirelessPhy set Rb_ 2*1e6 
Phy/WirelessPhy set Pt_ 0.20   
Phy/WirelessPhy set freq_ 916e+6  
Phy/WirelessPhy set L_ 1.0 
Phy/WirelessPhy set Pt_consume_ 0.002 ;# // power consumption for 
transmission (W) 
Phy/WirelessPhy set Pr_consume_ 0.002 ;# // power consumption for 
reception (W 
Phy/WirelessPhy set P_idle_  1.0;      # // idle power consumption (W) 
Phy/WirelessPhy set P_sleep_ 0.00005; #// sleep power consumption (W) 
$ns_ node-config -channel $chan_1_\ 
  -channel2 $chan_2_\ 
  
    
 for {set i $val(nn)} {$i < [expr $val(nn)+$val(na)] } {incr i} { 
  set node_($i) [$ns_ node]  
  $node_($i) random-motion 0 ;# disable random motion 
  $ns_ initial_node_pos $node_($i) 50 
   
 } 
[$node_(40) set ragent_] event_rate 0.1 
[$node_(40) set ragent_] event_type 1 ;#EV_LIGHT 
[$node_(40) set ragent_] phen_ 1 ;#EV_LIGHT 
 
[$node_(58) set ragent_] event_rate 0.1 
[$node_(58) set ragent_] event_type 1 ;#EV_LIGHT 
[$node_(58) set ragent_] phen_ 1 ;#EV_LIGHT 
 
[$node_(40) set ragent_] event_rate 0.1 
[$node_(40) set ragent_] event_type 1 ;#EV_LIGHT 
[$node_(40) set ragent_] phen_ 1 ;#EV_LIGHT 
 
[$node_(99) set ragent_] event_rate 0.1 
[$node_(99) set ragent_] event_type 1 ;#EV_LIGHT 
[$node_(99) set ragent_] phen_ 1 ;#EV_LIGHT 
 
[$node_(68) set ragent_] event_rate 0.1 
[$node_(68) set ragent_] event_type 1 ;#EV_LIGHT 
[$node_(68) set ragent_] phen_ 1 ;#EV_LIGHT 
 
[$node_(11) set ragent_] event_rate 0.1 
[$node_(11) set ragent_] event_type 1 ;#EV_LIGHT 
[$node_(11) set ragent_] phen_ 1 ;#EV_LIGHT 
 
[$node_(60) set ragent_] event_rate 0.1 
[$node_(60) set ragent_] event_type 1 ;#EV_LIGHT 
[$node_(60) set ragent_] phen_ 1 ;#EV_LIGHT 
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[$node_(17) set ragent_] actor_ 1 ;#EV_LIGHT 
[$node_(0) set ragent_] cl_head 1 
[$node_(1) set ragent_] cl_head 1 
[$node_(2) set ragent_] cl_head 1 
[$node_(3) set ragent_] cl_head 1 
[$node_(4) set ragent_] cl_head 1 
[$node_(5) set ragent_] cl_head 1 
#====================================================================== 
puts "Loading connection pattern..." 
# the number of nodes are defined with X and Y coordinates  
$node_(11) set X_ 5.0 
$node_(11) set Y_ 5.0 
$node_(11) set Z_ 0.0 
$ns_ at .0 "$node_(11) setdest 5 5 0.0" 
 
 
$node_(9) set X_ 5.0 
$node_(9) set Y_ 200.0 
$node_(9) set Z_ 0.0 
$ns_ at .0 "$node_(9) setdest 5 200 0.0" 
 
$node_(13) set X_ 5.0 
$node_(13) set Y_ 400.0 
$node_(13) set Z_ 0.0 
$ns_ at .0 "$node_(13) setdest 5 400 0.0" 
 
$node_(36) set X_ 5.0 
$node_(36) set Y_ 600.0 
$node_(36) set Z_ 0.0 
$ns_ at .0 "$node_(36) setdest 5 600 0.0" 
 
$node_(4) set X_ 1600.0 
$node_(4) set Y_ 200.0 
$node_(4) set Z_ 0.0 
$ns_ at .0 "$node_(4) setdest 1600 200 0.0" 
 
$node_(5) set X_ 1600.0 
$node_(5) set Y_ 600.0 
$node_(5) set Z_ 0.0 
$ns_ at .0 "$node_(5) setdest 1600 600.0 0.0" 
 
$node_(6) set X_ 200.0 
$node_(6) set Y_ 200.0 
$node_(6) set Z_ 0.0 
$ns_ at .0 "$node_(6) setdest 200 200 0.0" 
 
$node_(7) set X_ 200.0 
$node_(7) set Y_ 400.0 
$node_(7) set Z_ 0.0 
$ns_ at .0 "$node_(7) setdest 200 400 0.0" 
 
 
$node_(8) set X_ 200.0 
$node_(8) set Y_ 600.0 
$node_(8) set Z_ 0.0 
$ns_ at .0 "$node_(8) setdest 200 600 0.0" 
 
 
$node_(49) set X_ 200.0 
$node_(49) set Y_ 800.0 
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$node_(49) set Z_ 0.0 
$ns_ at .0 "$node_(49) setdest 200 800 0.0" 
 
$node_(10) set X_ 400.0 
$node_(10) set Y_ 5.0 
$node_(10) set Z_ 0.0 
$ns_ at .0 "$node_(10) setdest 400 5 0.0" 
 
$node_(0) set X_ 400.0 
$node_(0) set Y_ 200.0 
$node_(0) set Z_ 0.0 
$ns_ at .0 "$node_(0) setdest 400 200 0.0" 
 
$node_(12) set X_ 400.0 
$node_(12) set Y_ 400.0 
$node_(12) set Z_ 0.0 
$ns_ at .0 "$node_(12) setdest 400 400 0.0" 
 
$node_(1) set X_ 400.0 
$node_(1) set Y_ 600.0 
$node_(1) set Z_ 0.0 
$ns_ at .0 "$node_(1) setdest 400 600 0.0" 
 
$node_(14) set X_ 400.0 
$node_(14) set Y_ 800.0 
$node_(14) set Z_ 0.0 
$ns_ at .0 "$node_(14) setdest 400.0 800 0.0" 
 
$node_(15) set X_ 600.0 
$node_(15) set Y_ 5.0 
$node_(15) set Z_ 0.0 
$ns_ at .0 "$node_(15) setdest 600 5 0.0" 
 
$node_(16) set X_ 600.0 
$node_(16) set Y_ 200.0 
$node_(16) set Z_ 0.0 
$ns_ at .0 "$node_(16) setdest 600.0 200 0.0" 
 
$node_(17) set X_ 600.0 
$node_(17) set Y_ 400.0 
$node_(17) set Z_ 0.0 
$ns_ at .0 "$node_(17) setdest 600.0 400 0.0" 
 
$node_(18) set X_ 600.0 
$node_(18) set Y_ 600.0 
$node_(18) set Z_ 0.0 
$ns_ at .0 "$node_(18) setdest 600.0 600 0.0" 
 
$node_(19) set X_ 600.0 
$node_(19) set Y_ 800.0 
$node_(19) set Z_ 0.0 
$ns_ at .0 "$node_(19) setdest 600.0 800 0.0" 
 
$node_(20) set X_ 800.0 
$node_(20) set Y_ 5.0 
$node_(20) set Z_ 0.0 
$ns_ at .0 "$node_(20) setdest 800.0 5 0.0" 
 
 
$node_(21) set X_ 800.0 
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$node_(21) set Y_ 200.0 
$node_(21) set Z_ 0.0 
$ns_ at .0 "$node_(21) setdest 800 200 0.0" 
 
 
$node_(22) set X_ 800.0 
$node_(22) set Y_ 400.0 
$node_(22) set Z_ 0.0 
$ns_ at .0 "$node_(22) setdest 800 400 0.0" 
 
$node_(23) set X_ 800.0 
$node_(23) set Y_ 600.0 
$node_(23) set Z_ 0.0 
$ns_ at .0 "$node_(23) setdest 800 600 0.0" 
 
$node_(24) set X_ 800.0 
$node_(24) set Y_ 800.0 
$node_(24) set Z_ 0.0 
$ns_ at .0 "$node_(24) setdest 800 800 0.0" 
 
$node_(25) set X_ 1000.0 
$node_(25) set Y_ 5.0 
$node_(25) set Z_ 0.0 
$ns_ at 0 "$node_(25) setdest 1000 5 0.0" 
$node_(26) set X_ 1400.0 
$node_(26) set Y_ 200.0 
$node_(26) set Z_ 0.0 
$ns_ at 0 "$node_(26) setdest 1400 200 0.0" 
 
$node_(27) set X_ 1000.0 
$node_(27) set Y_ 400.0 
$node_(27) set Z_ 0.0 
$ns_ at 0 "$node_(27) setdest 1000 400 0.0" 
 
 
$node_(28) set X_ 1400.0 
$node_(28) set Y_ 600.0 
$node_(28) set Z_ 0.0 
$ns_ at 0 "$node_(28) setdest 1400 600 0.0" 
 
#====================================================================== 
# Here the traffic is attached with the nodes 
 
#Create a udp agent and attach it to node n0 
set udp0 [new Agent/UDP] 
$ns_ attach-agent $node_(0) $udp0 
# Create a CBR traffic source and attach it to udp0 
set cbr0 [new Application/Traffic/CBR] 
$cbr0 set packetSize_ 500 
$cbr0 set interval_ 0.1 
$cbr0 attach-agent $udp0 
#Create a Null agent (a traffic sink) and attach it to node n0 
set null0 [new Agent/Null] 
$ns_ attach-agent $node_(0) $null0 
 
#====================================================================== 
#Create a udp agent and attach it to node n1 
set udp1 [new Agent/UDP] 
#$udp1 set class_ 2 
$ns_ attach-agent $node_(1) $udp1 
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# Create a CBR traffic source and attach it to udp1 
set cbr1 [new Application/Traffic/CBR] 
$cbr1 set packetSize_ 500 
$cbr1 set interval_ 0.1 
$cbr1 attach-agent $udp1 
 
#Create a Null agent (a traffic sink) and attach it to node n1 
set null1 [new Agent/Null] 
$ns_ attach-agent $node_(1) $null1 
 
#====================================================================== 
#Create a udp agent and attach it to node n1 
set udp2 [new Agent/UDP] 
#$udp1 set class_ 2 
$ns_ attach-agent $node_(2) $udp2 
 
# Create a CBR traffic source and attach it to udp1 
set cbr2 [new Application/Traffic/CBR] 
$cbr2 set packetSize_ 500 
$cbr2 set interval_ 0.1 
$cbr2 attach-agent $udp2 
 
#Create a Null agent (a traffic sink) and attach it to node n2 
set null2 [new Agent/Null] 
$ns_ attach-agent $node_(2) $null2 
#====================================================================== 
#Create a udp agent and attach it to node n3 
set udp3 [new Agent/UDP] 
#$udp1 set class_ 3 
$ns_ attach-agent $node_(3) $udp3 
#====================================================================== 
#Create a udp agent and attach it to node n1 
set udp21 [new Agent/UDP] 
#$udp1 set class_ 2 
$ns_ attach-agent $node_(21) $udp21 
 
# Create a CBR traffic source and attach it to udp1 
set cbr21 [new Application/Traffic/CBR] 
$cbr21 set packetSize_ 500 
$cbr21 set interval_ 0.1 
$cbr21 attach-agent $udp21 
 
#Create a Null agent (a traffic sink) and attach it to node n1 
set null21 [new Agent/Null] 
$ns_ attach-agent $node_(21) $null21 
#====================================================================== 
 
#Create a udp agent and attach it to node n1 
set udp22 [new Agent/UDP] 
#$udp1 set class_ 2 
$ns_ attach-agent $node_(22) $udp22 
 
# Create a CBR traffic source and attach it to udp1 
set cbr22 [new Application/Traffic/CBR] 
$cbr22 set packetSize_ 500 
$cbr22 set interval_ 0.1 
$cbr22 attach-agent $udp22 
 
#Create a Null agent (a traffic sink) and attach it to node n1 
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set null22 [new Agent/Null] 
$ns_ attach-agent $node_(22) $null22 
#====================================================================== 
 
#Create a udp agent and attach it to node n1 
set udp23 [new Agent/UDP] 
#$udp1 set class_ 2 
$ns_ attach-agent $node_(23) $udp23 
 
# Create a CBR traffic source and attach it to udp1 
set cbr23 [new Application/Traffic/CBR] 
$cbr23 set packetSize_ 500 
$cbr23 set interval_ 0.1 
$cbr23 attach-agent $udp23 
 
#Create a Null agent (a traffic sink) and attach it to node n1 
set null23 [new Agent/Null] 
$ns_ attach-agent $node_(23) $null23 
#====================================================================== 
 
#Create a udp agent and attach it to node n1 
set udp24 [new Agent/UDP] 
#$udp1 set class_ 2 
$ns_ attach-agent $node_(24) $udp24 
 
# Create a CBR traffic source and attach it to udp1 
set cbr24 [new Application/Traffic/CBR] 
$cbr24 set packetSize_ 500 
$cbr24 set interval_ 0.1 
$cbr24 attach-agent $udp24 
 
#Create a Null agent (a traffic sink) and attach it to node n1 
set null24 [new Agent/Null] 
$ns_ attach-agent $node_(24) $null24 
#====================================================================== 
 
# Create a CBR traffic source and attach it to udp3 
set cbr3 [new Application/Traffic/CBR] 
$cbr3 set packetSize_ 500 
$cbr3 set interval_ 0.1 
$cbr3 attach-agent $udp3 
 
#Create a Null agent (a traffic sink) and attach it to node n2 
set null3 [new Agent/Null] 
$ns_ attach-agent $node_(3) $null3 
 
#====================================================================== 
 
#Create a udp agent and attach it to node n0 
set udp4 [new Agent/UDP] 
$ns_ attach-agent $node_(4) $udp4 
# Create a CBR traffic source and attach it to udp0 
set cbr4 [new Application/Traffic/CBR] 
$cbr4 set packetSize_ 500 
$cbr4 set interval_ 0.1 
$cbr4 attach-agent $udp4 
#Create a Null agent (a traffic sink) and attach it to node n0 
set null4 [new Agent/Null] 
$ns_ attach-agent $node_(4) $null4 
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#====================================================================== 
#Create a udp agent and attach it to node n1 
set udp5 [new Agent/UDP] 
#$udp1 set class_ 2 
$ns_ attach-agent $node_(5) $udp5 
 
# Create a CBR traffic source and attach it to udp1 
set cbr5 [new Application/Traffic/CBR] 
$cbr5 set packetSize_ 500 
$cbr5 set interval_ 0.1 
$cbr5 attach-agent $udp5 
 
#Create a Null agent (a traffic sink) and attach it to node n1 
set null5 [new Agent/Null] 
 
#====================================================================== 
 
$ns_ connect $udp63 $null63 
$ns_ at 10.1 "$cbr0 start" 
$ns_ at 200 "$cbr0 stop" 
 
$ns_ connect $udp0 $null1 
$ns_ at 0.1 "$cbr0 start" 
$ns_ at 90 "$cbr0 stop" 
 
$ns_ connect $udp1 $null2 
$ns_ at 0.5 "$cbr1 start" 
$ns_ at 80.0 "$cbr1 stop" 
 
 
$ns_ connect $udp2 $null3 
$ns_ at 0.5 "$cbr2 start" 
$ns_ at 80.0 "$cbr2 stop" 
 
 
$ns_ connect $udp3 $null4 
$ns_ at 0.5 "$cbr3 start" 
$ns_ at 80.0 "$cbr3 stop" 
 
$ns_ connect $udp4 $null5 
$ns_ at 0.5 "$cbr4 start" 
$ns_ at 800.0 "$cbr4 stop" 
 
$ns_ connect $udp5 $null6 
$ns_ at 0.5 "$cbr5 start" 
$ns_ at 90.0 "$cbr5 stop" 
 
$ns_ connect $udp6 $null7 
$ns_ at 0.5 "$cbr6 start" 
$ns_ at 90.0 "$cbr6 stop" 
 
 
$ns_ connect $udp7 $null8 
$ns_ at 0.5 "$cbr7 start" 
$ns_ at 80.0 "$cbr7 stop" 
 
 
$ns_ connect $udp8 $null9 
$ns_ at 0.5 "$cbr8 start" 
$ns_ at 80.0 "$cbr8 stop" 
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$ns_ connect $udp9 $null10 
$ns_ at 0.5 "$cbr9 start" 
$ns_ at 80.0 "$cbr9 stop" 
 
$ns_ connect $udp10 $null11 
$ns_ at 0.5 "$cbr10 start" 
$ns_ at 80.0 "$cbr10 stop" 
 
$ns_ connect $udp11 $null12 
$ns_ at 0.5 "$cbr11 start" 
$ns_ at 80.0 "$cbr11 stop" 
 
$ns_ connect $udp12 $null13 
$ns_ at 0.5 "$cbr12 start" 
$ns_ at 90.0 "$cbr12 stop" 
 
$ns_ connect $udp13 $null14 
$ns_ at 0.5 "$cbr13 start" 
$ns_ at 80.0 "$cbr13 stop" 
 
$ns_ connect $udp14 $null15 
$ns_ at 0.5 "$cbr14 start" 
$ns_ at 90.0 "$cbr14 stop" 
 
$ns_ connect $udp15 $null16 
$ns_ at 0.5 "$cbr15 start" 
$ns_ at 80.0 "$cbr15 stop" 
 
$ns_ connect $udp16 $null17 
$ns_ at 0.5 "$cbr16 start" 
$ns_ at 90.0 "$cbr16 stop" 
 
$ns_ connect $udp17 $null18 
$ns_ at 0.5 "$cbr17 start" 
$ns_ at 90.0 "$cbr17 stop" 
 
$ns_ connect $udp18 $null19 
$ns_ at 0.5 "$cbr18 start" 
$ns_ at 80.0 "$cbr18 stop" 
 
$ns_ connect $udp19 $null20 
$ns_ at 0.5 "$cbr19 start" 
$ns_ at 80.0 "$cbr19 stop" 
 
$ns_ connect $udp20 $null21 
$ns_ at 0.5 "$cbr20 start" 
$ns_ at 90.0 "$cbr20 stop" 
 
$ns_ connect $udp21 $null22 
$ns_ at 0.5 "$cbr20 start" 
$ns_ at 90.0 "$cbr20 stop" 
 
$ns_ connect $udp22 $null23 
$ns_ at 0.5 "$cbr20 start" 
$ns_ at 90.0 "$cbr20 stop" 
 
$ns_ connect $udp23 $null24 
$ns_ at 0.5 "$cbr20 start" 
$ns_ at 90.0 "$cbr20 stop" 
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$ns_ connect $udp24 $null25 
$ns_ at 0.5 "$cbr20 start" 
$ns_ at 90.0 "$cbr20 stop" 
 
$ns_ connect $udp25 $null26 
$ns_ at 0.5 "$cbr20 start" 
$ns_ at 90.0 "$cbr20 stop" 
 
$ns_ connect $udp26 $null27 
$ns_ at 0.5 "$cbr20 start" 
$ns_ at 90.0 "$cbr20 stop" 
 
$ns_ connect $udp27 $null28 
$ns_ at 0.5 "$cbr20 start" 
$ns_ at 90.0 "$cbr20 stop" 
#====================================================================== 
 
# Tell nodes when the simulation ends 
 
for {set i 0} {$i < $val(nn)} {incr i} { 
   # $ns_ at $val(stop).0 "$node_($i) dump";  
    $ns_ at $val(stop).2000 "$node_($i) reset"; 
} 
$ns_ at $val(stop) "stop" 
$ns_ at $val(stop).1 "puts \"NS EXITING...\" ; $ns_ halt" 
 
proc stop {} { 
    global ns_ tracefd 
    $ns_ flush-trace 
    close $tracefd 
puts "dd..." 
} 
#====================================================================== 
puts "Starting Simulation..." 
$ns_ run 
#====================================================================== 

 
 
               Figure 20: Simulation in NS-2 NAM 
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