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Abstract 

 
Smart farming is essential to increase the crop production for which IOT in agricultural parameters 

is crucial for the growth of crops. To achieve this, modern technology is required to enable 

accuracy in fertilizing, watering and adding pesticides to the crops as well as monitoring the 

conditions of environment. Now a days, more and more sophisticated sensors are developed but to 

achieve this on larger scale managing them efficiently is very significant.  

We want to achieve sustainability in large scale farms by improving communication between the 

Wireless Sensor Network nodes and the Base Station through monitoring the energy and 

communication of sensor nodes through machine learning algorithms. The idea is to make 

multihop communication efficient, by balancing the energy consumption of sensors. The nodes 

with more energy will be used as relay to transmit data over the distance. The path selection will 

done based on remaining energy of the sensor nodes. Reinforcement learning is proposed to select 

best paths among the fields towards the base station. Reinforcement Learning is the area of 

machine learning in which is concerned with how involved agents are supposed to take actions in 

a specified environment to maximize the reward and to achieve a common goal. Reinforcement 

learning. 

 In our network, a large number of sensors are deployed on large scale fields, reinforcement 

learning is used to find the best path towards a base station. After a number of successful paths 

have been developed, they are then used to transmit the sensed data from the fields.  The simulation 

results have shown better performance over shortest paths and broadcasting techniques that were 

tested against reinforcement learning.  

 

 

 

 
Key Words:  wireless sensor network, reinforcement learning, simulation, AnyLogic, agent based 

modelling 
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Chapter 1: INTRODUCTION 

 
1.1 Description and Motivation 

 
Recently, there has been a large development in wireless sensor network domain.  Wireless 

sensor networks have been deployed in almost every field. Agricultural wireless sensor 

networks have also been developed and deployed since a long time but they were only 

restricted in the form of a simple network that connects different sensors for the 

communication of sensed data. With the advancement in machine learning, there is an 

extensive application but for agricultural networks, they still have not been paid much 

attention to. There is quite a research potential in agricultural wireless sensor networks from 

networking point of view. So, the main motivation was to develop an agricultural network 

that can establish an optimal performing network for data dissemination among the field on 

large scale. 

 

1.2 Problem Statement: 
 

With the technology advancements and low cost sensors, more and more farmers are 

considering wireless sensor networks for the management of their crops [1]. In the existing 

agricultural work, networking elements like delay and path optimization etc. have not been 

considered much in large scale farming. The networks were focused mainly on physical 

deployment of sensors without managed networking which is not suitable for large scale 

farming because of cost and administrative reasons. If the sensor network paths are not 

managed efficiently then disconnected networks are created which are not helpful for large 

scale farming. To introduce efficient data sending over optimal paths based on the energy 

of the sensor nodes. We add a reinforcement learning algorithm that once finds a set of 

suitable paths which will help transfer data to the base station in an energy efficient manner.  
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1.3 Application: 
 

The main purpose of this system is meant for wireless sensor networks that have their nodes 

deployed statically especially i.e. agricultural sensor network but with some modifications 

this mechanism can be applied to any application that contains wireless sensor networks.  

For example, this system with some optimization of the algorithm to accommodate mobility 

and it can be applied to wireless sensor networks for vehicular network and UAVs.  

This system can also be applied to the wireless sensor network deployed for security 

systems where security devices with little no or mobility communicate sensor data to the 

server.  This system can also be applied for military battlegrounds where sensors are 

deployed for spying or stealth purposes. Wireless sensor network is also applied to animal 

tracking system where animals are constantly monitored by sensors [2]. Intelligent smart 

home systems have also been proposed and developed by the researchers which are meant 

to monitor the home environments as well as entertainment purposes [3, 4].  Lim et al. 

suggested a monitoring system that could monitor the power system of a home [5]. It can 

regulate voltage and current system of a home. In general this system is applicable to any 

application that needs communication between wireless sensor nodes deployed statically 

and they are possibilities for the change in network topology if not frequently. 

1.4 Aims and Objectives: 
 

To conduct this research we have objectives to achieve: 

 
 First to review and compare the most recent advancements in wireless sensor 

networks meant for agriculture.  The analysis will also consider the latest wireless 

sensor network developments. 

 Based on that analysis we will design and build the agricultural wireless sensor 

network for scale large farming which can build optimal paths to communicate 

sensed from the fields.  
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1.5 Organization of Thesis 

 
The work on this thesis is organized as follows: 

 

 
Chapter 2 consists of the discussion about wireless sensor networks, agricultural networks, 

machine learning and its types and its application in in wireless sensor networks. 

 
Chapter 3 the covers the detailed review of literature and discusses the advancements and 

significant work done in in agriculture and wireless sensor networks. 

 
Chapter 4 presents the proposed methodology. 

 
Chapter 5 discusses the designing and implementation of the proposed methodology as well 

as the results gain from different experiments done on the developed model. 

 
Chapter 6 consists of the conclusions drawn from the experiments and discusses the potential 

scope as the future work. 
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Chapter 2: Literature Review  
 

The major concepts that were used in the project are discussed in this chapter. This chapter 

discusses the relevant background of the studies that were involved during the research work. 

Revision of Wireless Sensor Networks and their use in agriculture, Machine Learning and other 

relevant concepts are considered to cover the theory and literary background. This chapter also 

holds a review of the recent research papers that were considered in the study. 

 

2.1  Wireless Sensor Networks 
 

Wireless Sensor Network is a lot more pursued domain in networks. A Wireless Sensor 

network is defined an infrastructure less and self-configuring network where devices, nodes or 

machines are connected through radio signals. A wireless sensor node is equipped with sensing 

and computing devices, radio signal transmitters, receivers and a battery. The sensor node is 

usually a low power computing device and has limited resources in terms of processing, storage 

and communication range. The wireless nodes are connected through radio technologies like 

through Bluetooth connection, Wifi, ZigBee, LoRa WAN and etc. Wifi has a capability to 

monitor through video [6].ZigBee supports several network topologies like ring, star and mesh 

etc. [7]. ZigBee also is quite efficient and capable technology to capture soil parameters in 

agricultural networks [8]. LoRa is used where sensors cannot transmit more than some bytes 

in one time and LoRa handles this limitation of other technology with larger capacities [9]. 

After the nodes have been deployed in specific or random topology they are responsible for 

self-organizing and finding a path.   The communication usually happens in the form of multi 

hop fashion. The sensor nodes try to collect information and forward it to the main station the 

base station.  Wireless sensor networks are deployed in harsh conditions where normal 

infrastructure cannot be installed. Battery is crucial resource for sensor nodes [10]. The sensor 

nodes are meant to live there for their complete life until dead. So, longer network life is a key 

for evaluating the sensor network in an application- specific way [11]. Due to the major uses 

of wireless sensor networks it has become important to maximize the lifetime of wireless 

sensor networks to obtain more and more information as possible [12]. To wireless sensor 

network considering the limited battery they to work with. 
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    Fig. 1 Wireless Sensor Network [30] 

 The application of wireless sensor network is usually the tough environments where human 

reach is not easily possible. Real time monitoring and video surveillance over a long range has 

become possible due to wireless sensor networks [13]. The application includes smart 

buildings, military environments, precision agriculture, security and surveillance, smart grids, 

transportation and health care. 

 

2.2 Machine Learning 
 

In 1927, the British statistician Yule gave an Autoregressive model (AR model) to predict 

in law of market changes [14]. Walker established Moving Average model and later he 

combined the both models and established Autoregressive Moving Average (ARMA) 

model [15]. Box and Jenkins gave Autoregressive Integrated Moving Average Model 

(ARIMA) which was meant for time series prediction [16]. Combination with time series 

predictions in recent years, machine learning has become an active issue [17].  

Machine Learning (ML) is rooted from Artificial Intelligence whose concept is first presented by 

Sir Arthur Samuel in 1959 [18]. The presented concept was similar to machine learning. According 

to the concept, Machine Learning allows a computer system to learn and decide without explicit 

programming. The concept was superficial and very fantastic at that time and a lot eager was seen to 

achieve this. In the current computing generation, it is being used to some extent as the concept stated 

at that time. This domain from Artificial Intelligence is different other computing fields because self-

learning does not exist there while developed features are to be added in them. For example, in 

traditional software development process, changes in the code have to be made manually 
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done by the programmer every time a new feature is to be introduced. Contrary to this, 

Machine Learning has another way of doing it because the set of instructions let the machine 

to learn new things by using the existing code on the machine. Many machine learning 

systems borrow their sequences form cognitive and thinking processes [19]. Machine 

Learning creates models are created based on the input data. The output is generated by 

those models in the form of decisions and predictions. In this way, a computer is able to 

make decisions whenever a new need or requirement arises. Machine Learning has three 

main categories. These categories are made based on how learning system executes the 

learning process. The categories include: supervised learning, unsupervised learning and 

reinforcement learning. An input with a labeled data is called supervised learning [20]. This 

type of learning model contains specific classes. Because it is supervised learning, the 

models adapts the inputs in such a way that it corresponds the outputs. When an unlabeled 

data is taken as input, it belongs to the unsupervised learning [21] [22]. The model learns 

the patterns from the input data. Reinforcement Learning is the third type of machine 

learning where an agent is given reward or punished based on decision it takes to find a 

specified goal [23] [24]. Here in this research we are pursuing the Reinforcement Learning 

because the model we are about to develop needs intelligent path finding. 

 

2.3 Introduction of Machine Learning in Wireless 

Sensor Networks Meant for Agricultural 

Wireless Sensor Networks  
 

 The application of wireless sensor networks in IOT in agriculture helps the famers to 

know about their farms in quantitative and statistical manner which is quite useful in making the 

accurate management decisions [41]. As the number of interconnected devices grow then there is 

a need to manage big data and analyze it for useful decisions through spatial and temporal 

variations [42]. Machine learning has proven a lot more progress in almost every field and in 

wireless sensor networks as well. In this new era of technology machine learning can also be 

introduced in agriculture. For example machine learning can help us create a routing protocol 

which is energy efficient and time-saving for the whole infrastructure. This research focuses on 

the use of machine learning in in wireless sensor network which is actually meant for agriculture. 
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With the introduction of machine learning wireless sensor networks can be improved and the 

overall network efficiency can be enhanced.  For example machine learning can add more active 

path finding and routing in between nodes. This can also help alleviate generic network problems 

like the hidden node problem. Machine learning can help find multiple routes among deployed 

nodes and if a node cannot access the base station directly then it can follow alternative paths that 

were developed by machine learning algorithm.  

 

    Fig. 2 the Hidden Node Problem [31] 

Another problem is the energy hole problem where a set of intermediate nodes die and this creates 

several disconnected networks which are smaller in size and the communication between base 

station and those parted networks cannot happen because of low range of sensor nodes.  As we 

know machine learning can help train the model through very diverse range of data sets and hidden 

node problem data set can also be trained to find an optimal set of paths for the wireless sensor 

network. To some extent machine learning can help alleviate this type of issue as well because 

machine learning algorithm can learn and create models in any given scenario,  hence is  solution 

can be devised for energy hole problem as well. The most important factor for wireless sensor 

network is the energy efficiency because the complete network relies on a limited resource of 

battery. There is already a lot of work in energy department for wireless sensor networks.  Machine 

learning can also be applied to achieve efficiency energy in wireless sensor networks. 
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Fig. 3 Energy Hole Problem [32] 

   

 

2.4 Theoretical Background of Wireless Sensor 

Networks 
 

Here is brief background of Wireless Sensor Network that was meant for IOT in agriculture in 

different literature of the recent past. 

Mare Srbinovska et. al. [33] proposed wireless sensor network, which is deployed to 

capture the information about environmental parameters that affect the crops. The objective was 

to develop a low power wireless sensor network that can live a longer life to collect information 

about the crops. They investigated the wireless sensor network and power consumption of nodes 

in detail to achieve longer network life and lower power consumption among the nodes that reside 

in the network. They aimed at developing a low cost non robust wireless sensor network that can 

be used for data collection of crops in green houses. They collected data from their deployed 

network and did a theoretical analysis of the power consumption from their network and compared 

with quantitative analysis from their deployed wireless sensor networks.  

They did use the general working modes of wireless sensors. According to Mare Srbinovska et. al,  

the sensors should keep in in the sleeping mode as long as some external event triggers them to 

keep in in the processing mode where  the sensors are about to  sense collect and compute the data  

from the environment they are deployed in. The sensors should transmit this data to the server or 
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the base station after processing the data. The energy consumption for communication or 

transmission mode is twice the energy consumption in processing mode.  The relation for energy 

conservation is given below: 

ETx = ETx_ s + ETx_ p + ETx_RF 

 According to this relation the energy consumption of a sensor node (ETx) is the sum of energy 

consumption of each individual mode or component that is the processing module (ETx_ p) and 

the radio frequency module (ETx_RF).  

They deployed the wireless sensor network in pepper greenhouse to monitor the environmental 

effects [34].  The network was meant to monitor the parameters like temperature, PH, humidity 

and soil moisture. The whole architecture was meant to reduce the cost of environmental 

monitoring to manage the crops in a better way.  Deployed a set of sensors and a base station,  the 

data was sensed,  collected and sent every 30 minutes, where the sensors were kept at the distance 

of 30 meters from each other. Sensors were kept in sleeping state and woke up every half of the 

hour to collect data. To achieve maximum life from the battery of the sensor they managed to keep 

sensors in sleeping mode as much as possible. To boost energy during day time, they made the use 

of solar cells with the sensors. The power consumption results from their deployed network were 

similar to the estimated theoretical analysis that they made.  

P Jain et. al. [35] proposed energy efficient data collection from the wireless sensor 

network that involves a gateway in an agricultural environment.  The sensor network optimizes 

itself to collect data from the nodes and it is in this way energy efficient. The gateway of the 

wireless sensor network adapts itself for they parameters that are needed to be sensed and the data 

is collected by sensor nodes.  The adaptive learning of the gateway depends on the spatial and 

temporal crop characteristics that may change during the complete season.  The gateway was 

introduced with supervised learning principles that were meant to set specific parameters for the 

sensor nodes. According to P Jain et. al. energy efficiency can be improved by specifically setting 

the sensing parameters at the gateway beforehand and  communicate them with the sensor nodes 

so that they can sense and collect data about the very e specific parameters needed. 

  They analyzed the model which they compared with non-adaptive models as well.  In non-

adaptive model the data transmission occurred at continuous rate. The adaptive model had 

successfully shown the classification of data points for or diseased and non-diseased crops whose 

parameters were set by supervised learning at the gateway.  With different variations in the data 
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set the model was able to dynamically set the parameters for the crop.  Results showed that the 

proposed adaptive sampling model based on Random Forest can significantly reduce energy 

consumption by varying the sampling rate of the sensor nodes. The adaptive model which was set 

on the basis of random forest algorithm gave 22% to 30% energy efficiency for the sampling rates 

kept more frequent than other techniques. Future work includes deployment of the adaptive model. 

G Sathiya et. al [36]  design a wireless sensor network with nodes and  a base station  using 

zigbee. The wireless sensor network had 7 nodes which comprised of six sensor nodes and one 

coordinator.  The wireless sensor network was aimed at small-scale fields to sense and collect data 

about the crop.  They successfully implemented the model collector results from the model. As 

their future work suggested, the nodes should be placed properly to achieve efficiency. Power 

consumption is also suggested as an extended work. 

Zhang X et. al. [37] developed the wireless underground sensor network and implemented 

it in the university.  Their network was fully operational and they were able to collect data on the 

website server. Their network model “Thoreau” was based on Sigfox Iot which operated at 902 

MHz unlicensed ultra-narrow band.  Their network had a backend system, a base station and a set 

of sensor nodes.   The sensor nodes were based on the Texas Instrument MCU MSP430F5529 

having the CC1120 radio frequency transceiver.  Each sensor node had two sensor components 

(Decagon GS-3 and MPS-6) which were meant for collecting data for four crop properties:  

temperature, soil moisture, volumetric water content and electric conductivity. As a result, they 

collected so information and analyzed it at backend.  The network was meant for small scale field 

and in future work they left it for larger scale work and it networking as well as energy efficiency 

parameters we are also to be considered. 

Zainal A et. al. [38] studied and analyzed the performance of four routing algorithms meant 

for wireless sensor networks.  The routing protocols they considered were Low Energy Adaptive 

Clustering Hierarchy (LEACH),   Threshold sensitive Energy Efficient sensor Network (TEEN), 

Stable Election Protocol (SEP) and Energy Aware Multi Hop Multi Path (EAMMH) protocols. In 

Matlab, the simulation was done on the heterogeneous environment in which the performance of 

all these protocols were considered. The performance parameter that were considered for 

comparison were  network lifetime, number of dead nodes per round, stability period of a network 

(the time till the death of first node),  number of cluster heads per round, throughput and average 

residual energy per node.  Their simulation results revealed that the stable region and network 
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lifetime of TEEN is better than others while throughput from SEP was better than others. 

 

Table 2.1. Literature review - Summary of Wireless Sensor Network incorporated in agriculture. 

Title Objective Limitation Year of 

Publication 

Energy Consumption 

Estimation of Wireless Sensor 

Networks in Greenhouse Crop 

Production [33] 

 The objective was to develop a low 

power wireless sensor network that can 

live a longer life to collect information 

about the crops. 

Network configuration, 

network lifespan, node 

optimization is neglected. 

 

2017 

Development of an Energy-

efficient Adaptive IoT 

Gateway Model for Precision 

Agriculture [35] 

Energy efficient data collection from the 

wireless sensor network that involves a 

gateway using supervised learning 

model  

Network configuration, 

network lifespan, node 

optimization is neglected 

2018 

Designing a Wireless Sensor 

Network for Precision 

Agriculture Using Zigbee [36] 

Aimed at small-scale fields to sense and 

collect data about the crop 

Energy Efficiency, Network 

configuration, network 

lifespan, node optimization 

is neglected  

2017 

Thoreau: A subterranean 

wireless sensing network 

for agriculture and the 

environment [37] 

Aimed at large-scale fields to sense and 

collect data about the crop 

Energy Efficiency, Network 

configuration, network 

lifespan, node optimization 

is neglected 

2017 

Selection of energy efficient 

routing protocol for irrigation 

enabled by wireless sensor 

network [38] 

Routing protocols comparison among 

LEACH, TEEN, SEP and EAMMH 

 

Energy Efficiency not 

mentioned. Protocols were 

not meant for IOT in 

Agriculture. 

 

2017 
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Chapter 3: Problem Statement and Proposed 

Model 
 

Problem statement and problem formulation are explained in this chapter 3. Hair we will define 

the actual problem for which we have developed the solution.  In in the later sections there is our 

proposed model.  

 

3.1 Problem Statement 
 

There has been a lot of work done in the domain of wireless sensor networks.  Most of the wireless 

sensor networks are already developed and implemented in in in different fields like military, 

security, hospital and transport etc. but not a lot of attention has been paid to agriculture regarding 

wireless sensor networks. It can be denied that wireless sensor networks are deployed in 

agricultural domain but in their general configuration, that is without any proper optimisation for 

energy efficiency, network lifespan, sensor node optimisation and other networking elements like 

technology, architecture and introducing the latest technologies like machine learning into the 

agricultural domain for better management of crops.  Secondly, the work that has already been 

done in regards to agricultural wireless sensor networking, the farms or fields taken into 

consideration were not of the large scale.  As we have already seen from the literature review that 

some of the researchers have implemented their proposed network for agriculture but most of them 

were not considering large scale farming in terms of wireless sensor network.  From the literature 

work, we have also seen that the networking architecture and topology was also not paid much 

attention to. Most of the work has only physical deployment of sensors without any managed 

networking which is not suitable for large scale farming because of cost and administrative 

reasons. If the sensor network paths are not managed efficiently then there is disconnected 

networks are created which is not helpful for large scale farming. 

In order to achieve efficiency in terms of networking architectural elements and to alleviate 

energy consumption during path finding procedure, as well as to introduce new era technologies 

into the agricultural domain from networking perspective, we have to introduce efficient data 

sending over optimal paths based on the energy of the sensor nodes.  
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3.2 Reinforcement Learning 

 

Reinforcement learning is the type of machine learning in which we take appropriate actions to 

increase the reward for a particular situation.  Reinforcement learning is all about finding the best 

way or path that any individual may take in in some situation.  Reinforcement learning is different 

from supervised learning because reinforcement learning does not have a specific set of data for 

training  and individual has to take specific actions by itself for best behaviour whereas in 

supervised learning, there is already is dataset beforehand for training.  In simple words 

reinforcement learning is the learning in which an individual learns the best behaviour by 

experience in any given situation. 

 

3.2.1 Main Characteristics of Reinforcement Learning 

 Input:  Initial state is an input at the start of the model. 

 Output: There are many possible outputs to a given situation. 

 Training:  the training is initiated from the input.  The model gives back the experienced 

state for which there is a punishment on failed attempt or a reward on successful attempt 

towards the target in any given situation. 

  There are a number of iterations till all possible outputs are found for any specific 

situation. 

  The set of outputs having the maximum reward are considered as the best set of outputs. 

 

3.2.2 Types of Reinforcement 

There are two types of reinforcement. 

Positive:  positive reinforcement is an event that occurs because of a specific behavior and 

it increases the overall strength of the behavior. Positive reinforcement has a positive effect on 

the agent’s behavior. 

The advantages of positive reinforcement is that it increases the overall performance it can 

sustain changes for longer period of time the disadvantages include the overload of the states 

which can destroy the desired results. 
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Negative:  negative reinforcement can be defined as the behavior that is strengthened due to 

some condition is avoided. 

 The negative reinforcement also increases the behavior and advantages include this setting 

of minimum standard to behave in a particular way.  The disadvantages include very low criteria 

to meet minimum behavior. 

 

3.2.3 Practical Uses of Reinforcement Learning 

  Reinforcement learning is used in automation of robots in industries. 

  Reinforcement learning is used for large scale data processing in machine learning 

applications. 

  Reinforcement learning is used for the training of behaviors for providing the custom 

set of instructions and calculated amount of materials for a set of inputs in different 

industries. 

  In education reinforcement learning is used to provide according to the requirement 

material and content to the students. 

 

On larger scale reinforcement learning is used: 

  In a model, where environment is known but the required solution is not known yet.  

  Reinforcement learning is also used in environment where only simulation is given for 

any particular situation for which simulation-based optimization is needed. 

 

3.3 Proposed Model 

 
  In order to achieve this solution to our proposed problem we have to create a simulation 

environment where we have mesh networks deployed in separate farms (roughly 370x330m), 

which are connected with a base station through wireless medium. The connections between farms 

and base station are single hop as well as multihop, based on their distance from base station. The 

nodes send data to the base station through optimal paths available based on their remaining 

energy. 

The idea is to enable sustainability in large scale farming networks. In wireless sensor 



25 

 

networks, we are focusing to increase lifetime to successfully send data to base station in an 

efficient manner. 

There are several approaches to achieve multipath communication. We use machine 

learning or better stating, the reinforcement learning algorithm to create and select paths based on 

the remaining energy of the multihop sensor nodes.  The energy information will be used to select 

maximum energy sensors to send the sensory data from the nodes deployed in the fields, towards 

the base station. 

 

         Fig. 4:  Large Scale Farm Network Deployment 

 

 

3.4 Summary  

 This chapter includes the proposed problem that we have defined to achieve network optimisation 

in terms of energy efficiency and optimise data sending towards the base station.  Then we have 

shared a little knowledge about the technology e which will be used to develop this solution for 

the problem statement.  After that there is a proposed model for that solution which consists of a 

number of fields having mesh networks.  Those networks comprise of randomly deployed nodes 

on a larger scale.  The path formulation for data sending is chosen through the reinforcement 

learning process.  After the path formulation process has been done, those paths will be used to 

send the sensory data from nodes towards the base station periodically.  The sensor cycles will be 

generic and the sensors will be sensing the data after specific period of time until the death. 
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Chapter 4: METHODOLOGY 
 

This chapter presents the proposed methodology of the complete research work in detail. The 

details cover the design and implementation details of the project work done. The tools and 

techniques that were involved in making of the project work done. 

 

4.1 Problem Statement  

As we have seen in the previous chapters, for IOT in agriculture there is a need to introduce modern 

technologies for better crop management, to create sustainable and better use of resources. For this 

we need to upgrade agricultural management technologies. The literature review has shown that 

there is a lot of work have been done in this regard but actually without any proper management 

of networking and there is no optimization done in regards of network as well. This is because the 

major development was done by experts of electronics fields who focused mainly on the ground 

sensing architecture for agriculture let’s say, the sensing infrastructure. The wireless sensor 

network have then been involved with their projects but in a very basic or generic forms. The 

actual data sending and sensor cycles are were needed to be optimized for better management and 

longer lifetime for the networks they used. Secondly, orientating the wireless sensor networks was 

also needed to be paid attention to. So, the problem statement of our research work states:  

“To increase network lifetime, we want to achieve energy efficient data transmission in large scale 

farming using optimal paths developed through reinforcement learning.” 

 Our main focus is to enable the sustainable networking which can handle the common 

problems that occur in networking of sensor nodes that are deployed on large scale and on random 

topology as well. The work that is reviewed in literature were mainly focusing the small scale of 

wireless sensor networks and only meant to provide basic functionality of data sending. For most 

reasons the whole architecture would also need an optimization. If we deploy the infrastructure 

meant for smaller scales, over a large spatial environments it will create complexities as it is not 

developed for that specific environment. So, in order to pay attention to large scale of IOT in  

agriculture there is already a good sensing infrastructure developed but in order to deploy that over 

a large scale was our main focus.  

 We did develop a simulation environment of the scenario that can help us achieve our 
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goals. The development environment details will be discussed in the later sections.  

4.2 Pre Processing of the Idea  

 

We did a research project of modelling and simulation domain where we had to simulate an 

agricultural environment on large scale where a wireless sensor network is deployed. To consider 

the large scale scenario we did take a set of 6 fields where 370x330 meters is each field size. We 

needed to have a sensor deployment which are able to connect with each other wirelessly and can 

send sensory data towards the base station which is located at the end of these fields. The process 

of path finding between the nodes was done by reinforcement learning algorithm. The set of paths 

that were created as a result of reinforcement learning were used to send the data from the fields 

towards the base station. 

 

 

 
     Fig. 5: Farming Scenario 
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4.3 Tools and Techniques 

 

The selection of tools that are involved in the designing and implementation of the project are of 

crucial importance because there are certain elements connected to each other that may be 

impacted easily if parameters are changed during the research work. For our designing and 

implementation we did choose the following set of tools and software whose details are given 

below. 

 

4.3.1 Computer Details: 
 

We selected Hewlett-Packard EliteBook Folio 9480m with following configuration: 

 

 OS Name: Microsoft Windows 10 Pro 

 Version:  10.0.19041 Build 19041 

 System Manufacturer: Hewlett-Packard 

 System Model: HP EliteBook Folio 9480m 

 System Type: x64-based PC 

 Processor: Intel(R) Core(TM) i5-4310U CPU @ 2.00GHz, 2601 Mhz, 2 Core(s), 4 Logical 

Processor(s) 

 Total Physical Memory: 7.42 GB 

 User Name: DESKTOP-9JS3MO7\Si. Mirage 

 

4.3.2 Software Details: 

The software for development of the project was AnyLogic modelling and simulation 

software with following details. 

AnyLogic is a powerful simulation and modelling software that is adopted in several 

industries worldwide for simulation solutions. 

It is an agent based modelling tool which uses discrete event and system dynamics 

simulation techniques. AnyLogic is a cross platform tool and we did we use Windows 

version of this software. 

AnyLogic supports many libraries to support multi environment simulations. 
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 AnyLogic 8 Personal Learning Edition 8.7.0 

 Build: 8.7.0.202011181926 x64 

 License Information 

--------------------------- 

Key type: File 

License Type: Personal Learning Edition 

Options: none 

Licensed to: Personal Learning Edition 

Company: AnyLogic North America 

--------------------------- 

 Activation expires on: - 

 Support Services expiration date: - 

Copyright (c) AnyLogic North America. All rights reserved. 

Visit https://www.anylogic.com 

 

 

4.4 Design and Implementation 

 

We did simulate a 6 farm field with a base station placed at the side of those fields. The number 

of short range sensor nodes deployed randomly and connected through wireless medium. We 

applied a Reinforcement learning algorithm before any sensing and sending of data can happen. 

The Reinforcement Learning algorithm helped us finding a suitable node which happened to be 

lying geographically nearest to the base station in each field. The rewards were given on each 

successful attempt to that node and the reward was considered as the successful path. As soon as 

the path had been developed, every sensor did start their sensor cycle to sense and send their data 

towards the base station using those paths.  

The agent details that we did create for the project are given below. 

 Main agent:  Held all the basic simulation operations for the project. 

 Message agent: This agent was meant to hold the messages which actually contained the 

https://www.anylogic.com/
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sensor id, sensor time consumption to send a specific message in time, energy consumption 

per message, as well as the field parameters like pH and temperature. 

 Partition: This agent was actually the 370 x 330 meters field/ farm agent that created equal 

sized fields which contained the sensor agent as well. 

 Pathfinder: This agent ran a reinforcement learning algorithm to find paths. This agent was 

meant to move from one sensor to another by checking their presence and availability and 

connecting them with the target node on successful attempts. 

 Sensor:  this agent it was meant for defining the properties for sensor nodes which would 

be residing inside the partition agent. 

 Station: The station agent was meant for the base station purposes and all the messages 

were received at the base station where we did define database for saving all the data and 

exporting them to an excel file. 

  

 

 

Fig. 6: Main agent image of the project under development. 
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4.4.1 Working of Reinforcement learning Algorithm 

 

We had a main agent that had all the basic functionality defined for the model. There was also an 

agent named as sensor because that created the individual sensors in the eventual model. A sensor 

was an agent in and of itself.  AnyLogic does actually offer to simulate in a cellular automaton but 

it's not applicable for this model because we wanted each sensor to know stuff about itself and 

that's not possible with a default setup so we went for a usual 2d environment and we had our 

sensor agents and we also did use a little line to show the learning that's going on by the help of 

the pathfinder agent. Each sensor was characterized by one parameter that was storing its type 

what type of sensor is it (there were two types of sensors either normal sensor which were visually 

shown with a green sphere or a gold colored sensor to show as an actual destination which was 

geographically located near the base station in each field), we did store this sensor type information 

using an option list in AnyLogic where basically we specified different options about the 

dimension we could have. The sensor also had two connection objects or link to agent objects, one 

was the connection to the pathfinder, which was only active when connecting to a pathfinder. The 

link to agents connection worked only when pathfinder was actually on the specific sensor at the 

moment otherwise there's no connection happening and then there was a persistent links to agents 

that stored the neighboring sensors.  

 The sensor agent stored an important data object a collection for Q values, the Q value was 

essentially the thickness of the rewarding lines. Let's say we had a sensor, we had 2 Q values, one 

to the sensor above it and one to the sensor to the successful path, so that given sensor was set up 

as a linked hash map where the key was the different sensors around each sensor and its neighbors 

and the value is the actual Q value that's the thickness and that was updated while the model is 

training. While the model was on training those line thicknesses also changed. The sensor agent 

had three functions it could return, the reward for going to a specific other sensor or to a destination 

sensor. There were two special cases, either the target sensor we wanted to go or to any other 

sensor that can appear on the way to the destination. We basically hard coded a little penalty is 

minus 1 times the distance to that destination / 10 so it's typically not 0.1 or something. A small 

negative value unless the sensor was one of the neighboring sensor to the destination and then 

moving to that destination gave a huge reward 100 again. There was also a function to retrieve an 
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array list of all feasible neighbors sensors so that was a essentially looping across all neighbor 

sensors, eight neighbors around any given sensor actually and then the feasible neighbors shift 

through those eight and the last function was to use that path containing the sensors with highest 

rewards. It looped through all the all the feasible neighbors in the Q values collection and basically 

got the one that has the highest Q value.  

 The Pathfinder class, which was actually going to that sensor it made a decision during the 

training mode. He updated the q-value of actually going there and the valuable reward, so by 

actually going somewhere, pathfinder had to reap a reward or it got a little penalty. After leaving, 

it disconnected itself from the previous sensor it just left and jump to the new sensor and connect 

to that, update Q value. 

 

 

 

 The agent classes sensor and pathfinder were implemented on the main and we created a 

population of sensors in partition, obviously because we needed lots of them and positioned them 

randomly each sensor found its own location based on some code with the index and we initially 

assigned all of them to be green sensors then we also did set up one pathfinder so it was a single 

agent and we just put it on the main because it needed to live. The model did initiate sensor 

connections a tiny fraction of a second after the model was started then the pathfinder looped 

across all the sensors, every one of them and then for each sensor we also looped across all its 

neighbors all the eight neighbor and we also did fill out for every cell in the collection Q values 

where the key was any neighbor and then initially we just put it at zero and remember that pure 

value is the reinforcement reward so at the model start going from any sensor to any neighbor 

sensor is always zero, that means there' would be no line visible as well. Only when we did update 

Q values to be positive there was a green line path with reward and if we had a negative reward 

found from one sensor to another, we updated with a little bit line so initially, we set everything 

all the Q values and connections up and set them to zero and then there was one more event, the 

update training step event and that was also triggering cyclically every second in our model in real 

time. We also updated the Q values using the Q value function so it learned about how good was 

it to go from the current position of the pathfinder to the next one, given the subsequent positions 

that come after the next one so that was the one thing that this update training step event did and 
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then there was a simple check as if we actually did reach our target,  which typically pathfinder 

did not in most of the cases but in some case actually the sensor that we did move to was our target 

sensor (near the base station in each field) and in that case we went back to our initial sensor, 

which we've stored locally and we basically restarted the training, we say we'd done one learning 

past. The number of passes were also counted and the successfully found paths were stored as well 

for each sensor individually. We also had a bellman discount factor, if we made it smaller it's 

basically harder for the model to find the destination and it typically needed more training passes. 

The training was done individually for each field and each field had a destination sensor. As soon 

as the path-finding process was complete, we use those paths to send data from each sensor from 

the field to the base station.  

4.4.2 Sensor Cycles 

 

In between there are sensor cycles when sensor could read sleep and transmit its data.   For 

sensor cycles, the time to sleep was kept 3 minutes and time when the sensor had to read its data 

was set for 10 seconds and transmission time was kept 5 seconds. 

 

 
Fig. 7: Sensor cycles state chart 
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4.4.3 Battery Dynamics 

  

As for as the battery is concerned, we did set battery units for 1000 on generic level which we did 

change it for different tests. We did use 4 units for reinforcement algorithm power consumption.  

For sensor different states, 3 units for send state, 2 units for reading state and 0.5 units for sleeping 

state.  The threshold level was set at 10 units and the sensor node was kept dead at less than 4 units 

left in the battery. 

The battery consumption formula was set as:  

1000 – (USE + transmission consumption)   

Where (USE = send +read + sleep) and transmission consumption covers energy consumption 

during reinforcement learning and transmission of the data. 

 

                                

Fig. 8: System Dynamics for battery  
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Chapter 5: Results and Analysis Discussion  
 

This chapter contains the results from our simulation model and analysis about the information we 

extracted from the model data.  There is also a comparison between our model and two model 

simulations that we also did simulate in AnyLogic.  This chapter contains the topologies and the 

set of results we did create from them. The later sections of this chapter contain detailed analysis 

of graphs, images of the topologies and also the comparison data of all three models that we did 

experiment on.  

 We actually created three different topologies simulations. First was the broadcast transmission 

topology, the second one was our topology that used reinforcement learning and the third one was 

the topology that used shortest path for data transmission.  In in all these above mention topologies 

we did use random deployment of the sensors. More details are given below. 

 

5.1 Parameters used in the model simulation 
 

Here are some common parameters that we did set for all three models to make them equally 

comparable with each other. 

  Battery units were set at 1000 units for all three topologies. 

  Model time scale unit was kept in minutes. 

  All sensing and reading time units word kept same in all three models that is (sleep time 

= 3 minutes, read time = 10 seconds and transmission time = 5 seconds.) 

  The number of sensors for each field were kept equal in all comparisons of the 

topologies lying in the same category. Explanation of categories is given below. 

  We did take two parameters:  average time taken for messages sent and the energy 

consumption for the messages sent in the lifetime of a network. 
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5.2 Categories of the Sensor set 

In order to compare a lot of sensors in multiple simulations and to observe the behaviour of the 

field data transmission in different number of sensors we did create some categories where we 

could observe the transmission behaviour and generate inferences from them. The details of the 

sensor set is given below. 

Number of fields = 6 (in all simulations) 

We wanted to do a range of tests for lowest to highest number of sensors for each field and 6 

field the number of sensors would be the multiple of 6. For example Set 1: Each field had 22 

sensors so 22x 6 = 132 and so on. 

 

 No. of sensors in 1 field No. of sensors in 6 Fields 

Set 1 22 132 

Set 2 32 192 

Set 3 42 252 

Set 4 52 312 

Set 5 62 372 

Set 6 72 432 

 

Table 5.2.:  Sensor Set (Number of sensors in 1 and 6 fields respectively) 
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5.2.1  Broadcast Transmission 
 

The first model we created for comparison with our proposed solution used broadcasting 

transmission technique in wireless sensor network. This model followed a distributed networking 

formation technique where each node had to manage its own information locally. The network 

formed was self-organized where every node had sent its information to its neighbors to find the 

target node. The route discovery was done based on the nearest hop available. A mesh network 

was formed where all sensor nodes were connected with each other finally connecting the base 

station. Each sensing node forwarded the message to its immediate hop and the message reached 

the base station.   

                             

Fig. 9: Block diagram for self-organizing strategy in WSN. 

 

The connected nodes in the broadcasting technique had to keep active most of the time in order to 

store and forward the message from previous nodes. To optimize the model, the duty cycles of the 

sensor nodes were set to transmit almost at the same rate in order to keep sensors in sleep state at 

almost equal time but difference occurred after time (due to difference in distance from neighbors 

and energy consumption for sensing and processing), in every test in sensor cycles and only 

successful messages reached at the base station. There was a flood of messages from the sensor 

nodes to the base station and the number of successful messages was quite good during multiple 

simulation runs. The base station was meant to have infinite power to record all incoming 

messages. The broadcast technique model was quite fast to organize itself in the fields as there was 
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not much configuration needed but reorganizing the network was needed when any node dies and 

the link breakage occurs between the nodes. The network configuration step occurs again for the 

remaining nodes. This process of self-organizing and transmitting messages over the network 

repeats itself until all sensor node fall out of energy. 

In AnyLogic, we used find nearest node function, geographic coordinates and the farm field 

coordinates to calculate the distance of nearest node. The nodes then save the information and 

forward it to their next hop, the process repeats till the information reaches the base station as a 

target node. After establishing the network, duty cycles of the sensors started working and after 

each cycle of sleep, read and transmit one successful message reaches the base station, where the 

information is saved as an excel file with the difference in timestamps of received messages.  

 After developing the model for broadcast transmission we did several tests on the deployed 

sensors. Starting from 22 sensors in each field all the way up to 72 sensors in each field for a large 

scale farming model where the number of fields were kept 6. Average transmission delay and 

average energy consumption during that transmission for each field is explained with a set of 

graphs in the following paragraphs. 

The following screenshot shows the working broadcast transmission technique in AnyLogic, 

where 6 fields were deployed.  

 

Fig. 9 (a): A random screenshot taken during the executing simulation for Broadcast transmission model 
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A) Average Transmission Delay per Message in Broadcast 

Transmission Model 

  Here in the following set of plotted graphs for broadcast transmission model, on the x-axis there 

is the number of fields and over the y-axis there is the transmission delay in seconds taken per 

message for each field. There were nearly 5000 messages and each message was sent after one 

duty cycle of a sensor so there were almost 5000 number of cycles as well. The average 

transmission delay was calculated from the received information from the sensors which contained 

the average time taken to complete a cycle, number of cycles, number of messages.  

 

1. The following plotted graph shows the trend for average transmission delay taken for data 

transmission in large scale where 22 sensors were deployed in each field.  
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2. The following plotted graph shows the trend for average transmission delay per message 

transmission in large scale where 32 sensors were deployed in each field.  

                        

 

3. The following plotted graph shows the trend per message average transmission delay in 

large scale where 42 sensors were deployed in each field.  
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4.  The following plotted graph shows the trend for average transmission delay per message 

taken large scale where 52 sensors were deployed in each field.  

                               

 

5. The following plotted graph shows the trend for average transmission delay taken for one 

message in large scale where 62 sensors were deployed in each field.  
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6. The following plotted graph shows the trend for average transmission delay taken for per 

message data transmission in large scale where 72 sensors were deployed in each field.  
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B) Energy Consumption in Broadcast Transmission Model 

We also did an average energy consumption comparison for each set of sensors in large scale. 

The plots show the average energy consumption for 5000 messages. The energy consumption 

data included the energy consumed during the duty cycles. The energy consumption data was 

taken till the death of the complete network for each set in large scale.  

Here in the following set of plotted graphs for broadcast transmission model, on the x-axis 

there is the number of fields and over the y axis there are battery units consumed by each field. 

1. The following plotted graph shows the trend for average energy consumption for data 

transmission in large scale where 22 sensors were deployed in each field. 
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2. The following plotted graph shows the trend for average energy consumption for data 

transmission in large scale where 32 sensors were deployed in each field.  

 

                              

 

3. The following plotted graph shows the trend for average energy consumption for data 

transmission in large scale where 42 sensors were deployed in each field.  
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4. The following plotted graph shows the trend for average energy consumption for data 

transmission in large scale where 52 sensors were deployed in each field.  

 

                         

  

5. The following plotted graph shows the trend for average energy consumption for data 

transmission in large scale where 62 sensors were deployed in each field.  

 

                            



46 

 

 

6. The following plotted graph shows the trend for average energy consumption for data 

transmission in large scale where 72 sensors were deployed in each field.  
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5.2.2 Shortest Path Transmission 
 

Another model we did create for comparison was the shortest path transmission. This model 

used the cluster head method for network organization. A cluster head organization was chosen 

among the nodes which was then used to transmit the messages and reorganize the network if 

any node died.  

In Clustering model, sensor nodes are deployed randomly in each other’s range, a cluster 

head is chosen based on some parameter, either remaining energy or the distance from the sink 

etc., The cluster head is responsible for referencing the sensor nodes to transmit their data in 

order to forward it to the sink node over the number of hops and in case of any network change 

happening, the cluster head reorganizes the connections with other nodes.  

 

 

Fig. 10: Block diagram for clustering used in our work. 

 

The figure above represents the clustering model that we used to organize our network to find 

the shortest paths. We used one farm field as a one cluster where we created a Cluster head 

from the nodes deployed based on the shortest distance from the base station. AnyLogic has a 

function to limit the agent connections within a specific area or another agent (farm in our 

case). Based on the node coordinates, we used find shortest distance of any node from the base 

station agent which itself selects the node having shortest distance from the base station and 

considers it as a cluster head. Other nodes use it as a reference for finding the shortest distance 

for connection through multihop connections. After the successful path organization has been 

done, the node start using those paths for data transmission.   
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For each field there is a separate cluster and clustering process occurs to find the cluster 

head having the shortest distance from the far away base station based on its geographic 

coordinates. The cluster heads forward the data from its cluster to a nearest node in another 

cluster where the data is forwarded to its cluster head through the established paths gradually 

towards the base station.  When a node dies clustering process repeats itself finding the shortest 

paths towards the base station accommodating the cluster head and the intermediate nodes. 

We used shortest path model for testing a number of sensors. The sensor categories were 

kept same for all models in our research so shortest path transmission also got the same set of 

sensors in its simulation tests. The sensing parameters were kept same for this model as well 

and we made an average delay during message transmission and we also made an energy 

consumption for the sensor set used for shortest path transmission. The following paragraphs 

explain the results and discussion about observations we gathered from the model data. 

 

 

Fig. 10 (a): A random screenshot taken during the executing simulation for Shortest Path transmission model 
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A) Average Transmission Delay Taken in Shortest Path 

Transmission 

  Here in the following set of plotted graphs for shortest path transmission model, on the x-axis 

there is the field number and over the y axis there is the time in seconds taken for each field. 

 

1. The following plotted graph shows the trend for average time taken for transmission delay 

in large scale where 22 sensors were deployed in each field.  
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2. The following plotted graph shows the trend for average time taken for data transmission 

in large scale where 32 sensors were deployed in each field.  

                           

 

 

 

3. The following plotted graph shows the trend for average time taken for data transmission 

delay in large scale where 42 sensors were deployed in each field.  
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4. The following plotted graph shows the trend for average time taken for data transmission 

delay in large scale where 52 sensors were deployed in each field.  

                                      

 

5. The following plotted graph shows the trend for average time taken for data transmission 

in large scale where 62 sensors were deployed in each field.  
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6. The following plotted graph shows the trend for average time taken for data transmission 

in large scale where 72 sensors were deployed in each field.  

                              
 

 

 

 

B) Average Energy Consumption Comparison for Shortest 

Path Transmission 

 

We also did an average energy consumption comparison for each set of sensors in large scale. 

The energy consumption data was taken till the death of the complete network for each set in 

large scale.  

Here in the following set of plotted graphs for shortest path transmission model, on the x-axis 

there is the field number and over the y axis there are battery units consumed by each field. 

1. The following plotted graph shows the trend for average energy consumption for data 

transmission in large scale where 22 sensors were deployed in each field. 
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2. The following plotted graph shows the trend for average energy consumption for data 

transmission in large scale where 32 sensors were deployed in each field. 
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3. The following plotted graph shows the trend for average energy consumption for data 

transmission in large scale where 42 sensors were deployed in each field. 

 

                              

 

4. The following plotted graph shows the trend for average energy consumption for data 

transmission in large scale where 52 sensors were deployed in each field. 
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5. The following plotted graph shows the trend for average energy consumption for data 

transmission in large scale where 62 sensors were deployed in each field. 

 

                                     

 

6. The following plotted graph shows the trend for average energy consumption for data 

transmission in large scale where 72 sensors were deployed in each field. 
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5.2.3    Transmission Using Reinforcement Learning 
 

The third and the final model we did make was a simulation using the paths created by 

reinforcement learning. The working of the complete model has been described in the section 

4.4.1 and its following sections.  

To summarize the working of the model, optimal set of paths towards the base station were 

found based on the geographic coordinates of sensor nodes. Each field has an edge node which 

has the shortest distance from the base station which was found using the find nearest function 

in AnyLogic. The edge serves as the cluster head of a field or the nodes deployed in the field. 

The edge node runs a reinforcement learning algorithm to find a set of optimal paths and 

successful paths’ state are shared with other nodes to transmit messages over the paths. The 

edge nodes forward the data to other nodes in other fields and through multihop transmission 

gradually moving the data towards the base station which lies at the end of complete farm line.    

When a node dies its state is removed from the network and alternate available paths are 

used to transmit messages until all nodes die the network. Several tests have been conducted 

on different number of deployed sensors grouped into categories. The categories were kept 

same for all models in our research so the transmission using the paths developed by 

reinforcement learning also got the same set of sensors in its simulation tests. The sensing 

parameters were kept same for this model as well and we made an average time taken for 

message transmission and we also made an energy consumption for the sensor set used for 

transmission using paths developed by reinforcement learning. The following paragraphs 

explain the results and discussion about observations we gathered from the model data. 

Image has been shown on the next page. 
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Fig. 11: A random screenshot taken during the executing simulation for the transmission using paths developed by 

reinforcement learning 

 

 

 

A) Average Time for the Transmission Delay Using the Paths 

Developed by Reinforcement Learning 
 

Here in the following set of plotted graphs for the transmission delay using the paths developed 

by reinforcement learning, on the x-axis there is the number of fields and over the y axis there is 

the transmission delay in seconds taken for each field. 
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1. The following plotted graph shows the trend for average transmission delay taken for data 

transmission in large scale where 22 sensors were deployed in each field.  

 

                            

        

 

2. The following plotted graph shows the trend for average transmission delay taken for data 

transmission in large scale where 32 sensors were deployed in each field.  
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3. The following plotted graph shows the trend for average time taken for data transmission 

delay in large scale where 42 sensors were deployed in each field.  

                                      

 

4. The following plotted graph shows the trend for average time taken for data transmission 

delay in large scale where 52 sensors were deployed in each field.  
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5. The following plotted graph shows the trend for average time taken for data transmission 

in large scale where 62 sensors were deployed in each field.  

 

                                    

 

6. The following plotted graph shows the trend for average time taken for data transmission 

in large scale where 72 sensors were deployed in each field.  
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C) Average Energy Usage Comparison in Transmission Using 

Paths Created from Reinforcement Learning 

 
We also did an average energy consumption comparison for each set of sensors in large scale. 

The energy consumption data was taken till the death of the complete network for each set in 

large scale.  

Here in the following set of plotted graphs for the transmission done using paths created 

through reinforcement learning, on the x-axis there is the number of fields and over the y axis 

there are battery units consumed by each field. 

1. The following plotted graph shows the trend for average energy consumption for data 

transmission in large scale where 22 sensors were deployed in each field. 
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2. The following plotted graph shows the trend for average energy consumption for data 

transmission in large scale where 32 sensors were deployed in each field. 

                     

               

3. The following plotted graph shows the trend for average energy consumption for data 

transmission in large scale where 42 sensors were deployed in each field. 
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4. The following plotted graph shows the trend for average energy consumption for data 

transmission in large scale where 52 sensors were deployed in each field. 

 

                                    

 

5. The following plotted graph shows the trend for average energy consumption for data 

transmission in large scale where 62 sensors were deployed in each field. 
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6. The following plotted graph shows the trend for average energy consumption for data 

transmission in large scale where 72 sensors were deployed in each field. 
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5.3 Average Time Consumption Comparison for all 

Transmission Techniques 

Below   is   the   comparison   for   the   average   time   taken by   different   sensor   sets   for   

sending   messages.   On   the x-axis   there   is   number   of   deployed   sensors   and   over the  

y-axis  there  is  average  transmission  delay in  minutes taken  for  each  message.  It  can  easily  

be  seen  that  average transmission  time  per  message  in  reinforcement  model  is the  least  and  

our  model  is  quickest  in  transmitting  for large  number  of  nodes  or  on  larger  scale  farm  

networks. 
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5.4 Average Energy Consumption Comparison for all 

Transmission Techniques 

In   the graph  given  below,  on  the  x-axis  there  is  the  number  of deployed sensors and 

over the y-axis there are battery units consumed  by  each  set  of  sensors.  It  can  be  seen  

from  the comparison graph that the increasing the number of sensors decreases  the  overall  

energy  consumption  of  the  sensor network. The reason is that the large number of nodes had 

a large set of paths developed for transmission. 
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Chapter 6: Thesis Conclusion and Future 

Work 
 

6.1 Conclusion  

Our main goal to be pursued in this research work was to develop an efficient transmission system 

in terms of energy and time. Efficient energy consumption is an emerging area of research. The 

proposed system is the energy efficient transmission of sensory data in large scale farming by 

using paths created through reinforcement learning. 

 

The objectives of the proposed transmission are energy consumption minimization, reduction in 

average time for transmission, improve path finding process during wireless sensor network 

establishment, to reduce common wireless sensor network problem like energy hole problem and 

hidden node problem as well as to optimize the network load by using alternate paths available, 

and ultimately reduce the management process for large scale wireless sensor network especially 

by increasing the network lifetime. The proposed model is based on reinforcement learning that 

uses random deployment topology for sensors as an input parameter and creates several optimal 

paths for data transmission basically to reduce the energy consumption in a wireless sensor 

network meant for IOT in agriculture on a large scale.    

Chapter (2) has shared a generic background and overview of the past research work done 

in related to wireless sensor networks in agricultural domain. The wireless sensor networks meant 

for farming are presented in details accompanied with their implementation details of different 

models. Some of them were not implemented at all. Networking and their efficiency regarding 

time and energy were also discussed. In the later sections Machine Learning was introduced with 

its further types and introduction to machine learning in IOT in agriculture are also discussed in 

this chapter.   

In chapter (3), problem statement for our research work is discussed in detail. Introduction 

to Reinforcement learning along with its types are discussed in detail. The steps of proposed 

methodology along with reinforcement learning are also discussed in this chapter. In chapter (4), 

we discussed the methodology used in our research, implementation details of proposed system 

along with the tools that were involved in the making of the model are discussed. Proposed model 
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with its design and implementation details was also discussed. In chapter (5), performance of data 

transmission using paths created through reinforcement learning was compared with broadcasting 

and shortest path data transmission, and the comparison results show that proposed model is 16 to 

25% efficient than existing transmission models in average time usage. For energy efficiency, 

shortest proved to be better for smaller and medium scaled agricultural wireless sensor networks 

but for larger scales our model out-performed the other two transmission methods in comparison. 

The results with plotted graphs created on per field level and with different sensor sets were 

discussed and compared in detail. 

 

6.2  Future Work 

Here is the list of the work that can be considered as the potential in this research and some of the 

work will also be done in the future: 

 Implement this system in large scale farming network accompanied with artificial 

intelligence would be helpful in increasing efficiency.  

 Implementing and experimenting more topologies to test energy efficiency. 

 The proposed model also has a room for optimization in terms of how data is being 

processed including the sensor cycles. 

 Make this model adaptive in IOT in agriculture after added work done.  

 The model can also be extended with little modifications for ad hoc networks and vehicular 

networks. 
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