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Abstract 

 
Orthogonal Frequency Division Multiplexing (OFDM) has attracted tremendous attention 

in the last few years particularly in applications that require high data rates to be 

supported under fading channels. OFDM has an inherent resistance to multi path 

components and hence offers critical simplifications in its corresponding single carrier 

based systems. However, the price of these benefits is paid in the synchronization 

operations that introduce considerable degradation in performance if not countered 

appropriately. Timing Synchronization requires the precise location of FFT window to be 

determined. In addition, the orthogonality of the carriers is frequently disturbed by the 

fading channel. If this orthogonality is not restored, it introduces Inter Carrier 

Interference (ICI) and performance is severely compromised.  

 

This work analyses some of the algorithms currently being used to achieve timing and 

frequency synchronization. These algorithms are extended to high mobility cases where 

Doppler shift in frequency is another irritant that brings additional fading and 

degradation. The additional fading produced by the Doppler shift results in a residual 

error even after a fine frequency estimation scheme. This work proposes a PLL based 

recovery method which removes this proportional phase shift iteratively for all samples in 

an OFDM symbol. We determine the imaginary component that remains after a QPSK 

data point is raised to a power of 4 and this imaginary component is the correction 

provided to a loop filter that generates the necessary phase correction for the next sample. 

 

We propose a new system level diagram that removes the fine frequency estimation 

procedure in Minn and Bhargava’s estimator and replaces it with our phase recovery 

scheme. Both systems have been tested under severely degraded channels and our system 

is found to outperform the one that employs fine frequency estimation. The proposed 

system, therefore, offers possibilities to support high data rates with a low error 

probability in a burst mode and at the same time lowers the computational complexity in 

the overall system. 
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Chapter 1  
 

Introduction 
 
 
 
 
Orthogonal Frequency Division Multiplexing (OFDM) has been in place since the early 1960’s 

when a principle for multi channel transmission over a band limited channel was proposed [1]. 

This proposal was followed by an analysis of the parallel system [2]. The sinusoids required for 

modulation and demodulation were produced through a DFT implementation in baseband [3]. 

Further research was carried on this new multi carrier transmission technique and Peled [4] 

introduced the idea of cyclic redundancy through the use of a cyclic prefix. Although the ground 

work was laid many years ago, OFDM has emerged as the new modulation technique in the last 

decade mainly due to advancements made in the DSP implementation of the DFT. OFDM has 

sparked considerable interest in modern communication systems primarily because of its ability 

to combat multi path distortions and deliver high data rates at the same time. Dispersive channels 

pose problems of intersymbol interference (ISI) which degrades the performance of 

communication systems. OFDM counters this problem through its inherent multi path rejection 

properties and does so with low computational complexity as compared to its single carrier 

counterparts. In particular, costly equalizers needed in single carrier systems are dramatically 

simplified or even obsolete in case differential modulation schemes are used. It is for this reason 

that OFDM has found use in some of the modern day communication techniques employed 

round the world. For broadcasting systems, two pertinent examples are Digital Audio 

Broadcasting (DAB) [17] and Digital Video Broadcasting (DVB) [18]. OFDM is also employed 

in Wireless Local Area Networks (WLAN) such as IEEE 802.11a and HiperLAN/2. Wireless 

Metropolitan Area Networks (WMAN) like IEEE 802.16 (WiMax) also uses OFDM as the 

modulation technique to cater for the degradations caused by the multi path channel dispersions. 

 

While there are a number of advantages that have increased interest in OFDM systems in recent 

years, there are certain drawbacks that have checked its surge in growth as the technique of 
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choice. The major drawback is the non ideality between the transmitter and the receiver 

oscillators. Several studies have been carried out to quantize these synchronization errors that 

affect the performance of an OFDM transmission system [5], [6]. Speth et.al [7] have reported 

the factors that can affect the receiver design in an OFDM system. Imperfect channel estimate, 

symbol or frame offset, carrier and sampling clock frequency offsets and analog components are 

some of the factors due to which efficiency of OFDM is severely compromised. Specifically, 

incorrect timing synchronization can cause interference between successive symbols and, if not 

perfectly compensated before the equalization process, can lead to severe performance 

degradation. In addition, a carrier-frequency offset (CFO) induces an amplitude reduction of the 

useful signal and provokes interference between adjacent subcarriers (ICI). 

 

A lot of research has been devoted to the estimation of the design parameters that can help in 

alleviating the drawbacks associated with OFDM. Blind synchronization algorithms use the 

statistical properties of the transmitted signal to estimate these parameters of interest. An 

efficient blind techniques that takes advantage of temporal redundancy induced by the cyclic 

prefix (CP) has been exploited in [8] to obtain a low complexity estimator. In particular, J.J. van 

de Beek et al. in [8] derive the joint symbol timing and CFO maximum likelihood (ML) 

estimator under the assumption of a non dispersive channel and by modeling the OFDM signal 

vector as a circular complex Gaussian random vector (C-CGRV) [9]. The Gaussian assumption 

is reasonable when the number of subcarriers is sufficiently large. On the other hand, if the 

length of the cyclic prefix is low, as is the case frequently, this technique does not produce the 

required results since the cyclic prefix is corrupted by the channel. The correlation based on the 

cyclic prefix fails to deliver the required information. 

 

Data Aided Estimation techniques have also been used for estimating the synchronization 

parameters. Different training sequences, whose knowledge is common to both transmitter and 

receiver, have been employed to synchronize an OFDM systems corrupted by dispersive 

channels. In particular, in [10] Schmidl and Cox consider a timing and CFO synchronization 

scheme that exploits the redundancy associated with a training symbol composed by two 

identical halves. However, the considered timing metric reaches a plateau that produces large 

variance for the timing estimates. The training symbol proposed in [11], with four identical parts 
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and a sign inversion, provides a timing metric with steeper roll off. Nevertheless, the sign 

inversion in the transmitted training symbol introduces, in dispersive channels, some interference 

in the frequency estimation process causing severe performance degradation. This drawback is 

investigated by Bhargava et al. in [12] where a more general synchronization algorithm based on 

a structured training sequence is proposed and, moreover, channel estimation is also incorporated 

in order to obtain fine timing and CFO estimates. This refinement step reduces the interference 

introduced in the coarse CFO acquisition process but at the cost of some increase in 

computational load. 

 

This thesis investigates some of these techniques to estimate the synchronization parameters for 

an optimum performance. In particular, algorithms [10]-[12] have been simulated for 

performance comparisons and efficiency over a Rayleigh faded multi path channel that is 

corrupted by severe delay and Doppler spreads, as is the case with modern day wireless 

channels. Although the scheme in [12] was found to outperform others, one important drawback 

is that even a minor frequency offset left uncorrected rotates the received constellation and 

introduces high BER. Bhargava et al. have introduced a fine frequency step that removes the 

residual interference but the small error remaining gets accumulated as the duration of an OFDM 

frame (or symbol) increases. We found that a phase recovery scheme is needed to compensate 

for the phase introduced by the frequency estimation error. We propose to replace the fine 

frequency estimation block with this phase recovery mechanism thereby, decreasing 

computational complexity. The system formed with this phase recovery mechanism outperforms 

the system developed through estimation algorithms in [12] over a variety of channels 

considered. We have assumed that timing and frequency offsets are the only impairments and 

sampling is considered ideal in all cases. 

 

1.1 Outline 
 
The organization of this thesis is as follows. 

• Chapter 2 provides an introduction to OFDM in general. It also analyzes the robustness 

of the OFDM modulation scheme and some of its advantages over single carrier 

modulation schemes. 
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• Chapter 3 briefly explains the timing and frequency synchronization problems in OFDM 

systems. Quantization of these two impairments is given [7] to analyze the detrimental 

effects of faulty estimation of these parameters.  

• Chapter 4 looks at some of the data aided techniques currently used for achieving timing 

and frequency synchronization in OFDM communication systems. In particular, 

suggestions in [10]-[12] are investigated.  

• Chapter 5 proposes our phase recovery mechanism to cater for the residual error left 

uncompensated by the estimation techniques suggested earlier. We also propose a new 

system level block diagram that replaces the fine frequency estimation step in [12] with 

our phase recovery technique.  

• Chapter 6 describes the wireless channel considered for analysis. The concepts of fading 

and coherence time are explained followed by some guidelines for practical system 

implementation.  

• Chapter 7 tests the above data aided techniques in the dispersive channel described in 

the previous chapter. A new system with our phase recovery mechanism is also tested in 

the same conditions. Simulations in MATLAB have been used to carry out the 

comparison between the various algorithms. 

• Chapter 8 provides some conclusions which summarize the major results had outlines 

future work in this field             
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Chapter 2  
 

Basic Principles of OFDM  
 
 

2.1 Introduction 
 

The last few years have seen remarkable growth in the use of OFDM as the modulation 

technique in modern communication systems [13]. This interest has sparked mainly due to the 

promise OFDM has shown in delivering high data rates reliably in a multipath environment with 

considerable ease in receiver complexity. In order to prevent channel distortions, it is an 

established fact that the symbol duration has to be kept much greater than the delay spread of the 

channel. For the communication systems in use these days, the signal bandwidth can be much 

greater than the coherence bandwidth resulting in distortions in the received signal. In order to 

minimize these distortions, it becomes necessary to use equalizers whose structure increases in 

complexity as the ratio between delay spread and symbol period increases. The OFDM 

modulation scheme offers an alternative solution to deal this problem. This modulation technique 

is a particular application of more general frequency division multiplexing (FDM) technique 

(also called multicarrier or multitone modulation). Specifically, in an FDM system a single high-

rate bit stream is divided into many lower-rate substreams transmitted over parallel subchannels 

(or subcarriers). If N is the number of such substreams, the rate on each subchannel decreases as 

a function of the number of subcarriers. Therefore, for a sufficiently large value of N, each 

subchannel can present a bandwidth less than the channel coherence bandwidth, and then, it will 

appear flat fading. This implies that in the receiver a very simple equalization system can be used 

to compensate, for every subchannel, the attenuation and the phase offset induced by the 

channel. The multicarrier modulation technique is not new, in fact its origin goes back to the 

end-1950, when multicarrier modulation has been used in military context to realize high speed 

communication systems, we cite as examples “Kineplex”, “Adeft” and “Kathryn” systems. 

Nevertheless, at that time, it didn’t have a particular success because of the high implementation 
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complexity due to the use of analogical devices. Almost 10 years later, in the 1971, Weinstein 

and Ebert overcame the problem, publishing their pioneering paper [3] about how to implement a 

multicarrier system with IDFT/DFT. Subsequently, the principle of the multicarrier modulation 

became the foundation of most current industry standards and in the coming broadband 

communication era, especially in wireless communication systems through two principal 

implementation schemes: 

 

• DMT (Discrete Multitone) developed for broadband wired applications has been used as 

modulation technique for high-bit-rate digital subscriber lines (HDSL) [25], 

asynchronous digital subscriber lines (ADSL) [26] and the most recent very-high-speed 

digital subscriber lines (VDSL) [27]. 

• OFDM has been exploited in the European digital audio/video broadcasting (DAB [17], 

DVB [18]) standards and it has been chosen for wireless local area network (WLAN) 

applications (such as asynchronous transfer mode (ATM) network and IEEE, ETSI and 

MMAC WLAN standards). OFDM is under investigation for the fourth generation 

mobile communication systems and for data transmissions with power lines.  

 

2.2 Basic System Model 
 

A basic system model for a baseband OFDM system that assumes no synchronization errors is 

presented in figure 2.1 In this discrete time baseband system model, the available bandwidth is 

divided into N  subchannels and iX  represents the data point to be transmitted in the thi

subchannel. The time domain sequence transmitted is obtained by invoking an Inverse Discrete 

Fourier Transform (IDFT) of the complex data sequence. The two sequences are hence related 

by  

                                                  
21

0

j kiN
N

i k
k

X x e
π−−

=

= ∑                                                    (2.1) 

The guard interval introduced to counter the delay spread of the channel consists of G  sampling 

periods. In order to ensure orthogonality of the subcarriers at the receiver, it is a common 

practice to use a guard interval whose duration is greater than the delay spread of the channel. 
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This assumption will be used throughout this work so that multipath distortions can be handled. 

The cyclic prefix is made up of a collection of samples from the end of an OFDM symbol. This 

cyclic prefix is appended at the start of an OFDM symbol to prevent it from mingling with the 

subsequent symbols in case of continuous transmission. The new vector formed by the addition 

of the cyclic prefix is related to the transmitted OFDM symbol as 

 

                    ( )pf N G ix i x − +=   0 1i G≤ ≤ −                                                         (2.2) 

 

The duration of an OFDM symbol is T  while CPT  is the duration of the cyclic prefix. Hence the 

overall symbol time can be expressed as sym CPT T T= + . Since OFDM divides the wideband 

channel into a number of narrowband subchannels, let kh  represent the thk  channel profile. Here 

the channel profile is assumed to follow a Rayleigh Faded pattern and the channel is assumed to 

show sufficient correlation over the duration of atleast one OFDM symbol. It will be shown in 

Chapter 7 how to measure the duration over which the channel will essentially remain constant. 

The signal after passing through this Rayleigh Faded channel produces an output given by 

 

                                          (( ))
0

N

G

i k i k i
k

y h x w−
=

= +∑             0 1i N≤ ≤ −         (2.3) 

 

where ((  ))N signifies the cyclic shift. The noise impairment introduced by the channel is denoted 

by iw in the form of Additive White Gaussian Noise. At the receiver side, the received sequence 

is demodulated through the use of a DFT operation.  
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Figure 2-1 A Discrete time baseband OFDM system 

 

The FFT of the received sequence is given by  

 

                                                    i i i iY H X W= +                  0 1i N≤ ≤ −           (2.4) 

 

As can be seen from the equation, the effect of channel delay spread appears as a multiplication 

in the frequency domain. It is clear that through the division of a wideband channel into a 

number of narrowband subchannels, the distortion introduced by the channel is limited to one 

attenuation and phase change for every subchannel. This is where the advantage of an OFDM 

system comes in over its single carrier counterpart. As against the complex equalizers used in 

single carrier transmissions, an OFDM requires a use of single tap equalizers only to retrieve the 

useful data from the corrupted received sequence. The equalizer in an OFDM system thus takes 

the form of a multiplier bank only.  Differential modulation techniques can be used to render 

these multiplier banks obsolete as well. However, as the delay spread increases, differential 

modulation across adjacent sub-bands degrades the performance. We only need to estimate the 

channel impulse response and use channel inversion to equalize the effect of the dispersive 

channel.  
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2.3 Spectral Efficiency  
 

OFDM system offers considerable gain in efficiency when compared with Frequency Division 

Multiplexing (FDM). The basic system model for OFDM shows that if the carrier in OFDM are 

spaced by reciprocal of symbol duration symT , the carrier so formed are orthogonal and do not 

interfere with each other in ideal conditions. An FDM system on the other hand divides the 

available bandwidth into a number of frequencies which are not orthogonal and are spaced by 

some appropriate distance so that they do not overlap. Hence, an OFDM system can pack more 

carriers in an available bandwidth as compared to an equivalent FDM system.  

 
Figure 2-2  PSD into the case of (a) an OFDM signal with an intercarrier 

spacing 1/T and (b) for an FDM signal with an intercarrier spacing 2/T [19] 
 

A mathematical analysis of this spectral efficiency has been carried out in [19]. It can be seen 

from the figure that an OFDM system employs more carriers in any given bandwidth compared 

to an FDM system and hence can deliver much improved performance.  
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2.4 Some Design Elements 
 

There are certain elements in OFDM systems that need to be chosen carefully before the actual 

implementation of the system. An incorrect selection of one of these parameters can lead to a 

degraded performance of OFDM. Here we look at some of these parameters and see how they 

are inter-related. 

 

2.4.1  Useful Symbol Duration 

 

The useful symbol duration symT  affects the carrier spacing and coding latency. To maintain the 

data throughput, a longer useful symbol duration results in an increase in the number of carriers 

and the size of FFT (assuming that the signal constellation is fixed). In practice, carrier offset and 

phase stability may affect how close two carriers can be placed. If the application is for the 

mobile reception, the carrier spacing must be larger enough to make the Doppler shift negligible. 

Generally the useful symbol duration should be chosen so that the channel remains constant for 

the duration of atleast one symbol. 

2.4.2 Number of Carriers 
 

The number of carriers can be determined on the basis of channel bandwidth, data throughput 

and useful symbol duration. The carriers are spaced by the reciprocal of the useful symbol 

duration. The number corresponds to the number of complex points being processed in FFT. In 

HDTV applications, the number of carriers is in several thousands so as to accommodate the data 

rate and guard interval requirement.  

 

For a given bandwidth, the number of carriers must be chosen so that every subchannel provides 

only one attenuation and phase change. Thus the wideband channel must be divided into 

subchannels (which correspond to the number of subcarriers) such that channel is assumed to 

remain constant in one subchannel. In other words, the bandwidth of each subchannel must be 

sufficiently smaller than the coherence bandwidth of the channel [20].  
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2.4.3 Modulation Scheme  
 

The modulation scheme used in an OFDM system can be selected based on the requirement of 

power or spectral efficiency. In general, the selection of modulation scheme applying to each 

subchannel depends solely on the compromise between the data requirement and transmission 

robustness. Another advantage of OFDM is that different modulation schemes can be used on 

different subchannels for layered services. 

 

2.4.4 Coded OFDM 
 

By using time and frequency diversity, OFDM provides a means to transmit data in a frequency 

selective channel. However, it does not suppress fading itself. Depending on their position in the 

frequency domain, individual subchannels could be affected by fading. This requires the use of 

channel coding to further protect the transmitted data. Among those techniques, trellis coded 

modulation (TCM) combined with frequency and time interleaving is considered the most 

effective means for a frequency selective fading channel. 

 

2.4.5 Length of Guard Interval 
 

The guard interval appended at the start of an OFDM symbol serves two purposes. It ensures that 

there is no interference between successive OFDM symbols in a frame i.e. there is no inter-
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OFDM-symbol-interference. In addition, is its length is chosen sufficiently longer than the 

impulse response of the channel, the transient response of the channel dies down within the 

duration of the guard interval and hence, proceeding symbols in an OFDM frame can be 

demodulated from the steady state response of the channel. If it is taken as the replica of the data 

points at the end of an OFDM symbol, it results in the simple multiplication relationship of Eq. 

2.4. 

 

The guard interval also decreases the throughput of an OFDM symbol since this information is 

transmitted as a redundancy associated with the OFDM symbol. 
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Chapter 3  
 

Effect of Synchronization Errors 
 

3.1 Equivalent System Model 
 
A well known problem of OFDM is its high vulnerability to synchronization errors. A lot of 

research over the years has been devoted to the alleviating the detrimental effect of imperfect 

synchronization in OFDM communication systems. In a real world system, the following 

parameters cause disturbances in the receiver [7]. 

 

1. The sampling time at the receiver /T can no longer be assumed to be in consonance with 

the transmitter time T . 

2. Carrier frequency offsets result from the same reason while modulating and 

demodulating the signal. Assuming a small frequency offset relative to the transmission 

bandwidth, the frequency difference between the transmitter and receiver oscillators can 

be modeled as a time-variant phase offset at the receiver. 

3. The transmitter time scale is unknown to the receiver. Therefore the receiver OFDM 

window controlling the removal of guard interval will not be identical to an ideal 

scenario. This timing delay, equivalent to T∈ , can be incorporated in the channel model, 

resulting in the effective channel ,ih∈  relevant to the receiver time scale. 

All of the effects mentioned are incorporated in an equivalent system model to yield [19] 
^

2 [( ) ]ˆ ˆ( ) ( ) [ ]cj f k T qT
q

i
r k s i e k qM iπ θθ δ θ θ

∞
∆ + +

=−∞

+ = + + − −∑                            (3.1) 

                                         =  
2( )

( )
j k

N
qs k e

π φ
θ

∈ +
+∆  
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3.2 Timing and Frequency Synchronization 
 

This work deals with the timing and carrier frequency synchronization errors only. The sampling 

offsets are considered negligible and the only channel impairment assumed here is additive noise 

and time/frequency offsets. The effect of an imperfect estimation of timing and frequency 

synchronization parameters has been characterized in [19]. Let us first look at the degradation 

caused by an imperfect estimation of these parameters. The mathematics presented in the 

following two sections are taken from [19]. 

3.2.1 Effect of a Symbol (or frame) Offset 
 

 In order to see the timing synchronization error degradation, we set 0f∆ = in Eq. (3.1). The 

received signal sequence in the presence of noise is 

                              ˆ ˆ( ) ( ) ( )q q qr k s k w kθ θ θ+ = + ∆ + +                                                    (3.2) 

After the removal of cyclic prefix and applying the DFT, 
2 21 1

0 0

ˆ ˆ( ) [ ( ) ( )]
N Nj kl j kll N N

q q q q
k k

a r k e s k w k e
π π

θ θ θ
− −− −

= =

= + = + ∆ + +∑ ∑%                    (3.3)  

For a timing error that satisfies the condition, 0cL θ− ≤ ∆ ≤ , i.e. the timing error stays within the 

duration of the cyclic prefix, the resulting vector [ ( ),....., ( 1 )]T
q q qs s s Nθ θ= ∆ − +∆ contains the 

relevant samples of the q th− OFDM symbol and some algebraic manipulations result in 

2

( )
j ll l N

q qa a e l
π θ

η
∆

= +%                                                                (3.4) 

where ( )lη is the DFT of the noise sequence. 

 

Hence any symbol timing error that is confined to the set { ,....., 0}cLθ∆ ∈ − , the result is only a 

phase error that can be easily compensated if coherent demodulation is employed at the receiver. 

A symbol timing error that is not a member of the above defined set, produces interference 

between consecutive OFDM symbols as the FFT window operation would then be applied on 

samples taken from two successive OFDM symbols. For a timing error in the interval, 
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{ ,.... }cM Lθ∆ ∈ − − , the interference between the successive symbols can be quantized. In this 

case the (3.3) becomes 
2

2 21 1 ( )

0,

2 21 ( )

1
0 0

1

1 ( )

c

c

j ll l N
q q

N Nj kl j h khN N
q

k L h h l

ICI

L Nj kl j h khN N
q

k h

ISI

Ma a e
N

e a e
N

e a e l
N

π θ

π π θ

θ

π πθ θ

θ

η

∆

− −− +∆

=−∆ − = ≠

−∆ − −− +∆

−
= =

+ ∆
=

+

+ +

∑ ∑

∑ ∑

%

144444424444443

1444442444443

                        (3.5) 

In this case the demodulated signal at the receiver will be corrupted by the ICI and ISI affected 

samples. The useful portion is still only affected by a phase rotation and can be easily 

regenerated at the receiver. The interference from the adjacent carriers and from the previous 

OFDM symbol are the causes of major degradations in a demodulated OFDM symbol.  

 
Figure 3-1 Symbol Timing Errors 

 

The same performance degradation can also be carried out for a multipath channel. To this 

effect, the received signal can be represented by 

0

( ) ( ) ( ) ( )
mN

q q q
l

r n h l s k l w nθ
=

= − − +∑                                  (3.6) 

where lh is the multipath channel with a maximum delay spread mN . The DFT operation is then 

invoked and the resulting signal can be expressed as  
2

( ) ( ) ( ) ( )
j ll l N

q qa a H l e l l
π θ

α θ ξ η
−

= + +%                               (3.7) 
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where ( )lξ models the interference caused by the ISI and ICI degradations. It becomes 

imperative in this case to synchronize the receiver to the first arriving multipath component. 

Hence the range for allowable symbol timing offset errors can be expressed by  

0c mL N θ− + ≤ ∆ ≤  

i.e. the allowable range for timing errors is limited to that part of the cyclic prefix that has not 

been corrupted by the channel delay spread. If the timing is locked within this region, the 

orthogonality between the subcarriers is not disturbed and we only have a phase rotation and 

attenuation at the DFT output. This can be corrected by the use of a simple equalizer.  

 

 
Figure 3-2 Symbol timing errors in a multipath channel 

 

3.2.2 Effect of Carrier Frequency Offset (CFO) 
 

To see the performance loss caused by the CFO, we put 0θ∆ = in (3.1). The received signal can 

then be represented by  
2( )

( ) ( ) ( )
j k

N
q q qr n s n e w n

π φ∈ +
= +                                         (3.8) 

For a carrier frequency offset that is an integer multiple, the rotation occurs in all the subcarriers 

and although displaced, they will still remain mutually orthogonal. For a CFO, that is a fraction 

of the carrier spacing, the demodulated OFDM signal is given by 
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2 21

0

( ) ( )
N j k j kll N N

q q q
k

a s k e w k e
π πφ⎡ ⎤− ∈ + −⎢ ⎥⎣ ⎦

=

⎡ ⎤
= +⎢ ⎥

⎢ ⎥⎣ ⎦
∑%                                       (3.9) 

Then accounting for the expression of the transmitted signal we have 
2( ) 2 21 1

0 0
( )

j k
N NN j hk j kll h N N

q q q
k h

ea a e w k e
N

π φ π π∈ +
− − −

= =

⎡ ⎤
⎢ ⎥= +⎢ ⎥
⎢ ⎥⎣ ⎦

∑ ∑%  

                                          

1

21 1 ( )

0, 0

sin( )

sin

( )

Nj
N l

q

j N N j k h lh N
q

h h l k

ICI

e a
N

N
e a e l
N

π φ

πφ

π
π

η

−⎡ ⎤⎛ ⎞∈ +⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦

− − − +∈

= ≠ =

∈
=

∈⎛ ⎞
⎜ ⎟
⎝ ⎠

+ +∑ ∑

%

14444244443

                                       (3.10) 

 

     
1

0,

( ) ( ) ( )
j j N

l h
q o q h l

h h l

ICI

e ea I a I l
N N

φ φ

η
−

−
= ≠

= ∈ + ∈ +∑
144424443

 

Where 

        
[ ] 121 ( )( )

0

sin ( )
( )

sin ( )

NN j pj k p NN
p

k

p
I e e

p
N

π ππ
π

−⎡ ⎤⎛ ⎞− ∈+∈+ ⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦

=

∈+
∈ =

⎡ ⎤∈+⎢ ⎥⎣ ⎦

∑�  

 

The received signal is composed of the attenuated term, the term affected by ICI and the noise 

disturbance. Figure 3.3 will show the effect of CFO on the originally orthogonal carriers. The 

PSD of the OFDM signal in the absence of synchronization errors are depicted by solid lines and 

the dashed lines show the effect of CFO for 0.2∈= . It is clear that the presence of CFO produces 

a reduction in signal amplitude and ICI. The degradation due to CFO in a multicarrier system has 

been determined analytically in [21]. This performance loss can be approximated in dB as  
22 10( )10( )( )

( ) 3ln10 3ln10
cfT NSNR SNRD dB

SNR
ππ

∈

∆∈
=

∈
� �  



18 
 

 
Figure 3-3 PSD of the OFDM signal for a multicarrier system with 

N = 3 subcarriers in presence (dashed lines) and in absence (solid 
lines) of CFO 

 

It is clear that performance degrades with square of the number of carriers. The same results can 

be extended to a dispersive channel resulting in the demodulated data given by 
1

0,

( ) ( ) ( ) ( ) ( )
j j N

l l h
q q o q h l

h h l

ICI

e ea a H l I a H h I l
N N

φ φ

η
−

−
= ≠

= ∈ + ∈ +∑%

14444244443

                         (3.11) 

The equation indicates that a multipath channel will add attenuation and a carrier phase offset in 

addition to those introduced by the ICI. Moose has analytically determined the lower bound on 

the SNR obtained at the output of the DFT as a result of CFO errors [22] 
2

2

sin( )( )
1 0.5947 sin ( )

SNRSNR
SNR

π
π π∈

∈⎛ ⎞∈ ≥ ⎜ ⎟+ ∈ ∈⎝ ⎠  
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Chapter 4  

 

Data Aided Synchronization Schemes 
 

 

A number of synchronization schemes have been proposed in the literature to investigate and 

alleviate the performance loss encountered in an OFDM communication system due to timing 

and frequency offsets [5]-[12]. These algorithms for synchronization can be divided into two 

categories 

 

1. Blind Synchronization Techniques 

These techniques propose to achieve synchronization without any advance knowledge of 

the system. They try to estimate the parameters needed for synchronization through the 

statistical properties of the received signal only. In particular, Van de Beek in [8] has 

suggested achieving synchronization through the use of cyclic prefix only. However, this 

algorithm is limited by its high dependence on SNR values the length of cyclic prefix. 

For a system where the cyclic prefix is not much in duration and is corrupted by the 

dispersive channel, this technique exhibits an error floor. Some methods have been 

suggested to determine synchronization through the ISI free part of the cyclic prefix only. 

But these schemes do not perform well in multipath affected environments. 

 

2. Data Aided Synchronization Techniques 

The data aided techniques frequently use a specially designed training symbol whose 

knowledge is common to both transmitter and receiver. This training symbol is used at 

the receiver to calculate the variables of interest. Schmidl in [10], Minn and Bhargava in 

[11],[12] have proposed training symbol structures that aid the synchronization process. 

These techniques, although quite robust in their performance, result in an increase in 

computational complexity and throughput is compromised as well. 
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In this chapter, we evaluate the performance of some data aided techniques proposed in [10]-

[12]. A brief look at their algorithm is followed by an analysis of the performance curves. Some 

of the drawbacks of these techniques are also investigated. This lays down the ground work for 

our proposal of phase recovery to be discussed in the next chapter. 

 

4.1 Schmidl’s Training Symbol 
 

Schmidl et al. proposes a synchronization scheme for both a continuous and burst mode 

application in OFDM transmission systems. The algorithm proposes modifications of Classen’s 

method which both greatly simplify the computations necessary for synchronization and extend 

the range for acquisition of carrier frequency offset. By using one unique training symbol, this 

method can be used for bursts of data to find whether a burst is present and to find the start of the 

burst. Acquisition is achieved in two simple steps, through the use of a two-symbol training 

sequence, which is usually appended at the start of an OFDM frame. First the symbol/frame 

synchronization is determined by searching for this specially designed training symbol. The 

carrier frequency offset is then partially corrected and a correlation with the second symbol is 

performed to find the carrier frequency offset. 

 

4.1.1 Designing the Training Symbol 
 

The symbol timing recovery relies on the search of a training symbol which has identical halves 

in time domain. The two halves of the training symbol essentially remain the same after passing 

through the channel except for the fact that there will be a phase difference between them. This 

phase difference is caused by the carrier frequency offset. These two halves of the first training 

symbol are made identical in the time domain by transmitting PN sequences on the even 

frequencies. We send zeros on the odd frequencies. The IFFT of such a sequence would result in 

a time domain signal with two identical halves in the time domain.  
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Figure 4-1 Schmidl’s training symbol 

 

The second training symbol us used for the purpose for calculating integer offsets and is 

produced by the transmission of PN sequence on the odd frequencies to measure these 

subchannel and another PN sequence of the even frequencies to help determine the frequency 

offset. The PN sequence can be selected so as to improve performance and on the basis of 

producing low Peak to Average Power Ratio (PAPR) values.  
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Freq. num. k 
1,kc  2,kc  2,

1,

2 k
k

k

c
v

c
=  

-4 7+7j 5-5j -j 

-3 0 -5-5j  

-2 -7+7j -5-5j j 

-1 0 -5+5j  

0 7+7j -5-5j -1 

1 0 5+5j  

2 7-7j -5+5j -1 

3 0 5-5j  

4 7+7j 5+5j 1 

 
Table 4-1 Use of PN sequences for Schmidl’s training symbol 

 

4.1.2 Timing Error Estimation 
 

The first training symbol in which the two halves are identical, except for a phase difference 

caused by the carrier frequency offset, is used to find the start of the burst. If there are L complex 

samples in each half, the correlation matrix can be written as  
1

*

0
( ) ( )

L

d m d m L
m

P d r r
−

+ + +
=

= ∑                                                     (4.1) 

where ( )r n is the received OFDM signal. Here d is the time index corresponding to the first 

sample in the received window of 2L samples. This window slides along in time as the receiver 

searches for the first training symbol. The received energy for the second half symbol is defined 

by 
1

2

0
( )

L

d m L
m

R d r
−

+ +
=

= ∑                                                          (4.2) 

A timing metric is then defined based on the correlation matrix calculated previously. This 

timing metric will be denoted by SchM   to represent Schmidl’s timing metric.  

It is given by  
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( )

2

2

( )
( )Sch

P d
M

R d
=                                                  (4.3) 

The peak of this timing metric signifies the start of the useful part of the training symbol 

(excluding the cyclic prefix). The precise location of the start of the OFDM frame can then be 

determined.  

 

 

 

 
Figure 4-2 Timing synchronization procedure 

 

4.1.3 Carrier Frequency Offset Estimation 
 

The main difference between the two halves of the first training symbol will be a phase 

difference of 

T fφ π= ∆                                                            (4.4) 

This difference in phase can be approximated by 

ˆ ( ( ))angle P dφ =                                                  (4.5) 

near the optimum timing point. If  φ̂  can be guaranteed to be less than π , then the frequency 

offset estimate is 

ˆ
f̂

T
φ
π

∆ =  

(.)

L-delay

R (n)

Time Synchronization

1
*

0
( ) ( ). ( )

L

m
P d r d m r d m L

−

=

= + + +∑
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In case there is an integer offset, we will have to use the second training symbol and the method 

is described in [10]. 

 

4.2 Drawbacks of Schmidl’s Algorithm 
 

Although Schmidl’s technique was one of the first and very useful data aided synchronization 

methods, it suffers from some performance degradations.  

 

4.2.1  Timing Metric Plateau 
 

A well known problem associated with Schmidl’s timing metric is the plateau produced which 

has a length equal to the length of guard interval minus the length of channel impulse response 

since there is no ISI within this interval to distort the signal. For frequency selective channels, 

the length of the impulse response of the channel is shorter than the guard interval by design 

choice of the guard interval, so the plateau here is shorter as compared to the one for AWGN 

channels. This plateau introduces uncertainty in the timing metric as the precise peak of the 

timing metric could be anywhere within this plateau. This uncertainty in turn leads to large 

timing offset estimate variance.  

 

The figure below shows this plateau for a Rayleigh faded multipath channel with a delay spread 

of 15 µs. The exact timing point was located at the 19th sample shown on x-axis. We can see here 

that there is uncertainty due to the inherent plateau introduced by Schmidl’s training symbol.   
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Figure 4-3 Plateau introduced by Schmidl’s Timing Metric 

 

4.2.2  Carrier Frequency Offset Estimation 
 

Carrier frequency offset estimation too, suffers from large performance variations due to 

uncertainty associated with the timing metric. If the timing point determined is not accurate, the 

estimation procedure for carrier frequency suffers adversely. Moreover, if the offset exceeds one 

carrier spacing, we need another training symbol for its estimation. This decreases the overall 

throughput of the system. Also there seems to be no mechanism to fine tuning the frequency 

estimate once it has been found and the resulting error may cause SNR degradation and rotation 

of the constellation at the receiver. 
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4.3 Minn and Bhargava’s Improved Estimator 
 

Minn and Bhargava proposed an improved and more general synchronizer through the aid of a 

specially designed training symbol. This method is specifically designed to have a steep roll off 

timing metric, thus alleviating the main drawback of Schmidl’s algorithm. The structure of this 

estimator is represented by the following figure. 

 
Figure 4-4 Minn’s Synchronization Scheme 
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4.3.1 Training Symbol Formation 
 

The training symbol has been designed both for an OFDM-type Frequency Domain training or 

single carrier-type Time Domain training. This training symbol is composed of L  identical parts 

to handle the frequency offsets up to / 2L±  carrier spacing. The L  identical parts are supplied 

with specific sign patterns to give a steep roll off timing metric trajectory. The training symbol 

can be designed with the help of Golay complementary sequences which are known to result in 

low PAPR values. The basic structure of the training symbol is 

[ ], , ........,s A A A A= ± ± ± ±                                             (4.6) 

where A  is the repeated part which is given a predetermined sign pattern whose knowledge is 

common to both transmitter and receiver. The sign patterns for different values of L were 

determined by a computer search and are given in the following table. 

 

L Sign Pattern 

 

4 

( )−+−−  

( )+++−  

 

8 

( )++−−+−−−  

( )−++−−−+−  

 

16 

( )+−−+++−−+−++−+−−  

( )−−++−++−−−−++++−  

Table 4-2 Training Symbol Sign Pattern 
 

4.3.2 Coarse Timing Estimation 
 

The coarse timing estimation proceeds in the same way as the one in case of Schmidl and Cox 

and requires finding the peak of the timing metric defined by the following equations 
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∑ ∑

∑∑

            (4.7) 

The identical parts would ensure that there is no uncertainty in the timing metric and a sharp 

peak is obtained. For 2L = this method reduces to the one proposed by Schmidl. We already 

know that in order to maintain orthogonality, the timing estimate should be in the ISI free part of 

the cyclic prefix. In multipath channels, the peak of the timing metric is shifted by the mean 

channel dispersion. Hence the coarse timing estimate should be pre-advanced by some samples 

cλ  as 

maxˆ c cd λ∈ = −  

 

4.3.3 Coarse Carrier Frequency Estimation 
 

The coarse estimation proceeds by using the Morelli and Mengali algorithm with appropriate 

modifications. The training symbol structure is modified so that all the identical parts have the 

same sign. This modified training symbol is represented by { ( ) : 0,1,....., 1}y k k N= − . The coarse 

estimate is given by 

 

 

For multipath dispersive channels, the repeated parts of the training symbol will not be equal due 

to sign conversion in the transmitted training symbol. The frequency is estimated by restoring 

equal signs for all the repeated parts but this sign flipping does not improve the impairments 
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introduced by the frequency selective channel. This explains the need for fine estimation 

explained later. 

4.3.4 Fine Timing Estimation 
 

Coarse timing estimate is before the actual timing point usually due to pre-advancement. We 

require determining the channel delay to remove the effect of time varying nature of the channel. 

Hence the coarse estimate can be fine tuned by adding the delay of the first actual channel tap 

from the channel estimate. The strategy is to determine the strongest tap gain estimate
/

max
ˆ ˆmax{ : 0,1,.... 1}ih h i K= = − . The first channel tap delay is given by 

/

/

1 2

max
0

ˆ arg max{ ( ) : 0,1,..... }

ˆ ˆ ˆ,
( )

0

o hl

K

l k l
h k

E l l K K

h if h h
E l

τ

η

∗

−

+
=

= = −

⎧
>⎪= ⎨

⎪
⎩

∑                                     (4.8) 

The fine timing estimate is then determined by  

      ˆ ˆ ˆc o fτ λ∈=∈ + −  

Where fλ is the designed pre-advancement to reduce the possible ISI. Without the advancement, 

the fine timing estimate would be precise most of the time. However, if the ratio of first tap to 

strongest tap is smaller thanη , the most likely chosen channel tap as the first tap would be the 

second channel tap. Hence fλ should be a least the delay difference between the first and second 

taps. 

 

4.3.5 Fine Frequency Estimation 
 

The training symbol pattern introduces some interference in frequency estimation. If this 

interference is not taken into account in the fine stage, fine frequency estimation will inherit the 

resulting performance degradation. Minn and Bharagava use an ML estimation scheme to 

determine this fine frequency offset. This ML estimation is given as 

ˆ ˆ ˆ( ; ) ( ) ( ) ( ) ( )H H
v v vv r W v BW v rΩ ∈ = ∈ ∈% % %                                         (4.9) 
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Where 1( )H HB S S S S−=  and S is the matrix obtained in channel estimation. More details of this 

ML estimation can be found in [12, pg 830].  

 

4.4 Drawbacks of Minn’s Improved Estimator 
 

The timing estimator proposed by Minn removes the discrepancies in Schimdl’s synchronization 

strategy. It produces a much sharper timing metric and has a larger estimation range for the 

carrier frequency offset depending upon the number of repeated parts of the training symbol. It 

also improves the throughput of the system considerably in comparison to [10] since only one 

training symbol is used to estimate the correct timing, frequency and channel estimate. In spite of 

all these advantages, it introduces degradations of its own in an OFDM communication system. 

We look at two important discrepancies that need to be corrected. 

 

4.4.1 Higher Side lobes 
 

The timing metric produced in this technique is quite robust and performs well in low SNR as 

well. However for L=4, the difference between the peak of the timing metric and the side lobe is 

small and can easily cause confusion if they are slightly disturbed from their positions. A 

threshold applied can take the side lobe for the peak of the timing metric if its height is raised a 

little. The algorithm proposes to use a greater number of identical parts to alleviate this problem. 

This process does suppress the side lobes but Minn has himself indicated, the greater the number 

of identical parts, greater will be the resulting interference introduced due to sign conversions. 

This additional frequency error due to the sign conversions in the design of the training symbol 

can cause large losses in performance.  
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4.4.2 Rotation of the Constellation 
 

The algorithm has an impressive range of frequency error correction and employs both coarse 

and fine stages to determine the frequency offset introduced by the dispersive channel. Since we 

know that ICI is the cause of large degradations in an OFDM system, the uncorrected frequency 

error rotates the constellation at the receiver. This error increases with time for subsequent 

OFDM symbols in a frame and there comes a time when the received constellation crosses its 

specific quadrants and hence it cannot be decoded by the decision device. A pictorial 

representation of this effect is shown below. 
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Chapter 5  
 

Phase Recovery Mechanism 
 
 

The residual error that remains in the frequency estimation procedure provides a shift to the 

demodulated OFDM symbol that increases as the samples evolve in time. This error, if left 

uncompensated, introduces a phase shift in the demodulated data and there may be a chance of 

the received constellation crossing the respective quadrants. It will not be possible to use hard 

decoding for a reliable reception. This chapter investigates this residual error and proposes a PLL 

based recovery scheme that can be used to lock the phase of received OFDM symbols. 

 

5.1 The Residual Error Effect 
 

To analyze the rotating effect due to the residual error on the demodulated data, let us consider a 

continuous time OFDM signal ( )x t that is produced by taking the IFFT of the complex data 

symbols to be transmitted. The signal received at the receiver can be expressed as 
2( ) ( ) j ty t x t e πθ=                                                   (5.1) 

 whereθ  is the normalized frequency offset introduced in the transmitted signal. For the moment 

we consider that timing synchronization has been established and coarse and fine frequency 

blocks in [12] have been invoked. Let θ̂  be the fine estimate obtained after using the method 

described in the previous chapter. After compensation the received signal can now be given as 

         
ˆ2 2( ) ( ) j t j ty t x t e eπθ πθ−=  

 

where ˆψ θ θ= − is the normalized residual error that remained even after the fine frequency 

estimation stage. 

ˆ2 ( )

2

( ) ( )
( ) ( )

j t

j t

y t x t e
y t x t e

π θ θ

πψ

−=

=
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Although the fine estimation procedure works well compared to other contemporary algorithms, 

it still produces a residual error that must be compensated. Moreover, this error is of the order of 

carrier spacing and if the carrier spacing is high, this error would be a high figure as well. In 

many systems, even such a small error can cause large degradations (as would be shown for the 

case of a practical OFDM system). We explore a second order PLL based recovery scheme for 

the case of QPSK modulation scheme only.  

 

5.2 Overview of PLL 
 

Let us consider a linear model of the PLL for analysis and subsequent use. The linear model for a 

discrete time PLL is represented by the following figure. 

 

1

11
z
z

µ −

−−

[ ]nθ

[ ]v nφ

[ ]nε [ ]c n [ ]nφ( )L z

 
Figure 5-1 Linear model of discrete time PLL 

 

The control signal [ ]c n  updates the phase angle [ ]nφ  using the update equation 

[ 1] [ ] [ ]n n c nφ φ µ+ = +                                                     (5.2) 

where µ is the step size parameter. Taking the z-transform of both sides 
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C z z
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=
−

 

                                                            
1

11
z
z

µ −

−=
−

                                                             (5.3) 
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The transfer function between the input and the output, i.e. the phase transfer function of the 

discrete time PLL is given by 

                                                ( )( )
( )
zH z
z

Φ
=
Θ

 

                                                         
1 1

1 1

( ) /(1 )
1 ( ) /(1 )

z L z z
z L z z
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− −

− −

−
=

+ −
 

                                                         ( )
( ) 1

L z
L z z
µ

µ
=

+ −
                                                      (5.4) 

Ignoring [ ]v nφ , the z-transform of the error is  

             ( 1) ( )( )
( ) 1

z zE z
L z zµ
− Θ

=
+ −

                                                     (5.5) 

and by the rearrangement of the above equation, we obtain the phase error transfer function 

                                              1( )
( ) 1
zG z

L z zµ
−

=
+ −

                                                         (5.6) 

 

5.2.1 Second Order PLL 
 

For the second order discrete PLL, the loop filter ( )L z can be represented by 

                                                           
1

1

1( )
1L

zL z K
z

α
β

−

−

+
=

+
                                              (5.7) 

Substitute the above equation in (5.4) and we obtain 
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+
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                                    (5.8) 

Further analysis [23] shows that the steady state error of the second order discrete PLL will 

approach zero only when β =-1. For this value, (5.8) reduces to  

                                                            
1

1

1( )
1L

zL z K
z
α −

−

+
=

−
                                              (5.9) 

The pole at 1z = in the loop filter implies that it includes an integrator stage. The constants LK  

and α  can be expressed as  
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                                                         2
2 n sT

ζα
ζ ω

= −
+

                                                  (5.10) 

                                                      2 2L n s nK Tω ζω= +                                                     (5.11) 

This is the PLL scheme we are going to use in our OFDM system to recover the residual error 

introduced due to an imperfect channel estimate for QPSK modulation. 

 

5.3 Recovery Algorithm 
 

Here we look at the phase recovery algorithm that compensates the phase introduced in the 

samples in proportion to their order in time domain.  

 

 
Figure 5-2 QPSK Constellation 

 

The figure represents an ideal QPSK constellation. The received constellation assuming no error 

at all for QPSK is equivalent to the above figure. For a complex number raised to the power of 4, 

we observe 

                    ( )4 4 4 2 2 2 2( ) ( ) ( ) 6 ( ) ( ) 2 ( ) ( ) ( )R I R R R R Ix t x t x t x t x t j x t x t x t= + − + −                       (5.12) 
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It is clear from this expression that for an ideal QPSK constellation, the imaginary part in the 

above equation would be zero i.e. an ideal QPSK data point raised to power of 4 will produce a 

number with only a real part. We use this property to correct the phase for our disturbed data 

points, disturbed by the residual phase error. For a point which is offset from the ideal behavior, 

when raised to power 4, we have the imaginary part that is the correction for the disturbed data 

point. This imaginary part, designated as the Phase Correction, then drives the loop filter of our 

PLL. The constants for the loop filter can be determined from (5.10) and (5.11). The output of 

the loop filter is the final correction needed for the recovery of the next sample. This proceeds by 

the reason that the samples are offset from their ideal locations by an error that increases in 

proportion to their place on the time scale.  

 

4(.)
1
4(.)

(.)imag

 
Figure 5-3 Phase recovery mechanism 

 

The block diagram shows that the data points after equalization are fed to the fourth power 

operator. The assumption here is the same that a perfectly located QPSK point will produce a 

zero imaginary component when it is raised to power four. The complex data point is returned 

back to its original shape through a power of 1/ M after giving it a shift of180o . The imaginary 

part, if any, so obtained is the error by which the complex data point is shifted from its ideal 

location. 
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The phase error is then passed to the loop filter of the PLL and it generates the necessary 

correction for the next sample point. 
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Chapter 6  

 

Channel Characteristics 
 

 

The mobile channels in use today frequently experience multipath and other Doppler spread 

degradations. These degradations can be characterized in certain categories [23]. 

 

6.1 Mobile Channel Characteristics 
 

Wireless mobile communications are characterized by two types of fading effects: Large scale 

fading and small scale fading. The average signal power attenuation due to motion over large 

areas is called large scale fading. Its statistics express the path loss as a function of distance. 

Small scale fading is the phenomenon of changes in the signal amplitude and phase due to small 

changes in the spatial separation between the transmitter and the receiver. This type of fading is 

constituted of two mechanisms: time spreading of the channel and time variant nature of the 

channel. In this context, few terms are worth defining; Delay spread, Coherence Bandwidth, 

Doppler spread, and Coherence time.  

 

Delay Spread is a type of distortion that is caused when an identical signal arrives at different 

times at its destination. The signal usually arrives in a number of different paths and with 

different angles of arrival. The time difference between the arrival moment of the first multipath 

component, usually the line of sight component, and the last one, is called delay spread. 

 

Coherence bandwidth is a statistical measure of the range of frequencies over which the 

channel can be considered “flat” i.e. a channel which passes all spectral components with 

approximately equal gain and linear phase. In other words, coherence bandwidth is the range of 
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frequencies over which two frequency components have a strong potential for amplitude 

correlation.  

 

Doppler spread BD is a measure of the spectral broadening caused by the time rate of change of 

the mobile radio channel and is defined as the range of frequencies over which the received 

Doppler spectrum is essentially non-zero. When a pure sinusoidal tone of frequency fC is 

transmitted, the received signal spectrum, called the Doppler spectrum, will have components in 

the range c df f−  to c df f+ , where df  is the Doppler shift. The amount of spectral broadening 

depends on df  which is a function of the relative velocity of the mobile, and the angle θ  between 

the direction of motion of the mobile and direction of arrival of the scattered waves. 

 

Coherence Time is the time interval during which two data points spaced by a certain distance 

in time experience sufficient correlation after passing through the channel. In other words, it is 

the measure of the staticness of the channel. Typically for mobile communications, it is defined 

as 

                                                        0.423
C

d

T
f

=                                                             (6.1) 

 

6.2 Fading due to Multipath Effects 
 

6.2.1 Flat Fading 
 

In this type of fading, the multipath structure of the channel is such that the spectral 

characteristics of the transmitted signal are preserved at the receiver. However, the strength of 

the received signal changes with time, due to fluctuations in the gain of the channel caused by 

multipath.  

 

If the channel gain changes over time, a change of amplitude occurs in the received signal. Over 

time, the received signal ( )r t varies in gain, but the spectrum of the transmission is preserved. In 
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a flat fading channel, the reciprocal bandwidth of the transmitted signal is much larger than the 

multipath time delay spread of the channel, and ( , )bh t τ  can be approximated as having no 

excess delay (i.e. a single delta function with 0τ = ). Flat fading channels are also known as 

amplitude varying channels and are sometimes referred to as narrow band channels, since the 

bandwidth of the applied signal is narrow as compared to the channel flat fading bandwidth. 

Hence, a signal undergoes flat fading if 

S CB B�                                                            (6.2) 

 and ST τσ�  

Where ST  is the reciprocal bandwidth (e.g. symbol period) and SB  is the bandwidth, respectively, 

of the transmitted modulation, and τσ  and CB are the rms delay spread  

and coherence bandwidth, respectively, of the channel. 

 

6.2.2 Frequency Selective Fading 
 

 Frequency selective fading is due to the time dispersion of the transmitted symbols within the 

channel. Thus the channel includes intersymbol interference (ISI). Viewed in the frequency 

domain, certain frequency components in the received signal spectrum have greater gains than 

others. 

 

For frequency-selective fading, the spectrum ( )S f of the transmitted signal has a bandwidth 

which is greater than the coherence bandwidth CB  of the channel. Viewed in the frequency 

domain, the channel becomes frequency selective, where the gain is different for different 

frequency components. Frequency selective fading is caused by multipath delays which approach 

or exceed the symbol period of the transmitted symbol. Frequency selective fading channels are 

also called wideband channels because the bandwidth of the signal ( )s t is wider than the 

bandwidth of the channel impulse response. As time varies, the channel varies in gain and phase 

across the spectrum of ( )s t , resulting in time varying distortion in the received signal ( )r t . 

Hence, a signal undergoes frequency selective fading if  

S CB B>                                                             (6.3) 
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and ST τσ<  

 

6.3 Fading effects due to Doppler Spread 
 

6.3.1 Fast Fading 
 

In a fast fading channel, the channel impulse response changes rapidly within the symbol 

duration. That is the coherence time of the channel is smaller than the symbol period of the 

transmitted signal. This causes frequency dispersion (also called time-selective fading) due to 

Doppler spreading, which leads to signal distortion. Viewed in the frequency domain, signal 

distortion due to fast fading increases with increasing Doppler spread relative to the bandwidth 

of the transmitted signal. Therefore, a signal undergoes fast fading if 

S CT T>                                                               (6.4) 

and S DB B<  

A flat fading, fast fading channel is a channel in which the amplitude of the delta function varies 

faster than the rate of change of the transmitted baseband signal. Ibbn the case of a frequency 

selective fast fading channel, the amplitude, phase, and time delays of any one of the multipath 

components vary faster than the rate of change of the transmitted signal. In practice, fast fading 

only occurs for very low data rates. 

 

6.3.2 Slow Fading 
 

In a slow fading channel, the channel impulse response changes at a rate much slower than the 

transmitted baseband signal s(t). In this case, the channel maybe assumed to be static over one or 

several reciprocal bandwidth intervals. In the frequency domain this implies that the Doppler 

spread of the channel is much less than the bandwidth of the baseband signals. Therefore, a 

signal undergoes slow fading if  

S CT T�                                                                (6.5) 

and S DB B�  
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The velocity of the mobile (or the velocity of the objects in the channel) and the baseband 

signaling determines whether a signal undergoes fast fading or slow fading. 

 

6.4 Guidelines for Practical System Implementation 
 

Based on the above channel characteristics, we must keep in mind certain design criteria before 

implementing an OFDM based communication system. Following are some of the rules that help 

in realizing an OFDM transmission system. 

 

1) Some of the channel characteristics must be known before designing an OFDM system. 

In particular, the delay spread of the channel must be known. Even if a perfect estimate is 

not available, as will usually be the case, we must have an approximation of the 

maximum expected channel delay spread. 

2) The guard interval must be used so that its duration is longer than the maximum expected 

channel delay spread. This is essential so that the transient response of the channel dies 

down within the duration of the guard interval and the data symbols can be demodulated 

from the steady state response of the channel. In addition, if the guard interval is shorter 

than the delay spread, there will be interference between the successive symbols in an 

OFDM frame. 

3) OFDM allows us to keep the duration of a symbol much greater than the delay spread to 

achieve flat fading. We must make sure that this condition is satisfied. It also allows us to 

calculate to number of carrier needed to achieve symbol duration sufficiently greater than 

the maximum expected channel delay spread. 

4) However, the number of carriers must be chosen carefully since if we use a large number 

of carriers, the spacing between them will decrease for a given limited bandwidth. If we 

pack a large number of carriers in this given bandwidth, a small frequency offset will 

result in ICI and performance degradation. 

5) For mobile communications, we want to avoid fast fading. We can determine the 

coherence time of the channel according to the maximum vehicle speed we are designing 

for. The constraint here for slow fading as explained earlier is that we must make sure 
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that our entire OFDM frame must pass through the channel within the coherence time so 

that the channel does not change much over the duration of the entire frame. Only then, 

the channel estimation and other parameters delivered by the training symbol appended at 

the start will be valid. Hence, this defines an upper limit on the number of symbols than 

can be safely transmitted through the channel. 

6) PAPR is a major problem with OFDM systems and there must be some way by which it 

can be reduced. In this respect, use of a sequence that lowers the PAPR can be explored 

for the training sequence. 

7) OFDM has been found to be sensitive to coding rates. So a designer has to use code rates 

that deliver highly reliable performance and maintain the desired throughout as well. 

 

These are just some of the basic guidelines that have to be catered for before an OFDM 

transmission system can be realized. As it can be gauged, many of these issues are inter-related 

and hence a compromise has to be made in conflicting scenarios.  
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Chapter 7  

 

Performance Evaluation 
7.1 Transmitter Design 
The transmitter considered for analysis in the dispersive channel is the same for the two 

algorithms, Minn and our Phase Recovered OFDM. 

 
Figure 7-1 OFDM transmitter 
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7.2 Receiver Design 
 

The receiver design is different for the three techniques.  

7.2.1 Minn and Bhargava: 
 

 
Figure 7-2 Receiver Structure for Minn’s algorithm 
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7.2.2 Phase Recovered OFDM 
 

 
Figure 7-3 Receiver with Phase Recovery 
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7.3 Design Parameters 
 

Following are the design parameters used. 

 

Maximum Vehicle Speed Considered : 140 /df km hr=  

Coherence Time : 0.423 /c dT f=  

Maximum Delay Spread : 15 sτσ µ= (worst case scenario [23]) 

Guard Interval Duration : gT τσ=  

Symbol Duration : 10sT τσ=  

Number of Carriers : 32N =  

Active Carriers : 24uN =  

Channel Types : a) Static Rayleigh Faded (three path) 

                           b) Mobile Rayleigh Faded (three path) 
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Figure 7-4 Multipath channel impulse response 
 

 
Figure 7-5 Waterfall 
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Figure 7-6 Timing metric obtained for L=4, L=8 
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Figure 7-7 Timing Offset Estimation 
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Figure 7-8 Frequency Offset Estimation 
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Figure 7-9 Performance Comparison in Rayleigh Faded Channel. Doppler 50 Hz 
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Figure 7-10 Performance Comparison in Static Rayleigh Faded Channel 

 

 

0 5 10 15 20 25
10-5

10-4

10-3

10-2

10
-1

100
BER vs SNR

SNR

B
E

R

 

 
Minns Algorithm
Phase Recovered OFDM

0 5 10 15 20 25 30
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

SNR

B
E

R

 

 
Minns Algorithm
Phase Recovered OFDM



56 
 

Chapter 8  

 
Conclusions 
 
This work evaluates different synchronization strategies currently used for OFDM systems. We 

have seen the degradations caused by the timing and frequency offsets on a practical OFDM 

system. If these offsets are not compensated properly, the performance of an OFDM system is 

severely compromised. It was investigated that the timing metric obtained from Schmidl’s 

scheme results in a plateau which causes uncertainty with regards to the start of an OFDM 

symbol. Hence the operation of OFDM may be invoked at the wrong instant and this produces 

interference between successive OFDM symbols. This uncertainty also causes large offset 

estimation variance and hence the performance of an OFDM system degrades rapidly. The 

frequency error estimation is also adversely affected whenever we make an error in timing 

synchronization. Also, if the frequency offset exceeds one carrier spacing, we have to use 

another training symbol to determine the integer offset. The throughput of the system, therefore, 

decreases and overall performance efficiency decreases. 

 

In order to alleviate these problems, Minn and Bhargava have proposed an improved estimator. 

The OFDM system is implemented with a specially designed training symbol which is supplied 

with a sign pattern whose knowledge is common to both transmitter and receiver. This sign 

pattern ensures that a steep timing roll off metric is obtained. Hence the problem of uncertainty is 

greatly removed and an accurate estimate of the start of an OFDM symbol is obtained. An 

OFDM system is more sensitive to carrier frequency offset. Minn and Bhargava have proposed a 

coarse estimation followed by a fine estimation scheme in order to effectively evaluate the 

frequency offset introduced by the multipath dispersive channel. This works better than the 

scheme proposed by Schmidl and hence we have an improvement in performance. However, it 

was observed that even after a fine estimation strategy, a residual error still remains that shifts 

the resulting samples in an OFDM based frame. The samples are rotated by a phase that 
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increases in proportion to their location on the time scale. For the OFDM symbols that located at 

the end of the frame, this phase accumulates and there is a chance that the data points may cross 

their constellations and it will not be possible to decode them correctly. 

 

To remove the rotation of the received constellation caused by this residual offset, we propose a 

PLL based recovery scheme that predicts the phase correction for the next sample. Although the 

PLL, in general, takes some time in locking the phase, but it was observed that we only need the 

phase correction for the previous sample to obtain the phase correction for the next sample. It 

proceeds by the logic that after coarse estimation, most of the error has already been removed. 

For the scheme proposed by Mengali, the coarse estimation process brings the phase within 0.01 

of its original value. The rest of this error, instead of correcting through a fine estimation 

scheme, is fed to our phase recovery mechanism. We lock this proportionately increasing phase 

by observing that a QPSK signal raised to power 4 should ideally produce no imaginary 

component. The points that are offset from their optimum locations, when raised to power 4, 

result in an imaginary part which is given to our loop filter whose coefficients are determined to 

generate the desired phase correction needed. 

 

This work proposes to eliminate the fine frequency block in the system level diagram and replace 

it with the phase recovery mechanism developed in this thesis. This causes a great reduction in 

complexity as just the information from the previous in needed to generate the phase correction 

for the next sample. There are no longer any equations that have to be minimized. Also, it was 

shown that BER improves considerably by augmenting our phase recovery block in the system 

structure.  
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8.1 Further Work 
 
The same phase recovery process can be extended to the case of all other modulation schemes to 

be used in the transmission system. We can also explore the use of such sequences in our training 

symbol that result in a low PAPR value. The practical OFDM system is severely constrained by 

a high PAPR and it has limited the use of OFDM over the years. In hand held transmitters, we 

need to lower the PAPR so that the higher peaks in the signal can be produced by the amplifier in 

the transmitter. 

 

Another interesting case would be to use this system such that the channel estimate is fed back to 

the transmitter. The transmitter can adapt the modulation scheme and power of the amplifier 

according to how good or how bad the channel is at that instant. The adaptation of the 

modulation scheme will allow us to deliver high data rates whenever we have a non-dispersive 

channel and if the conditions change, we can lower our modulation technique so that reliable 

transmission is ensured. On the other hand, adaptation in power of the amplifier in the 

transmitter will result in low interference introduced to other users in a multi-user system. 

 

Adaptive bit loading is also being currently investigated for OFDM where each carrier or a group 

of carrier is modulated according to the amount of the degradation they experience in a mobile 

channel. The channel estimation signal can be fed back to the transmitter and then load the 

carries or a group of carriers based on the fading in the channel. The system considered here can 

be extended to develop such an adaptive bit loading strategy. 
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